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This study outlines a methodology to compare potential

military space systems. The methodology presented takes

advantage of the corporate knowledge contained in the Mili-

tary Space Systems Technology Plan (MSSTP) to provide an

integrated approach for making space system trade-offs.

The approach attempts to show how to bring together the

vast amount of technical data and the necessary expert

opinion to formulate a decision.

Space-based radar design options serve as the vehicle

for demonstrating this methodology. Such an approach

serves as an appropriate means to link Air Force planning

functions with operational missions and the technologies

that support those missions. In this way, the methodology

provides a necessary insight on how to deal with space

system technologies from the MSSTP perspective. It is my

hope that this effort will help clarify the multiple issues

facing the military decision maker when planning for future

space systems.
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* A methodology is developed to aid a decision maker in

assessing the technology trade-offs for space system con-

cepts. A review of systems engineering and the tools of

operations research shows that the analytic hierarchy pro-

cess provides a suitable basis for this methodology.

The possible concept options that fall under the over-

all space-based radar concept are representative of the

multiple trade-offs inherent in planning for future space

syatems. Many of the technology issues appropriate to

space-based radar concepts are presented to establish a

foundation for the methodology.

The proposed methodology exposes the three phases of

the analytic hierarchy process and how they interact to

provide an overall priority for a selected number of con-

cept options. Particular emphasis is placed on the divi-

sion of the decision process according to a decision hier-

archy and a support hierarchy. A key feature of such an

approach is its compatibility with the format and terminol-

ogy of the Military Space Systems Technology Plan developed

by the Air Force Space Technology Center.

Three concept options serve as representative systems

to demonstrate the feasibility of the methodology. Recom-

mendations on how to expand upon the model follow this

example. Concluding remarks suggest a decision support

x
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system based on this methodology using the AFSTC Data Base

Management System to enhance the MSSTP decision process.
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A METHODOLOGY FOR ASSESSING TECHNOLOGY
TRADE-OFFS OF SPACE-BASED RADAR CONCEPTS

I. INTRODUCTIQV

BACKGROUND

In recent years, the Air Force has stressed space

technology developments as a means for meeting national

defense objectives. President Reagan emphasized this

aspect of US policy during a speech in July 1982. He di-

rectly linked national security to space programs (19:23).

Because of this relationship, the Department of Defense has

initiated several technology reviews. The purpose of these

studies is to define and compare the technological re-

quirements for employing space-based systems in a military

role (17:66; 22; 23:40). The Strategic Defense Initiative

(SDI) and the Space Systems Architecture Study (SSAS) are

two such reviews involving the Air Force (1:21; 19:29).

Identifying the technological needs for future space sys-

tems through these and similar reviews presents a signifi-

cant challenge.

A broad range of technological information applicable

to space systems has been consolidated to enhance the re-

view process. To be comprehensive, reviews must address an

extensive and diversified range of technological problems.

,.d t t " ,<-, ... ;.... * . ,*'.. .. . . .. < .-. . .... .. . . . ..... ?. ;. .
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The Air Force recognizes the need to develop and maintain a

technical data base to cover this range of space research

and development issues. The Air Force Space Technology

Center (AFSTC) currently manages a technical data base of

space technologies important to space studies (44; 45).

AFSTC has established that the ordering of the data is also

essential (28:3-21). The document that AFSTC uses in or-

dering technical data to better integrate space planning

with the associated technologies is the Military Space Sys-

tems Technology Plan (MSSTP).

The HSSTP provides a structure for analyzing US ca-

pability to develop military space systems based on the

present and projected status of our technology. The MSSTP

achieves this ordering by categorizing space systems in a

hierarchical fashion. The fundamental element within this

MSSTP conceptual framework is the technology issue. A

technology issue is a technology whose estimated state of

the art at some future point fails to meet the projected

level required of that technology by a particular space

system (28:3-38). Several technology issues within a sin-

gle scientific discipline comprise a technology discipline.

The space system concept is, in turn, composed of selected

technology disciplines. A concept is a general type of

space system that accomplishes a specific mission (26a:v).

4 ~Figure 1 depicts the fundamental relationship represented

through this terminology.
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Concept

Technology Disciplines

Technology Issues

Figure 1. MSSTP Fundamental Structure (26a:iv)

The MSSTP, therefore, provides a network of technology

disciplines and technology issues to characterize space

system concepts. Not all technology disciplines may be

relevant to a particular space system concept. Likewise,

not all technology issues under a single discipline neces-

sarily apply to all concepts. By relating only the appli-

cable technology disciplines to a specific concept, the

MSSTP's hierarchical structure links appropriate technology

issues with the corresponding space system concepts.

Although the NSSTP provides a structure, the NSSTP

does not provide a well-defined methodology to choose be-

tween alternative concept options. Concept option, in this

context, means one of several specific space system designs

that will accomplish the mission outlined by a space system

concept. For example, the planar station and tower station

designs are two concept options in deploying the space sta-

tion, a NASA space system concept (14:15). Choosing among

3
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Concept
4I

*I I

Concept Option Concept Option
I I
I I

,I I

Technology Disciplines Technology Disciplines
I I
I I
I I

Technology Issues Technology Issues

Figure 2. Concept Options within the KSSTP

concept options becomes difficult without a workable meth-

odology upon which to base decisions. The methodologies

that have been studied for the MSSTP concentrate primarily

on the overall structure of the plan itself (28:1-3). A

methodology that allows the decision maker to choose a

concept option based on the characteristics of inherent

technology issues would provide more utility. Figure 2

depicts this relationship given by the additional consid-

*eration of the concept option in the KSSTP structure.

-' Presently, no methodology has been demonstrated for accom-

plishing a trade-off analysis of a proposed technology

concept (41).

The space-based radar is one technology concept of

particular interest to the Air Force. In 19a4, the Com-

mander of Air Force Systems Command directed AFSTC to con-

4
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duct a study of technology concept options for space-based

radar (40). AFSTC relied upon the MSSTP, a special working

group, and other Air Force agencies in conducting the re-

view (40). For lack of a comprehensive method for analyz-

ing the interrelationships between issues, the study ana-

lyzed each option independent of the others. Technologists

identified common issues but did not have a methodology to

compare attributes at the technology issue level (41).

An appropriate methodology based on the MSSTP struc-

ture would enhance decisions on space-based radar concept

options. There exist a number of technology disciplines

particular to a space-based radar concept option. While

the MSSTP specifies a unique set of technology issues asso-

ciated with each technology discipline, the MSSTP does not

specify which technology issues are applicable to a partic-

ular space-based radar design. Many technology issues that

impact the decision are not apparent. Those technology is-

sues that are apparent are too numerous to compare without

an appropriate methodology (41).

The additional attributes of schedule, cost, and risk

also enter into the decision process (26h:4-2). Even

though the values of these attributes are often subjective

when based on future needs, techniques are available to en-

ter them into the decision process as reasonable evaluators

of performance (28:2-28). Forturately, the MSSTP includes

these measures to a degree even though no apparent internal

methodology uses them to the extent they could be used to

5



evaluate space systems. By associating these sub3ective

attributes with the technology issues, it is possible to

demonstrate a methodology that allows decision makers to

better choose between concept options. The space-based

radar concept serves as a representative test case for

implementing this methodology.

Eg gAB U EB flLE

The NSSTP methodology is incomplete. In its present

form, the methodology fails to capitalize on the MSSTP's

full potential to support the decision maker. Technology

issues are not related to technology concepts through a

methodology that fosters clear trade-offs between concept

options. In particular, decision makers are unsure of how

to compare different space-based radar options within the

context of the MSSTP structure. The numerous technology

issues inherent in space-based radar designs have not been

structured through a methodology that provides for a trade-

off analysis of concept options.

A question emerges based on these observations and the

considerations mentioned in the background discussion. By

considering technology issues within the structure of the

Military Space Systems Technology Plan, how may a methodol-

ogy be developed to analyze technology trade-offs in se-

lecting a space-based radar?

Two specific areas are of particular concern in

6



answering this question and developing an analysis for

space-based radar options. One problem to overcome is

providing a solution through a methodology that parallels

the HSSTP structure. The methodology must be flexible

enough to allow decision makers to apply the same technique

to other HSSTP related space systems. If this can be

achieved, the approach has a more universal application to

concepts other than just space-based radar. The methodol-

ogy, then, also benefits from the wide circulation of the

MSSTP, thus capitalizing on the availability of technolog-

ical data that is in a usable format.

An additional problem arises due to the futuristic na-

ture of the topic. Projecting future capabilities intro-

duces a degree of uncertainty to the problem. Judgment

based on experience is, therefore, an essential ingredient.

The methodology for presenting the space-based radar analy-

sis must make appropriate use of predictions and do so from

the MSSTP perspective.

PURPOSE AND SCOPg

The methodology presented here provides the structure

and the analytical tools to assist a space systems manager

in decision making. The proposed methodology integrates

the substantial technical date on space systems from the

MSSTP data base with the complex decision environment of

operational military forces. This approach incorporates

7
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the elements of performance, cost, schedule, and risk to

analyze concept options. The universal appeal of these

elements to all space systems reinforces the idea that the

application of this methodology extends beyond just space-

based radar. Any concept with its associated concept op-

tions could be subjected to a similar analysis.

The proposed methodology also suggests to the systems

analysts a way to incorporate the NSSTP in the decision

process. The approach depicts the MSSTP as an initial

input to an expanding process that improves a decision

maker's understanding of technology issues through each

iteration.

The space-based radar options presented in this work

represent actual point designs only for the sake of exer-

cising the methodology. The intent here is to detail and

demonstrate the methodology, not to actually recommend se-

lections between potential radar designs. The engineering

effort to achieve the latter far exceeds the scope of this

work.

EEBMOg

Multicriteria decision theory appears well suited to

accomplishing a trade-off analysis for space-based radar

options. Taken independently, single attributes of tech-

nology issues may not adequately model the alternatives for

the decision maker (51:1-2). Multiple criteria analysis,



however, incorporates the complexity and diversity of at-

tributes into a relationship that emphasizes their inter-

dependence (11:4-5). For space-based radar, such an ap-

proach is desirable due to the numerous technology issues

that affect design or performance. Most parameters cannot

be linked directly for comparison. This diversity of the

input parameters seems particularly well suited to multiple

criteria analysis within the MSSTP framework.

The input parameters for a model appropriate to a
-S

space-based radar trade-off analysis are of two classifica-

tions. The first group consists of those parameters that

are subjective by nature. These input variables represent

measures such as the potential risks or costs often asso-

ciated with developing future technologies. Being subjec-

tive, they exhibit variability in what can be considered

reasonable estimations. Their values can be determined in

several ways. One manner is by value assessments from a

group of technologists who are experts in the particular

discipline in question (21:26). The second group of para-

meters is specified by engineering design. As such, the

associated parameters have a range of values bounded by the
s'.

physical limitations of science or operational necessity.

Chankong and Haimes refer to these parameters as "factual

elements" (11:6). Although variable to a degree, they are

bounded and can typically be quantified given the appli-

cable constraints.

In the case of space-based radar, employing a multiple

9
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criteria based methodology can provide the means for inter-

relating subjective and engineering limited types of input

parameters. The relationship between input parameters and

the technology issues facilitates this approach. The input

parameters are essentially the attributes of the technology

issues. By identifying all of the technology issues under

a specific option, the associated attributes are available

for comparison. From that point, quantitative attributes

can be traded off directly. Subjective attributes, on the

other hand, can be grouped into common categories suitable

for trade-off computations. Finally, relative weights can

be assigned and a comparison made across all attribute cat-

egories of the different space-based radar options.

The nature of the individual attributes that charac-

terize the technology issues supports the analytic hier-

archy process as an appropriate multicriteria technique for

space systems. The mix of subjective and scientifically

quantifiable attributes demands flexibility. The analytic

hierarchy process (AHP) promises to provide this flexibil-

ity. This approach presents the relative weights of judg-

ment criteria that arise from value assessments in a struc-

tured manner for the decision maker. Comparisons can be

made with relative ease under this structured decision pro-

coes. Justification for selecting one option over another

is readily displayed through AHP's definitive hierarchy.

Furthermore, since the intent of the methodology is to cap-

ture the complexities of the problem without modeling the

10



decision maker, AHP allows for necessary revisions in a

dynamic policy environment. Thus, the overall methodology

benefits from AHP's nore universal application.

An initial data base to support this approach already

exists. The Space Technology Center (STC) has extensive

information on technology issues that can aid in assigning

values to attributes of space technology issues (28:3-21).

The STC has offered support in making this data available

and continues to expand their capability to provide future

technology characterization (41). Furthermore, steering

groups organized by STC have consolidated considerable sub-

jective data on space-based radar through survey (40). In

addition, the MSSTP also provides substantial background on

related technology issues that impact on space-based radar

parameters. Collectively, these sources provide the nec-

essary input data to describe technology issues used to

demonstrate the methodology for space-based radar.

OVERVIEW

Chapter 2 begins by discussing the key elements of the

decision environment. In particular, the presentation em-

phasizes the qualities that are beneficial to an effective

methodology. The discussion then identifies systems engi-

nearing and the analytic hierarchy process, in turn, as a

conceptual framework and an analytical tool that complement

one another. Both tie in well with the objectives that a



model must encompass and offer motivation for the method-

ology that follows.

Having expanded the theoretical background in Chapter

2, Chapter 3 covers pertinent technical considerations spe-

cific to space-baaed radar. The basic radar equation and

associated parameters are presented. The review stresse

some of the important trade-offs that complicate design

selections as well as the unique terminology needed to de-

fine space-based radar systems. The chapter attempts to

familiarize the reader with those space-baed radar issues

necessary to follow the example presented later on in the

paper.

Chapter 4 details the methodology for assessing trade-

offs of space-based radar concepts. All three phases of

the analytic hierarchy process are discussed in the context

of space-based radar. This chapter introduces the dual na-

ture of the space-based radar hierarchy by explaining the

separate decision and support hierarchies fundamental to

the methodology's structure.

Chapter 5 implements the methodology by considering

three space-based radar concept options. Calculations

through this example further demonstrate how to exercise

the methodology to evaluate the candidate systems. The ex-

ample prioritizes the candidate space-based radar options

based on value assessments and pairwise comparison solicit-

ed through survey from a panel of technologists.

Finally, Chapter 6 suggests some benefits of framing

12



problems in the format of the proposed methodology. Recom-

mendations are provided on how to enhance the value of this

formulation through real-time computer data base manage-

ment support. This final chapter concludes by providing

some suggestions for further research using this method-

ology as a point of departure.

13

.e4
- - - -

°5

'p . . . , . ~ ~ . , " • .. 0 ." - * =. " .*



Intro~ugtg

As Air Force interests turn toward employing space

assets in more operational roles, effectively planning for

future systems becomes increasingly complex. Along with

deploying operational space assets in support of DOD mis-

sions comes the added requirement to more thoroughly review

alternative concepts for optimum mission performance. This

need becomes critical when one considers the enormous ma-

terial and manpower resources required to orbit a space

system.

Space systems possess unique complexities not found in

even some of the most advanced terrestrial systems. The

environment in which space systems function requires de-

signers of these systems to solicit inputs from a diverse

range of scientific disciplines. This requirement places

extraordinary demands on decision makers who become in-

volved in judging space systems for their ability to ful-

fill mission obj.ctives.

Space-based radar is representative of the type of

complex space system that is plagued with integration prob-

lems for the military manager. As such, space-based radar

serves as an appropriate subject upon which to demonstrate

a methodology for analyzing complex space systems. Such an

14
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analytical methodology provides the tools to allow the de-

cision maker to make the technological assessments required

to comprehend the engineering and design trade-offs. This,

in turn, leads to a more well-founded system selection.

The background literature applicable to making techno-

logical assessments of space-based radar is of two general

types. First, there is a wealth of decision theory that

provides a background on techniques used to evaluate issues

against one another in terms of overall ob3ectives. This

theoretical aspect provides the means to formulate order

from the unstructured problem. Secondly, there exists ma-

terial addressing the technological base from which a pro-

posed system must evolve. These facts expose the physics

issues and provide substance to the problem. The methodol-

ogy presented here suggests a mechanism by which the tech-

nical data can be manipulated in an ordered fashion through

decision theory so that a methodology exists to support the

decision maker. With this goal in mind, this chapter ana-

lyzes the theoretical aspects of solving large-scale prob-

lems while Chapter 3 details the technical concerns of

space-based radar.

Choosing between alternative methodologies for assess-

ing trade-offs in large-scale systems complicates the de-

cision process. Especially in the environment of

15



technologically sophisticated systems, decision making is

both complex and varied. The method for making these sys-

tems related decisions takes many forms. Selecting an ap-

propriate technique to arrive at a decision for a specific

system presents a challenge to most organizations. By hav-

ing a grasp of available methodologies, an analyst enhances

the ability to frame problems in a manner that will better

expose interrelationships and dependencies between ele-

ments. A review of an approach that has a potential appli-

cation to resolving planning trade-offs similar in nature

to those for space-based radar, thus, serves to lay a solid

foundation for this study.

Although several methodologies exist for multicriteria

decision making, some methods appear more appropriate in

dealing with the uniqueness of the military research and

development environment. The characteristics of systems

engineering coupled with the analytical tools of operations

research appear to be readily applicable to the issue of

making space-based radar trade-off studies. Narrowing the

scope of this research does not imply that other methods

would be inappropriate. On the contrary, other methods

might easily be incorporated into the analysis presented

here, particularly in the area of value assessments. A re-

*view of the available literature provides valuable insight

into why a combination of systems engineering with the an-

alytical tools of operations research are applicable to

space-based radar decisions.

q. 16
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§X§t@S 995 tY. Foremost in selecting a method-

ology for dealing with space-based radar issues is the

ability to process multiple concerns. Several authors

stress the importance of capturing the multifaceted aspect

of relationships in complex systems (21:66-67; 25:261-265;

30:4; 33:499-500; 34:91-92; 43:7; 48:390). De Noufville

and Stafford relate:

(Models] must not only describe the interactions
between the complex factors of the environment
which will load the system, but must also identify
the casual dependencies between these factors, so
that the analyst can correctly perceive the effect
of the substantial changes that may be introduced
by a large-scale project E16:43.

Decision making has had to evolve to keep pace with the

complex systems of our increasingly technologically ori-

ented society. Souder points out the distinction between

traditional decision making and today's more technical de-

cision making process:

Engineers and scientists must be able to integrate
human and nonhuman considerations into their de-
cisions. Modern technical decision making involves
a sensitivity to organizations, institutions, peo-
ple and society as well as technology. Thus, mod-
ern day engineers and scientists have a substantial
need to rely on the structured decision making
process E43:7].

Souder's view reflects the concern that the increasing

level of complexity in today's problems must be dealt with

if effective choices are to be made between alternatives.

Two facets of complexity are dominant concerns for de-

cision makers when evaluating space systems. One of these

complexities, referred to here as complexity of type, is

17



caused by the interdisciplinary nature of the space system

itself. Complexity of type is borne out of the requirement

to search outside of one's own area of expertise to solve

problems. The need to match real world constraints with a

system's intended purpose drives this requirement. Com-

plexity of type manifests itself as an integration problem

which includes all of the social, economic, political, and

technological concerns voiced by proponents within each

discipline.

The other facet of complexity facing space systems de-

cision makers is brought about by the sheer abundance and

uncertainty of information. Referred to here as complexity

of quantity, this aspect of complexity stems from the large

number of alterables within a very wide range of uncertain

constraints. That is to say, there is so much information

available that the decision maker is unable to sort out

what information of a particular discipline is really rel-

evant to the problem at hand.

In a sense, the decision maker can deal with complex-

ity of type and complexity of quantity in two slightly dif-

ferent ways. Defining a structure to specify interrela-

tionships among disciplines limits complexity of type.

Structuring tells the decision maker how to interpret in-

terrelationships by diagramming the linkages between dis-

ciplines. In a complementary manner, correctly scoping the

problem to program needs within a single discipline limits

complexity of quantity. Making assumptions based on
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experience and judgment can specify a starting point to

scope the problem for subsequent iterations. Both of these

methods for dealing with complexity present a considerable

challenge, but greatly enhance a decision maker's under-

standing of a complex system such as space-based radar.

StVcture. Assigning structure to a problem pro-

vides a means to simplify decision making. Souder relates:

the further away we get from the well-ordered
world of technical decision making and the closer
we get to the less-structured world of managerial
decision making, the more important it becomes to
use the structured decision process (43:8].

Problem solving is often viewed as an art. Nevertheless,

it is still our ability to apply logic to a complex situa-

tion. The human mind, however, can only assimilate a lim-

ited number of dissimilar items without becoming burdened

with seemingly unrelated facts (15:244, 256). There are

techniques for overcoming this barrier. Saaty provides

some insight as to how to attack this problem:

We need instead to organize our problems in com-
plex structures which allow interactions and in-
terdependence of factors but which also allow us
to think about them one or two at a time (32:140].

Seaty advocates the analytic hierarchy process (AHP) as an

effective means of structuring problems in a manner that is

conducive to an analytical solution. Sage's systems engi-

neering approach is more global, but recognizes the value

of structure in optimizing trade-offs (34:91). Unfortu-

nately, when dealing with large-scale systems, the decision

maker is often more than one individual. While a single
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decision maker may view needs from one perspective, multi-

pie interests compete when a collective judgment is re-

quired. Additional considerations then contribute to

reaching a consensus.

9K292 InteractID- In a large-scale system, the in-

fluence of several agencies bears upon the solution to the

problem. Group consensus is important to the overall pro-

cess. Saaty argues:

AHP facilitates this meeting of the minds by im-
posing a discipline on the group's thought pro-
cesses. The necessity of assigning a numerical
value to each variable of the problem helps deci-
sion makers to maintain cohesive thought patterns
and to reach a conclusion. In addition, the con-
sensual nature of group decision making improves
the consistency of the judgments and enhances the
reliability of the AHP decision making tool E30:5].

Keeney and Raiffa prefer to think of the individual as the

synthesizer of group concerns, with the prime purpose of

the group being to structure the decision maker's prefer-

ences (21:516). Their group process helps to define the

decision maker's preference structure to aid the decision

maker in choosing between alternatives (21:520). In gen-

eral, group interaction expands upon the decision maker's

ability to recognize the problem.

CoMMun 9&1 ao. Communicating design problems be-

tween experts of separate disciplines is another key issue

in decision making. To communicate the nuances of technol-

ogy and relative importance to overall performance of al-

ternative technologies presents a challenge. Sage ex-

plains, "Lack of understanding of the structure of the
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underlying system often leads us to the wrong conclusion

regarding problem solution" (34:2). Do Neufville and

Stafford highlight the need "to challenge loosely stated

goals defined by clients or professionals from other fields

and thus to identify the fundamental purpose of a system"

(16:7). The manner in which one arrives at a decision

normally demands justification. A methodology that commu-

nicates problem complexities through effective structure

and group interactions supplies this justification. To be

even more effective, change must be taken into account.

E1i1Illtyx. In dealing with a future system, it is

especially important to implement planning with a methodol-

ogy that allows for change. This sensitivity to change

with time is characteristic of AHP:

The AHP is flexible enough to allow revision--
decision makers can both expand the elements of
a problem hierarchy and change their judgments.
It also permits them to investigate the sensitiv-
ity of the outcome to whatever kinds of change
may be anticipated. Each iteration is like hy-
pothesis testing; the progressive refinement of
hypotheses leads to a better understanding of the
system E30:22].

Other authors often refer to the feedback process when

stressing the need to incorporate flexibility in decision

methodologies. De Neufville and Stafford explain the ne-

cessity of this feature:

Since the time required to implement a large-scale
project is usually both long and full of uncertain-
ties, the initial analysis results in only a pre-
liminary approximation to the design desirable at
the end. It is therefore necessary to refine the
plan as the project is installed and as uncertain-
ties are resolved 116:143.
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With a flexible methodology, major design alterations only

cause minor conceptual rearrangements, thereby illuminating

the new alternatives for the decision maker.

Decision makers could benefit greatly from a method-

ology that incorporates all the elements of the complex

decision environment. Each is tied to the other and con-

-tributes to a more effective overall problem solution.

Seldom is a decision methodology successful without having

taken into account the elements of complexity, structure,

group synthesis, communication and flexibility.

The methodology for making decisions on large-scale

systems must address the issues inherent in the decision

environment. Systems engineering is one approach that

provides such a perspective. The central theme of systems

engineering captures the needs of the decision environment.

In addition, systems engineering tools are well-tailored to

large-scale systems. All elements of the decision environ-

ment previously mentioned are inherent in the framework

provided by systems engineering.

Systems engineering is particularly well-suited to

systems integration problems. Emphasis is on subsystem

contributions to overall performance. Morton's portrayal

*of systems engineering provides the following insight on

the functional relationships:
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The Systems Engineering method recognizes each
system is an integrated whole even though
composed of diverse, specialized structures and
subfunctions. It further recognizes that any
system has a number of objectives and that the
balance between them may differ widely from
system to system. The methods seek to optimize
the overall system functions according to the
weighted objectives and to achieve maximum com-
patibility of its parts E12:8J.

Techniques from systems engineering are readily appli-

cable to space-based radar problem solving. In particular,

one can identify which phase of systems engineering charac-

terizes the current state of space-based radar concerns.

Hall's morphological box illustrates the evolutionary pro-

cess of systems engineering pictorially as shown in Figure

3 (34:4). From this perspective, one can designate current

space-based radar activity as falling in the program plan-

ning phase. Within this one phase, the decision makers

progress through the seven steps of systems engineering.

Of particular concern is the step of optimizing alterna-

tives. It is in this step that the tools of operational

science support the decision maker. In essence, this whole

structure of systems engineering thus provides the initial

framework required to begin dealing with trade-offs. Am-

plification of the associated techniques is in order to

further show the merits of this approach.

a8g1tcal egquence. The process of systems engi-

neering adheres to the principles of systematic scientific

development. De Neufville and Stafford suggest a five

element sequence for problem solving using the systems

23
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Social Science

Engineering

Law

."7 Retirement

6 Operation

5 Distribution
7 4 Production

3 System Development

*Project Planning

1 Program Planning

1 2 3 4 5 6 7
PD VS SS SA OP DM PA

St2PR 2f § !t!!! E neering

PD z Problem Definition
VS a Value System Design
SS = System Synthesis
SA = System Analysis
OP a Optimization

DM = Decision Making
PA = Planning for Action

Figure 3. Hall's Morphological Box (34:4)

engineering approach (16:6):

1. Definition of objectives

2. Formulation of measures of effectiveness

3. Generation of alternatives

24
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4. Evaluation of alternatives

5. Selection

Rather than divide systems engineering into a sequence of

events, Chestnut chooses to identify five precepts for

systems engineering. He agrees with De Neufville and

Stafford in recognizing the need for an acceptable standard

upon which to make value judgments of a system (12:11).

grit2KI- Weighting functions provide the means to

compare relative values in systems engineering. The

weighting function adds flexibility. Weighting tacitly

recognizes that overall system performance does not depend

on each individual subsystem achieving its maximum objec-

tive. Because the nature of the weighting function is not

easily expressed, sesking these values is an important out-

come of this methodology.

Values must be assigned to a system based on some

specified criteria. Generally, the criteria stem from the

needs and objectives associated with the system. Chestnut,

however, identifies five commonly accepted standards

(12:11):

1. Performance

2. Cost

3. Time

4. Reliability

5. Maintainability

This list is subject to change based upon what the decision

maker feels is an issue. For example, reliability and
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Figure 4. Weighted Contributions to System Worth (12:10)

maintainability might be included as a subset of perform-

ance. On the other hand, the military may be justified in

levying additional standards based upon the unique require-

ents made upon military systems. Risk associated with

iI

system development might represent one such additional

judgment criteria. Figure 4 depicts the manner in which

individual criteria contribute to overall system worth
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through individual weighting functions (12:10).

An evaluation of space-based radar systexs is well

suited to the systems engineering approach of problem solv-

ing. Incorporated in the systems engineering methods are

consideration of the complexity of a large-scale system and

the dependence of subsystems in the overall performance.

Systems engineering allows for judgment of overall system

and subsystem characteristics based on criteria that re-

late directly to design and performance.

1h2 Analytic HierarchX PEoces

The analytic hierarchy process ties in well with the

concepts of systems engineering. Systems engineering re-

quires a method to facilitate making trade-offs in the op-

timization step. AHP is a suitable choice for this step.

AHP is an effective analytical tool by which alternative

solutions can be evaluated.

gult biliX- AHP is particularly well suited to

large-scale systems. Like systems engineering, AHP ad-

dresses the problems of a complex decision environment.

This method incorporates an individual's experience in re-

structuring the problem in a more manageable form:

The analytic hierarchy process enables decision
makers to represent the simultaneous interaction
of many factors in complex, unstructured situa-
tions. It helps them to identify and set prior-
ities on the basis of their objectives and their
knowledge and experience of each problem (30:12].

AHP has the capacity to deal with the multiple issues of a
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complex system without restricting the flexibility of sys-

tems engineering. Within the global approach of systems

engineering, AHP retains the ability to focus the many im-

pinging concerns into prioritized objectives. This process

is essential to arriving at a solution:

To deal with unstructured social, economic, and
political issues, we need to order our priorities,
to agree that one objective outweighs another
in the short term, and to make trade-off& to serve
the greatest common interest. But it is often
difficult to agree on which objective outweighs
another--particularly in complex issues where a
wide margin of error is possible in making trade-
offs 130:43.

Afdvntgg . AHP incorporates reasoning in the way

some other analytical tools fall to provide. Saaty identi-

fies two ways to view a system, the deductive approach and

the systems approach (30:5). He further suggests that,

because AHP incorporates value assessment by weighting sub-

systems, the analytic hierarchy process combines the best

of both worlds (30:5-6). AHP derives much of its utility

by processing the weighted value assessments through matrix

mathematics. The mathematical approach lends computational

speed and provides a logical foundation to the often am-

biguous nature of subjective logic. In a sense, hidden

relationships can be derived through secondary associa-

tion of variables. A structure is then present through

these linkages.

Ulgrbchgcfl g V- For large systems like

space-based radar, a path must relate the issues at the

lower levels to the overatl objective. The analytic

28
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hierarchy process provides "a useful theory for analyzing

the impacts of the elements in the lowest levels on the

overall objective, or focus, of the hierarchy" (32:141).

By tracing through the hierarchy and making the comparisons

at the subsystem level, one can arrive at the preferred al-

ternative. Applied to space-based radar, this would allow

the analyst to relate technology issues through subsidiary

objectives to the overall mission objective and, thus,

arrive at the best choice for a space-based radar.

To thoroughly analyze the function of a space-based

radar, clear statements of purpose are necessary. These

statements of purpose take the form of objectives. In

the military, these are the mission objectives. Planners

arrive at these mission objectives in response to a per-

ceived threat and under the guidance specified by military

doctrine.

The objectives allow us to approach the problem from

the systems analysis standpoint. Do Neufville and Stafford

point out, "all analyses are based upon some set of objec-

tives, and it seems better, by far, to define them openly"

(16:7). They further clarify this by stating, "Much of the

value of systematic analysis lies in the identification of

objectives and the clarification of issues" (16:7). This

brings to mind the question of how to get to the root of
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the problem of complex systems which span a broad range of

issues for which the systems analyst has little background.

The proposed solution lies in the analyst's ability to

"challenge loosely stated goals defined by clients or pro-

fessionals from other fields and thus to identify the fun-

damental purpose of a system"(16:7). Thus, by dealing with

those individuals most informed on the detailed interrela-

tionships and asking directed questions, one can gain un-

derstanding of the problem.

The analysis process is an iterative approach that

allows for revision of the original design. Having com-

pleated the analysis, the increased understanding can be

recycled into better defining the original objectives to

obtain a more precise definition of the stated problem.

The Military Space Systems Technology Plan provides the

first iteration for analyzing many space systems including

space-based radar. As such, the MSSTP provides the depar-

ture point that leads to a more precise understanding of

space-based radar objectives. In essence, the space-based

radar concepts identified in the NSSTP have expanded to the

extent that a choice must be made between concept options.

The second iteration then involves the ability to make

trade-offs based on stated objectives.

The methodology presented in Chapter 4 outlines an

approach which performs this second iteration. Objectives

that are stated in the form of mission requirements play an

integral role in making the various system trade-offs. The
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degree to which the system is able to accomplish objectives

is often specified according to some figure of merit. To be

valid, these figures of merit must be based on a technical

knowledge of the system. The next chapter supports the

formulation presented in Chapter 4 and demonstrated in

Chapter 5 by reviewing some of the&e technical considera-

tions that are important to space-based radar.
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III. Technical Consideatjos for S2ace-Based
Radar Trade-offs

Introduction

Selecting an appropriate apace-based radar to provide

air surveillance presents a challenging problem. Not only

do managers and engineers have to deal with traditional

radar problems, but they must also deal with integration

problems particular to the space environment. A review of

traditional radar relationships in light of the additional

constraints imposed by the space environment will help give

an appreciation for these complexities.

The intent of this discussion is not to explain radar

theory in depth, but to highlight material particularly ap-

plicable to space configuration options. Exploring the

parameters which affect space-based radar performance will

expose trade-offs that complicate the decision process. A

review of associated terminology should also be helpful in

the following chapters. By reviewing radar fundamentals,

the reader can more effectively apply the methodology de-

scribed in this work to the technical relationships that

influence the decision process.

Although, one could devote a great deal of time to

radar issues, the intent of this chapter is to highlight

only those considerations that will influence design trade-

offs in the subsequent discussion. Should further review
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be necessary, the text, In Ddgtig;gn g B942E 3f9!3, by

Skolnik provides an excellent source of reference (38).

The role of space-based radar concerned with in this

analysis is restricted to surveillance of targets in the

background of earth features. Clearly, there are other po-

tential applications of space-based radar. Radar to assist

in space object identification, collision avoidance, and

space rendezvous have been identified as possible roles for

space-to-space systems that discriminate targets from the

space background (8:120: 10:54-55; 39:34-4; 46:56). Such

space-to-space systems are not under consideration here,

but could, with minor changes, be incorporated into a sim-

ilar example. Since the purpose here is to demonstrate

the methodology, their addition to the problem would not

significantly increase reader understanding.

Spgce-Based Radar Missions

The concept of fielding apace-based radar systems of-

fers potential advantages to defense posture. Advanced

warning of airborne attack is one potential benefit af-

forded by space-based radar. Brookner and Mahoney postu-

late the following needs:

the ever-increasing threat of long-range air
launched cruise missiles (ALCMs) has aroused new
interest by both the Air Force and the Navy in
the application of satellite radar for air sur-
veillance. The Navy is faced with the need to
extend the defense perimeter surrounding their
task forces well beyond ranges that can readily
be supported by airborne sensors. The concern
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of the Air Force is air defense of CONUS, par-

ticularly the northern approaches E9:465].

Cline and Torretta further echo these mission concerns:

A key factor in the utility of such a surveil-
lance system is the capability to correctlyassociate intermittent reports of moving ships

and aircraft, in order to successfully initiate
and maintain target tracks in the presence of
background traffic [13:123].

Worldwide coverage and all weather capability are features

that enhance space-based radar's value in accomplishing

these surveillance missions. These experts agree on the

advantages afforded by space-based radar and recognize the

benefits in pursuing this technology.

To obtain the full benefit of space-based radar tech-

nology, issues of performance and design must be firmly es-

tablished. These two qualities, while distinct, are un-

questionably dependent upon one another. Performance and

design are essential characteristics which drive technol-

ogy trade-offs. Together, they provide a measurable input

upon which the decision maker can evaluate alternative eye-

tems.

Performance specifies the functions needed to meet re-

quirements while design dictates how those functions are

achieved. Performance requirements that evolve from mis-

sion ob~ectives may not always be attainable. Attainable

performance actually stems from the associated physics is-

sues and is specified by appropriate mathematical relation-

ships that govern the task. Design specifies how perform-

ance is achieved. While design often imposes limits on
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attainable performance, it alao offers flexibility in the

form of alternative ways to meet performance goals. The

distinct yet interactive nature of performance and design

provides a convenient means upon which to distinguish the

technical issues associated with space-based radar trade-

offs.

S92ace-Based Radar Performance

Radar provides the capability to accomplish several

types of remote sensing tasks. Detection and ranging are

perhaps the most well recognized of these tasks. These

tasks translate into the surveillance and tracking activi-

ties required of space-based radar for air surveillance

missions. Because radar exploits the properties of elec-

tromagnetic radiation, radar systems can discriminate tar-

get range and azimuth with precision. Physical laws that

govern electromagnetic wave propagation define the capabil-

ities and limitations associated with radar applications

such as these (37; 47:96).

The relevant parameters for radar performance arise

from the radar range equation. In practice, this equation

may take many forms. Often direct relationships between

all parameters are not readily apparent. The basic form of

the radar range equation may be altered slightly in order

to reflect surveillance considerations. Skolnik does just

this and specifies the surveillance form of the radar range
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equation an (38:64):

Pay Ae O'Ei(n) ts

(Rmax)4 - (1)

4 Tr k To Fn(S/N)i Ls

where

Rmax = maximum radar range
Pay = average transmitter power over the

pulse-repetition period
Ae = antenna effective aperture
or = radar cross section of target
Ei(n) = integration efficiency
ts = scan time
k = Boltzmann's constant
To = standard temperature
Fn = noise figure
(SIN)i = signal-to-noise ratio required at

receiver output
Ls = system losses not included in other

parameters
JA = the angular region to be searched in

the scan time

Fundamental relationships expressed in the radar range

equation restrict radar surveillance and track functions

regardless of basing mode. The underlying problem is il-

luminating the target from an extended range with enough

power to sense reflected pulses. A radar must then possess

effective signal processing to interpret the signal for

maximum information. Because of the great distances in-

volved, the problem of remote sensing with radar from space

is especially difficult. This situation is complicated by

the fact that targets in air surveillance scenarios are

relatively small and masked by natural background clutter

or by electronic means.

Power and ARetuKe. The power-aperture product ex-

hibits a strong influence on range performance as evidenced

36
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through the radar range equation. All other parameters

being equal, radars with larger effective apertures and

higher radiated power operate at longer ranges. The power-

aperture product provides a measure of this combined ef-

fect. The mix of power and aperture can be traded off to

arrive at a specified power-aperture product for a desired

performance. Design constraints determine the degree to

which such trade-offs are possible.

ScaD Time. Scan time is another important consider-

ation evident from the radar range equation. This para-

meter is a function of the time spent on the target, the

area of the directed beam, and the total area to be viewed.

The satellite motion or scanning system type and motion

will have a bearing on the values that these parameters can

achieve. A particular design will reflect these scan con-

siderations.

E2gVi20g. Although not readily apparent from the

radar range equation, frequency significantly influences

radar system performance. Lower frequencies are generally

more favorable for attaining large power and large aper-

tures (38:64). Radar footprint also becomes larger with

lower frequencies (9:469). In addition, attenuation, due

to weather and the atmosphere, decreases with frequency as

does clutter return (9:469).

Higher frequencies, however, do offer some advantages

over lower frequencies. Resistance to 3amming is one such

advantage due to both the broad operational bandwidth that
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can be employed and the ability to operate with a narrow

main lobe beamwidth (9:469). For the same level of antenna

gain, higher frequencies allow smaller antenna aperture

dimensions than lower frequencies (39:11-23). Fading due

to ionization and effects of auroral clutter are also less

persistent at higher frequencies (9:469).

The combined effects on the radar signal at high and

low frequencies effectively bound the range of acceptable

frequencies for air surveillance by space-based radar.

Barring dramatic breakthroughs in radar technology, candi-

date frequencies lie in the L- and S-bands. The center of

these bands correspond to approximately 1.3 gigahertz (GHz)

and 3.0 GHz respectively (26c:2-39). Below L-band, at-

mospheric fading is severe and resolution suffers, while

clutter return and attenuation due to precipitation become

high above S-band (26c:2-36; 9:469).

Radar Cross Section. Radar cross section is an in-

dicator of the target's radar reflective property. More

precisely, Skolnik defines the radar cross section as:

the (fictional) area intercepting that amount of
power which, when scattered equally in all direc-
tions, produces an echo at the radar equal to
that from the target [38:33].

Radar cross section, for the most part, is not simply a

direct relationship to target area (38:33). Radar cross

section is aspect sensitive and, thus, dependent on viewing

angle. Most radar cross sections are determined either ex-

perimentally or by computer (38:38).
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In a subtle way, radar cross section also brings to

light the dynamics of the target environment. The radar

must dwell on the target for a given period of time. Thus,

a target's velocity and capability to maneuver influence

the amount of time that the target radar cross section is

subject to scan within the radar's field of view (24:127-

128). With this dependency in mind, it is important to

transition from the parameters of the radar range equation

to intermediate performance parameters within the context

of the air surveillance scenario.

In order to relate the air surveillance mission to

both radar parameters and target characteristics in more

understandable terms, we must capture the performance in

terms of some set of intermediate parameters. The radar

parameters alone do not fully express how performance re-

lates to design choices. These parameters then link the

parameters from the radar range equation to operational

performance requirements. They act an appropriate figures

of merit upon which to judge performance.

Review of available literature shows that four issues

and their associated figures of merit dominate space-based

radar performance concerns. These issues are search rates,

clutter rejection techniques, report-to-report correlation,

and threat survivability. Considering these four catego-

ries provides a way to relate operational demands to the

underlying physics. Establishing this relationship is

important because the underlying physics provides the
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Figure 5. Area Search Rate Trade-offs (9:466)

guidelines for making design trade-offs.

Search Rates. Search rates pertain to both the de-

tection and tracking functions of the radar. To initially

identify the target, area search rate evolves from the max-

imum velocity of the target perpendicular to a radar fence

of a specified length (9:466). Once identified, the nun-

bar of targets, area of the radar footprint, and track up-

date interval specify an equivalent track area search rate

to maintain track on a number of previously identified tar-

gets (9:466). Figures 5 end 6, results from Brookner and

Mahoney's paper, provide a graphical representation of the

multiple factors that contribute to making these search
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Figure 6. Track Area Search Rate Trade-offs (9:467)

rates effective intermediate parameters for judging space-

based radar trade-offs.

Clutter egt120. The ability to distinguish tar-

gets from background features also plays an important role

in space-based radar performance. Clutter arises from any

unwanted radar echoes such as reflections from land, sea,

or atmospheric elements (38:470). This backscattering can

obscure a potential target:

A satellite radar looking down on earth to de-
tect airborne targets must reject clutter return
that can be five or six orders of magnitude
larger than the target return C9:467].

Moving target indication (MTI) and pulse doppler are two
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means for accomplishing clutter rejection. Both use the

principle of doppler frequency shift to discriminate mov-

ing targets from the stationary clutter (38:101), Unlike

synthetic aperture radar (SAR) processing, MTI and pulse

doppler provide clutter cancellation in the shorter dwell

times that are conducive to high area search rates and mul-

tiple target tracking (9:469). Brookner and Mahoney em-

phasize the virtues of MTI or pulse doppler compatibility

with other clutter cancellation enhancing techniques while

pointing out SAR's requirement for high peak power to at-

tain the necessary resolution (9:469).

ReR2rt-t2-BR2rt Correlation. Identifying and main-

taining track on a specific target among other background

targets presents a problem equally complex to that of clut-

ter rejection. Motion feasibility algorithms support this

requirement to correlate space-based radar observations.

Cline and Torretta claim:

Given two SBR reports of detected targets, taken
at different times but in the same general lo-
cation, some logical scheme is needed to deter-
mine whether or not the two reports represent
observations of the same target, i.e., are as-
sociated with each other [13:123].

The correlation algorithm for report-to-report correlation

takes into account factors such as revisit time, missed de-

tections, target maneuvering, background targets, radar er-

rors, and false alarms (13:123). Because the algorithm is

probabilistic in it's approach, the outcome expresses the

radar's ability to uniquely associate targets with tracks
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as a probability of correct association (13:123-127). The

correct association decision rate then provides a means to

judge radar performance in the area of report-to-report

correlation.

S!lGyAb itj . Survivability issues permeate all

aspects of space-based radar performance. This area is

particularly broad due to numerous ways to kill or disrupt

radar system performance. It will suffice to say that any

deposition of energy in excess of 10 K joules if deposited

on a small area within a few seconds will effectively de-

grade space-based radar performance (3). This damage will

occur regardless of potential delivery mode to include ki-

netic projectile, laser beam, or particle beam weapons. A

total integrated radiation dose of 106 rads silicon, a

transient radiation dose of 105 rads silicon per second, or

neutron fluence on the order of 1010 neutrons per square

centimeter will also have lethal consequences (3; 27).

Consideration must be given as to ways to prevent coupling

of lethal energy into a targeted space-based radar as well

as methods for shielding from radiation effects.

The electronic warfare threat is also an important

survivability issue. This threat, most frequently in the

form of jamming, can be partially countered by means of

controlled sidelobea and adaptive nulling. Since high

sidelobes make jamming easier, directing most of the radar

energy into the main beam to attain low sidelobes is desir-

able (38:227). Attaining these low sidelobes normally
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requires an antenna of high gain with aperture illumination

tapered down near the edges (38:227). Adaptive nulling

also minimizes jamming interference by adjusting amplitude

and phase across the aperture to compensate for adverse

effects (38:332). Placing a null in the desired direc-

tion effectively cancels unwanted sidelobe interference

(38:333). Both of these electronic counter-countermeasure

(ECCN) techniques, attaining low sidelobes and adaptive

nulling, place great demands on antenna type and design

tolerances. Clearly, performance requirements from sur-

vivability issues impose severe restrictions on design and

invoke an whole new environment of trade-offs.

Having discussed performance both from the perspective

of the radar range equation and with selected intermediate

issues in mind, it is appropriate to delve into trade-offs

borne out of design considerations. The following discus-

sion will serve to show how the decision maker is drawn

into the decision process by the conflict between design

constraints and performance requirements. Judgment and

value assessments begin to creep into the preliminary de-

sign stages as an attempt by the decision maker to attain

the optimal system. This complication will become more

clear with a look at design concerns.

Several US corporations and radar technologists have
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invested considerable effort in identifying possible space-

based radar configurations. Given the above performance

concerns, a review of some limiting design factors that

have cone to light from the civil effort serves to high-

light possible concept options. This review helps to ex-

pand the decision base for choosing between concept op-

tions. The discussion also justifies the need for the

structured support hierarchy developed in the space-based

. radar methodology of subsequent chapters. Design topics

pertinent to space-based radar presented here include con-

atellation geometry, payload concerns, antenna configura-

tion, scan implementation, and feed methods.

Geometry. The location of the space-based radar

platform is a design consideration which dramatically af-

fects radar system performance. Together, the scan tech-

nique, orbital altitude, and inclination specify the radar

geometry. This geometry determines the field of view and

type of coverage that the radar can provide. Figure 7

depicts this geometry for a single satellite. Notice, the

grazing angle and nadir hole formed around the normal look

angle. Both limit radar performance. At grazing angles

less than 3 degrees, atmospheric fading and ducting re-

strict accurate radar detection (9:469). At the other

extreme, a 50 degree search limit and a 70 degree track

limit define the extent of the nadir hole (9:469; 18:13).

Brookner and Nahoney reveal:
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Figure 7. Single Satellite Geometry (18:14; 9:470)

single satellite coverage area increases with
altitude to about 3500 miles and then decreases
as the nadir hole increases more rapidly than
the usable coverage band [9:469].

Limits to a single satellite's coverage are a function of

operating mode and are imposed by grazing angle and nadir

hole constraints. Reliable search exists in the 3 to 50

degrees grazing angle range while track can function effec-

tively from 3 to 70 degrees.

Due to the variation in area of coverage per satellite

with altitude, the number of satellites required for total

coverage is a function of the geometry. The decision
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maker's preferred degree of coverage greatly affects the

number of satellites required in a particular constella-

tion. Choices may range from continuous to non-continuous

coverage on either a local area or global scale. A de-

scription of the operational environment must include a

statement of the user's tolerance for acceptable gaps in

coverage. Acceptance of some intermediate gaps in coverage

allows fewer satellites to be used at a given altitude

(9:471). If gaps in coverage are not permissible, the num-

bar of satellites required is more sensitive to changes

in altitude with the number increasing at lower orbits

(9:471). Likewise, required scan capability for full

horizon-to-horizon surveillance increases as altitude de-

creases (9:471). Many other considerations such as range

ambiguity, natural radiation effects, propulsion to orbit,

and threat vulnerability also must be taken as legitimate

concerns in making trade-offs to arrive at a suitable

geometry.

P19oi Eggnto&. Similar in scope to survivability

is~ues, size and weight constraints influence virtually

every aspect of design. More explicitly stated:

These two could very well be the driving para-
meters in overall system design. Any attempt
made at alleviating constraints caused by the
other factors almost always results in a change
in weight and size parameters [26d:4-11].

Launch weight and payload capacity severely decrease de-

sign flexibility. This concern is particularly important

when designing systems that must provide a high enough
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power-aperture product to meet performance requirements.

In effect:

the power-aperture product required for a satel-
lite radar above about 2500 nautical miles re-
sults in a radar payload weight, using near-term
technology, that exceeds with weight capability
of a single shuttle launch E9:470].

As a result of these restrictions, a choice between design-

ing for single launch or for on-orbit assembly arises as

another trade-off to consider.

Atenna Configuratn. Antenna choice is a major

consideration in the design of space-based radar. The type

of antenna and scan method are interrelated. Because of

this relationship and the impact that antenna choice has on

radar system performance, it is appropriate to discuss the

antenna subsystem in more detail.

Planar arrays are especially good candidates for 4

space-based radar antennas. Coupled with a digital com-

puter for signal processing, planar array antennas have led

to the implementation of track-while-scan systems. These

systems are particularly useful for missions of air sur-

veillance and, hence, are prime contenders for space-based

applications.

Track-while-scan systems take advantage of the planar

array's ability to operate in a multi-mode configuration.

The radar can actually function in more than one opera-

tional mode. For instance, the radar can track several

individual targets while still searching the entire objec-

tive area to provide warning on new targets (20:9-15;
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38:279). Skolnik emphasizes the advantage with such a sys-

tem when he states:

The two-dimensional planar array is probably the
array of most interest in radar applications since
it is fundamentally the most versatile of all
radar antennas E38:279].

Gmo E1gagn - Track-while-scan radars oper-

ate with either mechanical or electronic scanning systems.

While mechanical systems are relatively simple, the advan-

tages afforded by electronic scanning systems provide

strong incentive to employ such systems in space-based

radar.

Radars accomplish electronic scanning as a result of

the electronic beam steering capability afforded by planar

array antenna design. Electronic feed switching, frequency

steering, and phase steering are the three types of elec-

tronic scanning used in radar (20:9-17). Of these, phase

steering dominates as the technique most supported for sur-

veillance radar applications from space.

Feed Methods. For space-based interests, there are

two primary methods by which the radar signal is fed to the

array. Array feed is by either a parallel-fed method or

space-fed method. The parallel-fed is often termed cor-

porate-fed due to its similarity with the parallel tree

structure common to corporate organizations (38:285). By

feed mechanism, designers mean the network by which radio

frequency (RF) power is divided and distributed to individ-

ual elements of the antenna array (38:306).
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The corporate feed distributes the RF power in a par-

allel fashion to each element. In doing so, each array

element has its own phase shifter and standard microwave

channel to distribute power. A transmitter and receiver

are located at each element. This arrangement enhances the

radar's capability to radiate high power (38:309).

Unlike the corporate feed, the feed for the space-fed

designs is physically separate from the antenna array

plane. Hence, the RF power eminates as if from a point

source incident on the antenna surface elements (38:306).

This space-fed antenna comes in two basic configurations.

Each is characterized by the direction of element illumina-

tion, one being refractive and the other being reflective.

The refractive configuration functions like a space-fed

lens by focusing or steering the beam at the array after

having been illuminated from the rear by the RF feed. It

does this by collecting the radiation with antenna array

elements on the rear face, passing the energy through

phase shifters, and re-radiating from elements on the

front face of the antenna (20:9-22).

In contrast to the space-fed lens arrangement, the

feed for the reflective type of design projects RF power

toward the antenna, not to pass through the array, but to

be reflected in the target direction. The plane of reflec-

tion is behind the individual elements so phase shifting

occurs in both directions. Unfortunately, increased side-

lobes and some beam degradation occur in the space-fed
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reflector array. Aperture blockage resulting from the

location of the feed between the array and target area

causes these problems by disrupting the radiation pattern

(20:9-22).

Although a wide variety of antenna and scan mechanisms

have been proposed for space-based radar systems, the

phased array arrangement appears most promising. Brookner

and Mahoney review several antenna arrangements and support

this assessment by concluding:

The ultimate choice of scan implementation is
clearly, then, full two-dimensional electronic
scan and the trade-off lies between a space-fed
lens array and a corporate-fed planar array (9:4731.

Many trade-offs still exist. Envisioned corporate-fed do-

signs are larger while apace-fed designs appear to require

more complicated deployment mechanisms (9:473). Both re-

quire very stringent surface tolerances that become even

more critical at the higher frequencies (26d:4-11). The

space-fed design, however, has the added complication of

possible unwanted vibrational modes due to the structure

extending the feed device out from the phased array aper-

ture (26c:2-39). The space-fed designs would likely re-

quire all monolithic transmit/receive (T/R) modules while

either monolithic or hybrid modules would be plausible for

corporate-fed designs (9:473).

fl2 g. The extent of T/R module development is a

driving force behind space-based radar technology. The

push is for small and light monolithic T/R modules that
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exhibit acceptable performance. The number of modules re-

quired varies dramatically with frequency. Consequently,

lower frequencies require substantially fewer modules and,

therefore, are more desirable from the cost, weight, and

size perspective. For example, the number of S-band mod-

ules required could be close to I million, at least an or-

der of magnitude greater than the number of L-band modules

required (2). From a performance perspective, however,

S-band modules offer "significant advantages in terms of

clutter spectrum spread, Faraday rotation loss, target

resolution, target identification, and ECCMK (26c:2-39).

Several descriptors of T/R module design and performance

are required to effectively characterize these devices:

The T/R module figure of merit involves a com-
bination of cost, weight, size, efficiency, re-
liability, phase and amplitude stability, and
achievable output power and noise figure [26d:4-7J.

Power distribution and device technology, as integral

parts of module development, greatly influence these fig-

ures of merit. Continuous wave ratings of solid state

devices indicate that bipolar transistors provide better

power performance below 4 GHz while impact ionization tran-

sit time (IMPATT) diodes and field effect transistors, re-

spectively, dominate between 4 GHz and 10 GHz (26d:4-9).

Low noise receivers also vary with frequency. Clearly,

there a numerous trade-offs to make between T/R module per-

formance and overall radar system function as well as be-

tween individual devices within the T/R module subsystem
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itself. Not the least of these would include manufacturing

concerns to support large aperture, phased array construc-

tion.

Summary

The performance and design considerations presented in
iJ.

this chapter illustrate only some of the many interdepend-

encies that support radar trade-offs. The list of issues

is far more extensive than the brief analysis presented

here. This review of radar trade-offs, however, helps to

establish some bounds within which trade-offs are physi-

cally possible. Furthermore, the review shows the evolu-

tion from basic radar parameters to intermediate figures of

merit and, finally, to operational concerns.

Due to the many considerations discussed in this sec-

tion, designers must take great care in detailing proposed

systems. Since design choices are the engineer's mani-

festation of trade-off decisions, this effort to justify

choices will allow decision makers to fully comprehend the

implications of a specific design. This action may also

bring out the logic behind choosing one approach over an-

other, whether because of technological barriers, unfamil-

iarity with operational demands, or bias.

Clearly, the decision maker must have access to the

numerous technology issues on space-based radar to make an

informed choice. Hopefully, a review of performance and

53

ft**. - 5. .I5* .



design concerns has provided an appreciation of this ex-

tensive technical background. The temptation, however, is

to attempt to assimilate all the facts internally and ar-

rive at an intuitive decision as to the correct choice. A

methodology to lead the decision maker through a decision

structure proposes to provide a much more rational ap-

proach.

This rational approach demands that military decision

m akers both specify operational demands and recognize

technology limitations. At the same time, the decision

maker must recognize that the decision process is not

solely a technological optimization. Values, experience,

and social forces also contribute to reaching a satisfac-

tory solution. The methodology presented in the next chap-

ter combines all of these features from the decision en-

vironment to outline an approach for assessing technology

trade-offs.
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IV. Derivation of a Methodology fE
Assessing Trade-offs

Introduction

A well-developed methodology supports decision makers

in their attempt to understand complex engineering prob-

Ioms. Selecting an appropriate methodology, therefore, is

instrumental in bringing to light the competing issues that
-A-

affect choosing an appropriate space-based radar design.

Experts in decision theory recognize the analytic hierarchy

process as being particularly effective in assessing pref-

erences related to decisions in complex systems (30:2; 31:

156-157; 49; 50). This analytical tool has the additional

benefit of being adaptable to the framework of the Military

Space Systems Technology Plan (28:6-11). Because space-

based radar issues are best delineated within the MSSTP

structure, such compatibility between the MSSTP and AHP

contributes to a better understanding of the space-based

radar problem. Having recognized these relationships, this

chapter highlights how the decision maker can implement AHP

to structure SBR issues and subsequently make trade-offs

between concept options.

aApplication of AHP

ftegitl. The analytic hierarchy process offers sev-
eral advantages in evaluating space-based radar options.
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AHP is simple, flexible, and sensitive to realistic value

judgments. These qualities support effective decision mak-

ing.

AHP simplifies the decision making process through a

functional hierarchy. The mind logically decomposes issues

of complex systems by compartmentalizing ideas into sub-

sets (29:57; 15:239-256). This division allows the mind to

simplify relationships. AHP's functional hierarchy cap-

tures this thought process and easily displays it in hier-

archical form for the decision maker. The problem is no

longer unstructured and interrelationships are more ap-

parent.

AHP is also flexible enough to be molded to the chang-

ing decision environment. With the rapid pace of techno-

logical change, a methodology for making choices must re-

main flexible. New developments in engineering disciplines

may alter the relative appeal of concept options. In addi-

tion, outside pressures on the decision maker may change

the value system upon which a decision is based. AHP per-

mits expansion within the hierarchy to incorporate these

changes. Levels can be added or removed and selected ele-

ment weights can be altered to accommodate change.

In addition to flexibility and simplicity, AHP adds

realism to the space-based radar model. Subjective opinion

and intuition can be incorporated into the decision pro-

cess. These qualities of decision making are often missing

in other techniques. Saaty claims:
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To be realistic our models must include and
measure all important tangible and intangible

quantitatively measurable, and qualitative
factors (29:1].

AHP exhibits the unique ability to deal with both objective

reality and intuition as reflected in a decision maker's

judgments. Especially in the case of future space sys-

teams, decisions must be based partially on the decision

maker's ability to predict outcomes. Such judgment comes

from experience and is admissible in AHP. This added real-

ism, along with the simplicity and flexibility described

previously, contribute to an effective analytical methodol-

ogy for space-based radar. These merits support the effort

to apply an AHP methodology to space-based radar.

ImpeMentation. The analysis of pertinent space-

based radar issues through the AHP methodology involves

three phases. The first phase consists of developing a

functional structure by establishing a hierarchical system

of relationships. Phase two involves a pairwise comparison

of elements within the functional hierarchy to arrive at

weightings. Finally, the third phase combines individual

weightings to arrive at an aggregate value upon which to

judge alternative concepts. Saaty refers to these steps as

hierarchical decomposition, comparative judgment, and

synthesis (32:141).

Hierarchical Decomposition for SBR

The principle of hierarchical decomposition orders
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apace-based radar issues into an organized structure for

the decision maker. This process consists of breaking down

space-based radar issues that influence the decision pro-

ces into homogeneous groups. Such an activity exposes

fundamental dependencies that ultimately influence how a

decision maker judges the value of a particular space-based

radar design. Elements of the same degree of importance in

the decision process comprise a single level within the

- hierarchy. The detail to which each level is subdivided

into more specific sublevels is problem dependent.

In the context of the space-based radar problem, this

hierarchical development is of a dual nature. The criteria

upon which the senior decision makers base their value

assessments are seemingly far removed from individual tech-

nology issues. These measures of overall worth reside on a

high level of the hierarchy and reflect desired system op-

timality. Each specific technology issue, however, is in-

dividually characterized at a much lower level of the hier-

archy. The MSSTP provides the needed factual support to

relate each issue's potential contribution to a particular

concept option under review.

This dual nature of the hierarchy can best be incor-

porated by specifying a decision hierarchy and a support

hierarchy. The elements of each are by necessity interde-

pendent and linked together through the concept options

common to both. Exploring this structure serves to lay

the foundation upon which space-based radar concept options
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can be compared. It also allows us to draw a distinction

between value assessments and the supporting data from

which concepts derive their identity.

The Decision Hierarchy

The Focus. The overall objective of the space-based

radar concept forms the highest level of the decision hier-

archy. This objective should capture the purpose for which

the system is employed. The previous chapter provides the

background to establish this objective. The stated objec-

tive for the space-based radar considered here is to pro-

vide air surveillance (warning and tracking) of air-breath-

ing targets. This overall objective is the focus which all

subsequent levels of the hierarchy support.

Intermediate Criteria. The second level of the

hierarchy consists of the primary decision level which is

closest to the overall system objective. In essence, this

is the level at which the more senior decision makers be-

come most involved. As such, the elements within this

level must represent the criteria of highest concern to

these senior managers. At this level, decisions are based

strongly on the relative values assigned to each element.

The values assigned to these elements reflect the cognitive

skills of higher level managers to synthesize multiple

concerns. There is no single correct set of weightings

in the sense that no decision maker can fully predict how
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important each criteria will be in the future. Assuming

that all of the criteria are not of equal importance in

achieving the overall goal, each must then take on a degree

of importance relative to the others. The decision maker

allocates these priorities.

In this methodology, four elements comprise the second

level of the decision hierarchy. These elements are per-

formance, cost, schedule, and risk. Each satisfies the

fundamental principle required of hierarchical structuring.

Saaty explains:

hierarchical decomposition requires that the
elements of the last or bottom level of the
hierarchy be meaningfully pairwise comparable
according to elements in the next higher level,
these in turn according to elements in the next
level, and so on up, to the focus of the hier-
archy 132:1413.

The four elements of the second level are all issues that

influence the degree to which a decision maker is wf Aling

to commit resources to the overall objective. All ele-

ments, therefore, relate upward in the hierarchy. These

elements also provide the linkage downward to the third and

only remaining level of the decision hierarchy, that of the

concept options. Thus, these four elements serve as effec-

tive criteria for meeting the overall objective and link

together two levels of the decision hierarchy.

The selection of performance, cost, schedule, and risk

is also appropriate from the systems engineering stand-

point. These four factors are included in de Neufville and

Stafford's list for systems engineering referred to in the
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previous chapter. Even though maintainability is not ex-

plicitly listed, it is implicitly included in the lowest

level of the hierarchy as a subset of performance. The Air

Force Space Technology Center also recognizes these ele-

ments as being essential to space technology related deci-

sions. AFSTC recommends:

decision makers need to assess cost, risk, and
schedule trade-offs, and in some cases applica-
bility to non-space programs, before making final
technology issue priority choices E26h:4-i].

Some decision makers may desire to add other elements to

this level. However, since the intent here is not to model

a particular decision maker, these particular mid-level

elements provide an excellent point of departure in illus-

trating the methodology.

Alternative C9oncet 92tions. The radar options form

the bottom level of the decision hierarchy. Each option

can be described in terms of each element of the next high-

est level. For example, a specific option will have asso-

ciated with it a certain performance, cost, schedule, and

risk. Hence, the principle of hierarchical decomposition

is satisfied. By ensuring that the number of these options

is limited to less than seven, the problem remains more

manageable (29:57; 15:245). Figure 8 portrays the rela-

tionships between levels and the respective elements within

the decision hierarchy. The basic decision structure is

now in place. The outcome, however, is only as good as the

ability to characterize a particular concept option.
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Focus: Satisfaction with Selected
Space-Based Radar

Criteria: Performance Cost Schedule Risk

* Alternatives: Option A Option B Option C

Figure 8. The Decision Hierarchy

The concept options occupy a unique position in the

overall methodology. They are the common elements in both

the decision and support hierarchies. The radar options

function as the bottom element of the decision hierarchy

and the top element of the support hierarchy. As part of

the decision hierarchy, they relate to the decision maker

in terms of overall value assessment. As part of the sup-

port hierarchy, they establish the relationship of technol-

ogy issues through technology disciplines to a particular

radar option under consideration. Each radar option must

be fully characterized before it can effectively function

as a bottom element in the decision hierarchy. The support

hierarchy provides the radar option with its identity.
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The Su D2r H!rrh

The support hierarchy aids the decision maker in un-

derstanding the distinguishing features of each particular

radar alternative. This structure furnishes the decision

maker with the facts upon which trade-offs can be based.

The available information stems from the fact that concept

options primarily derive their identity from two sources.

Options are characterized both by performance parameters

and by the technology required to meet that specified per-

formance. Specifics of performance and design must be

clear in order for decision makers to make choices between

alternative systems. The support hierarchy establishes the

concept option, performance, design, and technology link-

ages and presents them in a convenient fashion for the de-

cision maker.

Separating the support hierarchy from the decision

hierarchy allows the methodology to benefit from the sub-

stantial research already available. This dual nature eas-

ily incorporates the important contribution that the MSSTP

provides in making trade-offs between space-based radar

concept options. The MSSTP provides valuable input data for

making critical assessments of the contributions that in-

dividual technology issues provide to a specific option.

JIn designing an approach, it is important to recognize

parallel efforts that will enhance the overall utility of

this methodology. Acknowledging the MSSTP's potential
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contribution to this methodology enhances its value. How-

ever, before explaining the NSSTP's influence, understand-

ing the central structure of the hierarchy is necessary.

999g29t Rt!2n,. As stated previously, the concept

option serves as the focal point for the support hierarchy.

Each individual concept option occupies a position in the

. top level. In doing so, each concept option has its own

independent support structure within the overall support

hierarchy. The vertical tree, composed of the subordinate

levels and their associated elements under a single option,

uniquely defines that particular concept option at the top.

Figure 9 displays this structure for the support hierarchy.

Each element within this tree structure enhances the de-

cision maker's understanding of the concept option in ques-

tion. The total size of the support hierarchy will depend

upon the number of concept options and the degree to which

subordinate levels describe each option.

The support hierarchy should completely characterize

all concept options for the decision maker. This charac-

terization is the basis upon which the decision maker will

evaluate the perspective systems. The evaluation itself

takes place through the functional relationship of the de-

cision hierarchy using AHP. Unlike the functional nature

of the decision hierarchy, however, the support hierarchy

is a structural hierarchy. That is to say, the subordinate

levels serve only to build upon the understanding of the

concept option in question. The importance of a single
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Option A Concept Option B Option C

Performance

I
Design

Technology Disciplines

Technology Issues

Character of Technology Issues

(Performance) (Cost) (Risk) (Schedule)

Figure 9. The Support Hierarchy

concept option is due more to the aggregation of all its

subordinate features. Of these, performance ranks most

important.

Epr2ra2!ng. Overall performance of a particular

option provides an immediate description of the capability

of that option. For this reason, performance characteris-

tics occupy the second level of the support hierarchy. The

decision maker can readily compare performance to mission

requirements. This comparison is particularly useful
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because it directly relates to operational concerns. The

stated performance clarifies what the system can accomplish

and to what degree.

Performance characterizes the system according to a

number of parameters. Selection of these parameters do-

pends upon the particular system concept in question. All

parameters, in some way, measure the ability of the concept

option to accomplish the mission ob3ective. For space-

based radar, several of these were identified in Chapter 2.

The value of intermediate parameters was recognized as a

way to bridge the gap between fundamental radar parameters

and operational measures. Area search rate is an example

of one such intermediate parameter.

Because of the need to apply to several different

types of space systems, the MSSTP specifies concepts ac-

cording to six common performance requirements (26a:3-1).

These are coverage, capacity, quality, timeliness, avail-

ability, and survivability (26a:3-11). This list of para-

meters is relevant to space-based radar and can also serve

a a representative set in order to demonstrate how per-

formance concerns function in this methodology.

P29190. Design specifies how the desired perform-

ance is achieved. It is subordinate to performance and:.

,- occupies a sublevel of its own. This level of the support

hierarchy describes the engineering of component systems

contributing to a desired performance. Design specifies

the types of hardware and software required to make the
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system perform. No lingering ambiguity should exist from

undecided choices between alternative subsystems. If an

alternative subsystem presents a viable course of action,

that modification should be reflected in a completely

separate concept option. Choices between competing designs

should not be made at this level.

It is important to recognize that both performance

and design, in concert, specify a concept option. For in-

stance, two different systems might achieve the same level

of performance, but their engineering design may be signif-

icantly different. Being of different design, the technol-

ogy issues that relate to each design will be decidedly

different. While performance of two radar systems may be

the same, they are, in fact, different concept options in

accordance with the methodology by virtue of their design

differences. Thus, the decision maker must recognize the

motivation behind labeling each option as being unique.

The decision maker must know whether the distinction

between concept options has been based on performance

differences or on design differences.

MSSTP Technolggy Levels. The remaining levels of

the support structure emphasize the input of contributing

technologies. In descending order, technology disciplines,

technology issues, and technology characteristics complete

the support hierarchy. Much of the scientific data upon

which decisions are based originates in these levels of the

hierarchy. These levels are instrumental in evaluating
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candidate systems. Their worth is due to the strong con-

tribution of the MSSTP and the degree to which the AFSTC

data base is able to characterize the specifics of each

technology.

The MSSTP contributes to the methodology by identi-

fying available technologies. The technologies which con-

tribute to a system's design span several scientific dis-

ciplines. Often, the decision maker is unfamiliar with all

technologies in such a vast number of areas. The decision

maker, therefore, requires expert opinion in assessing the

impact of alternative technologies. The MSSTP attempts to

consolidate this expert opinion (42). It provides an or-

*ganized, authoritative source for the state of potential

technologies applicable to space systems. Technologies

considered are also documented in the AFSTC data base list-

ing of MSSTP technologies (44; 45). Any methodology for

making space system trade-offs would clearly benefit from

an approach that incorporates the features of the MSSTP.

Technology Dacipljnes. The MSSTP provides a

logical division of space system technologies into technol-

ogy disciplines. By supplying a common ground upon which

to group technologies, the MSSTP lends supportive structure

to the methodology presented here. The MSSTP divides the

collection of technologies that relate to space systems

into 17 disciplines. These disciplines appear in Table I.

This division gives the systems analyst a starting point
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Table I. MSSTP Technology Disciplines (26a:vii)

Information Processing Power and Energy

Communications Thermal Control

Radar Man-In-Space

Electro-Optical Survivability

Materials Autonomy

Structures Test and Evaluation

Manufacturing Weapons

Propulsion Environment

Guidance, Navigation and Control

from which to break down a concept option's design. Since

these disciplines are generic to all space systems, not all

will necessarily apply to a single concept like space-based

radar. However, these disciplines do provide general cat-

egories under which the decision maker can group technology

issues applicable to concepts such as space-based radar.

The ability to group technologies into disciplines

also provides a fundamental advantage in soliciting expert

opinion. It allows a technologist to lend expertise to the

methodology through the functional structure of the MSSTP.

Through an effective interface with the MSSTP data base, a

single technologist can contribute critical design inputs

to any concept or concept option flagged as having that

discipline in its makeup. This blnefits not only the
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space-based radar concept, but all other concepts to which

a particular discipline pertains. Soliciting expert judg-

ment in this way minimizes the time and effort required to

substantiate viable technology alternatives.

Technology lssues. The MSSTP further divides

technology disciplines into technology issues. Semantics

are important in understanding technology issues. The term

technology issue implies a timeframe. A technology activ-

ity only becomes an issue when the end product of that ac-

tivity cannot be effectively implemented in a particular

concept option by the required date. Hence, technology

issues are also highly concept specific. As such, there

may be technology issues that pertain to a particular con-

cept option that are unique and, as yet, not defined in the

present listing of MSSTP technology issues. This implies

an expansion of the present MSSTP listing of technology

issues.

The technology issues interface within the method-

ology in a multifaceted way. The technology issues relate

to both a specific design and the associated performance.

They act as the key elements which drive system integra-

tion. Technology issues are design dependent but drive

performance. In addition, technology issues characterize

the concept options. The attributes of cost, schedule, and

risk are characteristics of each technology issue. While

these attributes are embedded in the support hierarchy at

the local level, the same elements apply to the decision
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hierarchy, only in a global sense as criteria.

Technology Issue Characteristics. Characteriz-

ing technology issues provides an understanding of concept
4

options. Taken as a group, the characteristics of all the

technology issues that comprise a single concept option

provide a decision maker with an overall interpretation of

the performance, cost, schedule, and risk for that option.

Enhancing the decision maker's ability to make assessments

through this detailed description of technology issues is

the whole purpose of the support hierarchy. The overall

appraisal is possible only because the individual measures

of performance, cost, schedule and risk for each technology

issue are available in the form of expert opinion captured

in the MSSTP data base. By reviewing the characteristics

of all technology issues under a single concept option, the

decision maker can establish preferences to accomplish

trade-offs between options. These trade-offs are formally

accomplished in the decision hierarchy through AHP.

Figure 10 summarizes the functional interaction of the

decision and support hierarchies in support of the decision

maker. Notice that each concept option possesses an over-

all performance, cost, schedule, and risk value. This ap-

praisal of a single option's overall performance, cost,

schedule, and risk is a direct result of the support hier-

archy's ability to allow a collective assessment of all the

individual performance, cost, schedule, and risk measures

associated with the constituent technology issues. Thus,
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the collective assessment of technology issues through the

support hierarchy provides an appreciation for a concept

option's overall value. This value is measured in terms of

performance, cost, schedule, anti risk. Having character-

ized the options according to these attributes, the deci-

sion hierarchy, then, provides the structure for evaluation

based on performance, cost, schedule, and risk as compari-

son criteria. AHP offers an appropriate means for this

comparison.

At this point, the complete structure for the method-

ology is in place. As such, the first phase of the ana-

lytic hierarchy process, that of hierarchical decomposi-

.ion, is also complete. Now the emphasis shifts to how the

methodology functions to solicit values from the decision

maker. In the analytic hierarchy process, this value as-

sessment takes place through pairwise comparisons.

C2parative Judgmentg

Comparative judgment is the means by which the deci-

sion maker expresses preference in the analytic hierarchy

process. In the space-based radar methodology, this pro-

cess takes place in the decision hierarchy. All elements

within a single level of the hierarchy are compared to each

-other, one-to-one, based on a single element from the next

highest level. This comparison ultimately provides a value

assessment used to prioritize all of the elements within a
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single level. Thus, pairwise comparisons between elements

within a single level is the means by which the decision

maker attains priorities.

The expression of preferences through pairwise compar-

isons has several advantages. First, this process elimi-

nates repetitive questioning by taking advantage of math-

ematical ,-4rix manipulations to process responses. Sec-

ondly, the decision maker must compare only two items at a

time. This reduces the complexity of multi-faceted prob-

lems. The notion here is that a decision maker can more

easily establish values in the more limited, pairwise man-

ner. Finally, the entire hierarchy need not be evaluated

by a single individual. While one group of decision makers

may make pairwise comparisons involving the top two levels,

a separate group of decision makers may carry out compari-

sons of any other two levels, depending upon their exper-

tise.

The Governing Element. The key to the comparison is

the governing element. The governing element provides the

criterion upon which elements in subsequent levels are

pairwise compared. The governing element which pertains to

a given series of comparisons resides in the next higher

level. As an example, suppose a decision maker wished to

compare, in a pairwise manner, three concept options from

the bottom level of the decision hierarchy. If the basis

for the comparison is the risk criterion from the interme-

diate level, then risk would be the governing element.
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The governing element must also have associated with

it a contextual relationship. Once specified, the contex-

tual relationship further clarifies the criterion upon

which the pairwise comparison depends. In the case where

risk is the governing element, the contextual relationship

can be stated as: How does concept option X compare to

concept option Y on the basis of minimizing risk? Similar

contextual statements exist for performance, cost, and

schedule. The corresponding relationships for this method-

ology bring out the desire to maximize performance, mini-

mize cost, and minimize the timeframe to scheduled pro-

duction.

Scale. An appropriate scale for making judgments

enhances the value of making pairwise comparisons through

the analytic hierarchy process. The scale for judgment

used in this methodology is given by Saaty and is depicted

in Table II (29:54). The definitions and explanations that

accompany the nine point scale enhance its utility. Saaty

provides extensive theoretical and mathematical justifica-

tion for its appropriateness to pairwise comparisons in

AHP (29:53-64).

Format. The format in presenting pairwise compari-

son in accordance with the AHP scale may vary. To obtain

the necessary data from a decision maker, a question format

offers the most straightforward method by which to solicit

a response. This approach is taken for the surveys ex-

plained in the next chapter. Pairwise comparisons framed
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Table II. AHP Comparison Scale (29:54)

Intensity Definition Explanation

1 Equal importance Two criteria contribute
equally to the objective

3 Weak importance Experience and judgment
of one over slightly favor one cri-
another tefnon over the other

5 Essential or Experience and judgment
strong strongly favor one cri-
importance terion over the other

7 Very strong or A criterion is favored
demonstrated very strongly over an-
importance other; its dominance

demonstrated in practice

9 Absolute The evidence favoring
importance one criterion over

another is of the high-
est possible order of
affirmation

2,4,6,8 Intermediate When compromise is
values needed.

in the form of questions lead the decision maker through

the repetitive process in a familiar and uncomplicated

fashion. Unfortunately, such a format is not conducive to

the mathematical operations required to process responses.

At some point, a transition must be made to a matrix repre-

sentation.
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The matrix format provides a mathematically functional

format that is easy to visualize. All of the elements that

are being compared come from a single level of the hier-

archy and serve as the indices for the rows and columns of

the matrix. This yields a square matrix for every set of

AHP comparisons. AHP rating entries are placed in the in-

tersecting row-column locations of the matrix corresponding

to the pairwise comparison in question. AHP rating values

of "1" appear on the diagonal. The governing element with

its contextual relationship directs all comparisons within

a given matrix.

Calculations. Matrix calculations provide the means

of solving for the priority vector. Every matrix will have

a priority vector as a solution. Using positive reciprocal

matrices reduces the required number of responses to arrive

at this solution. Tedious repetition is avoided by using

transitivity to complete matrix entries where possible.

When all entries have been made, computing the principle

eigenvector and normalizing the result yields the priority

vector. The priority vector, then, specifies the relative

weighting for the compared elements.

The next chapter will serve to demonstrate the pair-

wise comparison process through example. As discussed in

the example, survey participants were asked to make com-

parisons between elements in the decision hierarchy based

on the AHP scale. Pairwise comparisons, however, only sat-

isfy the second step of AHP. One important step remains.
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Synthesis of Priorities

To arrive at a final weighting of alternatives, all

local priorities must be synthesized to reach a global

ranking. This requires taking the priorities gained from

pairwise comparisons of the intermediate level and com-

S bining them with the priorities gained from the pairwise

comparisons of the bottom level of the decision hierarchy.

Matrix mathematics plays an important role in the

final step by providing the transformation for synthesis.

*There are two inputs. One is the priority vector from the

intermediate criteria; performance, cost, schedule, and

risk. This yields a single column vector. The other is

the collection of concept option priority vectors under

each criteria heading. If the decision maker considers

only three concept options, this second collection of vec-

tors yields a three by four matrix. Matrix multiplication

performed between the single column vector and the matrix

gives an overall priority vector. This resultant vector

specifies the rankings for the concept options under con-

sideration.

Consistency

AHP's ability to provide a measure of consistency con-

tributes to its value in supplying con,-ept rankings. This

consistency ratio measures the decision maker's consistency

in making pairwise comparisons. It is through the
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proportionality of the preferences that the decision maker

indirectly provides this measurement (29:21).

The consistency ratio comes from a comparison between

a calculated consistency index and a tabulated random in-

dex. The maximum eigenvector and the number of elements

for a given matrix determine the consistency index, or

inconsistency index as it is sometimes called. This con-

sistency index is given by (29:21):

( C max -n )
(2)

(n-1)

where
max = the maximum eigenvalue

n = order of the matrix

The random value is specified by the number of elements for

a given matrix according to a random index table. The one

used in this work was generated at Oak Ridge National Lab-

oratory and shown in Table III (29:21). The ratio of the

calculated consistency index over the random index yields

the consistency ratio.

Good consistency provides an indication that the deci-

sion maker has not dramatically changed his values during

the rating process. Analysts consider responses with

consistency ratios of ten percent or less as being accept-

able (29:21). In the event of higher values, the decision

maker should be given an opportunity to revise the original

judgments. This might require restructuring the way
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Table III. Average Random Index (29:21)

Order of Matrix Random Index

1 0.00

2 0.00

3 0.58

4 0.90

5 1.12

6 1.24

7 1.32

8 1.41

9 1.45

10 1.49

comparisons are made, the way the problem is presented, or

both.

Summary

The methodology presented here takes full advantage of

the three steps of AHP. Hierarchical decomposition, pair-

wise comparisons, and synthesis of priorities all support

the methodology as it relates to the MSSTP process. An

effective measure of consistency is an additional benefit

of AHP that evolves from these divisions of AHP. Demon-

strating the methodology will more fully detail the func-

tion that these three steps play in clarifying trade-offs
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for the decision maker. The next chapter provides this

necessary perspective.
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V. Applicg§ion of the Methodology to Selected
,pgce-Based Radar Concepts

Introduction

This chapter demonstrates the space-based radar meth-

odology presented in the previous chapters. Three concept

options are developed to serve as representative systems of

potential interest to military decision makers. All three

systems reflect real world systems only to the extent re-

quired to effectively implement the methodology. The ap-

propriateness of these systems to the air surveillance

mission is hypothetical. The systems themselves bear no

resemblance to any specific system under review at this

time. They do, however, provide an excellent set of con-

cept options for demonstrating the methodology.

Included are details of the solicitation process for

determining engineering assessments and value preferences

required to demonstrate the methodology for space-based

radar trade-offs. Fundamental mathematical calculations in

support of the methodology are developed with the aid of a

BASIC computer program. Input data is of parametric form

and extensive use is made of data provided through survey.

The intent is to present the material in a form that will

easily conform to the format most suitable to military

decision makers and the operational environment in which

they must ultimately function. Avenues for expansion are
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clearly indicated where their presence will significantly

enhance the value of the final decision.

Engineering Assessment

The iterative process outlined with the space-based

radar methodology depends upon the decision maker's know-

ledge of selected concept options. Only an effective en-

gineering assessment can furnish enough information about

the potential systems to start the functional decision

hierarchy in motion. The demonstration of this methodol-

ogy begins with a description of three concept options and

an authoritative engineering assessment, both structured

in accordance with the suppcrt hierarchy.

990992t Options. Concept options selected for dem-

onstrating the methodology reflect performance and design

considerations discussed in Chapter 3. They possess qual-

ities that are appropriate to future systems. In a sense,

they represent a composite of some proposed approaches

previously studied by reputable space technology firms. In

these three concept options, distinctions are drawn mainly

around physical appearance of the major subsystems. For

example, antenna structure and feed design are easily rec-

ognizable outward signs of design variations.

The intent in designating three concept options is

only for the purpose of demonstrating the interaction of

elements within the decision and support hierarchies to
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support this methodology. In reality, the descriptions of

each concept option must far exceed what is presented here.

Detailed design and performance factors from every technol-

ogy requirement under every technology discipline must be

present. This analysis presents only a representative num-

ber of the technology disciplines with their associated

technology issues. The process, however, does not change

with the addition of further issues.

The concept options used in demonstrating this method-

ology follow. To aid the reader, included with each con-

cept option is a brief explanation of some possible subsys-

tem similarities with other existing or proposed systems.

Concept gptjon A. The first concept option is

a corporate-fed phased array with a rigid fold-out panel

type antenna. The deployment concept included in this de-

sign is an outgrowth of the type of technology employed in

SEASAT by Ball Aerospace (35:33-36). This technology also

appears in the designs of the Shuttle Imaging Radar (SIR)-A

and SIR-B follow-ons to SEASAT (26d:4-16; 35:36).

Conce@t Q P!0 P_ The next concept option is a

space-fed phased array with a window shade roll-up type

antenna. This antenna configuration stems from a concept

considered by Grumman Aerospace Corporation which uses a

three-layer membrane in the array structure (26d:4-16).

C"ocept Qption C_ The final concept option is

a space-fed phased array with a wire wheel fold-up type an-

tenna. This antenna configuration resembles the deployable
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structure at one point envisioned by Grumman Aerospace

Corporation (18:11; 26d:4-12). The principle of operation

is that of the space-fed lens phased array mentioned in

Chapter 3.

Technology Issue Survey. Technology experts from an

American Institute of Aeronautics and Astronautics (AIAA)

space-based radar conference sponsored by STC characterized

the concept options for this exercise. While attending the

three day conference, each received a survey in connection

-J with this thesis effort. This technology issue survey ap-

pears in Appendix A. The survey requested that each par-

ticipant comment on technology issues associated with the

three concept options. The survey further requested that

they characterize the issues according to performance,

cost, schedule, and risk using the rating scales provided

in the survey. The rating scales parallel measures of per-

formance, cost, schedule, and risk presently included in

the MSSTP.

Pur2s. The technology issue survey attempts

to simulate the function of the support hierarchy in the

overall methodology. The survey solicits information to

contribute to the decision maker's understanding of the

concept options. In its present form, however, the survey

does not provide a fully exhaustive assessment. It only

partially completes the requirement to characterize concept

options. This is because existing details for potential

concept options are still unclear at this point in time.

854.

- .-'%-..% a -' -\'v%-Y.. -



The author, therefore, played the role of the technologist

to define concept options. This initiative was necessary

to provide a hint of the performance and design concerns to

start the technology issue evaluation. In reality, this is

an iterative process which requires coordination between

operators, technologists, and decision makers. One product

of such an iteration is the further clarification of point

designs for entry into this methodology.

The technology issue survey provides for this example

what the NSSTP would supply in the overall methodology.

The panel of experts assembled at the Air Force Space Tech-

nology Center function as the technology forecasters for

the NSSTP (42). In doing so, these experts characterize

the potential technology issues and requirements that apply

to space-based radar concepts. The KSSTP, then, functions

as the source document for information on technology is-

sues. The survey captures the essence of this information

to provide a timely demonstration of the methodology pre-

sented here.

Results. In performing the function of the

support hierarchy, the survey then provides a characteriza-

tion of the concept options. Like the structure for the

support hierarchy described in Chapter 3, the survey de-

pends upon technology issues. AIAA panel participants

characterized concept options according to MSSTP technology

issues within their own area of expertise. Intermediate

results appear in Appendix B. The totals from the survey
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Table IV. Summary of Technology Issue Survey Results

Option A Option B Option C

Performance 133 143 150

Cost 34.7 38.8 40.6

Schedule 27.0 32.3 35.5

Risk 52.0 58.2 61.2

for option attributes of performance, cost, schedule, and

risk are shown in Table IV. This data is open for inter-

pretation by the decision maker to determine where the sig-

nificant differences between concept options lie. The to-

tals only give a relative appreciation of the strengths and

weaknesses for each option by attribute.

The performance rating, in particular, provides an in-

sight into how interpretations of the results may vary. In

the example presented here, the six characteristics of per-

formance were equally weighted. An expanded definition of

these characteristics according to the MSSTP appears in

Table V (28:3-11). Coverage, capacity, quality, time-

liness, availability, and survivability were considered

equally important in terms of their individual contribu-

tion to overall performance. Depending on the operational

scenario, the equality assumed here may not be justified.

A military decision maker may value capacity or quality

more than coverage. For this reason, an expansion of
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Table V. HSSTP Performance Parameters (28:3-11)

oygrg9g: Geographical boundaries over which the
functions must be performed.

929 : The number of units served, detected,
identified, tracked, etc. The number of messages,
units, or bits transmitted or received per second.

Quality: Quantitative measures of the distin-
guishing attributes such as location accuracy,
probability of detection, false alarm rate, proba-
bility of correct message receipt, track accuracy,
probability of kill, etc.

Timelines: Allowable system time delays or re-
sponse times such as allowable time from event de-
tection to message transmission of event detection.

Availability: Percentage of time the system must

be in position and able to accomplish the assigned
task.

Survivability: Endurance requirements imposed by
the military mission or task. Specified in terms
of the duration of time (minutes, hours, days,
years) a function must be available to accomplish
the associated task.

levels within the overall methodology to include a sub-

level below performance in the decision hierarchy may be

appropriate.

Interpretation. The support hierarchy, as rep-

resented in the technology survey, allows for the transi-

tion into the decision hierarchy. Based on the results of

the technology issue survey, the decision maker can make

certain deductions. The decision maker uses the raw data

provided by the support hierarchy to compare concept op-

tions by applying the AHP rating scale. Granted, not all
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* decision makers will draw the same conclusions. Interpre-

tations may depend on the format used to display the sup-

port data. Individual perceptions of scale and relative

magnitude for the representative data may also vary. Even

so, the methodology lends itself to easy discussion of the

data to resolve disagreement.

For the purpose of demonstrating this methodology, the

author assigned the AHP ratings in making the pairwise com-

parisons of concept options. These comparisons were based

on an interpretation of the data which was gained from the

support hierarchy as shown in Table IV. Rating according

to the AHP scale in this manner satisfies the requirement

to compare elements from the bottom level of the decision

hierarchy according to intermediate level elements. Table

VI shows the comparisons and the corresponding intensities

that were deduced from the data for use in this demonstra-

tion. The matrices that arise from these comparisons ap-

pear in Appendix C. The BASIC program listing shown in

Appendix F is the means used to arrive at the results in-

dicated beside each matrix.

Notice that each series of comparisons under per-

formance, cost, schedule, and risk has a priority vector.

When assembled together, all priority vectors form a three

by four element rectangular matrix as shown in Table VII.

The matrix of Table VII, therefore, summarizes the inter-

mediate results gained from comparisons of the options

'a based on criteria elements from the decision hierarchy.
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Table VI. AHP Pairwise Comparisons of Options

Pairwise comparisons based on performance:

Ot!209 AHP IntensitZ

A vs B 1/5
A vs C 1/7
B vs C 1/4

Pairwise comparisons based on cost:

AHP Intensity

A ve B 4
A vs C 5'
B vs C 2

Pairwise comparisons based on schedule:

AHP In___._t

A vs B 3
A vs C 5
B vs C 3

Pairwise comparisons based on risk:

ORtions AHP Intensity

A vs B 5
A vs C 7
B vs C 3

Table VII. Concept Option Priority Vectors

Performance Cost Schedule Risk

Option A .0691 .6833 .6369 .7306

Option B .2437 .1998 .2582 .1883

Option C .6870 .1168 .1047 .0809
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The next stop of the rating process requires a com-

parison of elements from the intermediate level of the de-

cision hierarchy, level two, in relation to the focus,

level one. The question that such a comparison answers is:

how do overall performance, cost, schedule, and risk com-

pare on the basis of their importance in satisfying the re-

quirement for effective SBR air surveillance and tracking?

Clearly, this answer depends upon the values of a particu-

lar decision maker.

Establishing Value Preferencq&

The panel members from the systems subgroup at the

AIAA conference were given an additional survey. This

value assessment survey asked each participant to decide on

the relative importance of achieving optimum performance,

minimizing system cost, meeting a demanding time schedule

for operational capability, and producing a system that

is of low overall risk. In completing this survey, shown

in Appendix D, each person was providing opinions as the

acting decision maker. An a decision maker, the panel mem-

bers made pairwise comparisons that could be used as an in-

put for the intermediate level of the decision hierarchy.

YVIlg 6ggg n9rygy. . The value assessment sur-

vey provides feedback on the decision maker's feeling for

the importance of performance, cost, schedule, and risk.

When this response is processed by applying AHP, the result
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Table VIII. Value Assessment Survey Responses

Evaluation AHP Intgagity

Performance over Cost 3

Performance over Schedule 3

Performance equivalent to Risk 1

Cost over Schedule 4

Cost equivalent to Risk 1

Risk over Schedule 4

is a priority vector for level two of the decision hier-

archy. This gives the weighting& for the four criteria

based on the rater's judgment. Like the calculations for

comparisons between concept options, the BASIC computer

program listing shown in Appendix F was the means used to

arrive at these results.

Results. Selecting the decision maker with the beat

consistency index provides a good source of data for con-

tinued demonstration of this methodology. The consistency

index, as discussed in the previous chapter, provides a

measure of how consistent the rater is among all of the

pairwise responses. Lower percentages show higher consis-

tency. The lowest attainable consistency index from all of

the respondents, the value of .06, is used in this demon-

stration. The responses which lead to this value appear in

Table VIII. The associated matrix and resultant priority
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Table IX. Weightings for Intermediate Criteria

Performance .3879

Cost .2344

Schedule .0816

Risk .2959

vector appear in Appendix E. Finally, the weightings for

all elements of the intermediate level of the decision

hierarchy are summarized in Table IX. This priority vector

specifies performance, risk, cost, and schedule as the or-

der of importance in this example.

At this point, all pairwise comparisons are complete.

The priority vector for level two of the decision hierarchy

comes from the selected value assessment survey respondent.

Additionally, the priority vectors from level three with

respect to level two came from the technology issue sur-

veys. Only the final synthesis remains.

The Eil gjjgQ

The final priority vector is an outcome of the ana-

lytic hierarchy process as it is applied to this methodol-

ogy. This solution vector identifies the relative weights

for the three concept options. The vector and matrix that

are multiplied together to form the solution vector come

from results previously depicted in Table VII and Table IX.
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Table X. Element Weighting& for the Decision Hierarchy

Performance Cost Schedule Risk

(.3879) (.2344) (.0816) (.2959)

Option A .0691 .6833 .6369 .7306

Option B .2437 .1998 .2582 .1883

Option C .6870 .1168 .1047 .0809

Table X displays these results in a format that combines

all of the individual priority vectors. This shows the

relative weightings for all elements of the decision

hierarchy. The calculations using matrix mathematics are

simple, but tedious. Rather than manually perform the

calculations, a computer program offers a faster and more

efficient approach.

The computer program for this operation is listed in

Appendix F. The inputs to this user-iriendly program come

from the survey results. The participant need only provide

the rating scale values and the number of elements in each

hierarchy level to proceed with the evaluation of concept

options. In the case of this methodology, the rated values

come from Table X. The number of elements in the decision

hierarchy are one, four, and three for the focus, interme-

diate, and bottom levels. Finally, the program establishes
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Table XI. Final Results

Option A - .4552

Option B - .2182

Option C - .3264

the overall preferences for the three concept options as

shown in Table XI.

The results indicate that Option A is the most prefer-

red of the three options considered. Option C and Option B

rank second and third, respectively. The outcome is not

surprising when one recognizes the trade-offs of perform-

ance with the other attributes. As is often the case,

with increased system performance comes corresponding in-

creases in system cost, schedule, and risk. While Option A

ranks lowest in terms of performance, as shown in Table IV,

it also has the lowest cost, schedule, and risk. On the

other hand, Option C possesses the highest values for all

oi the attributes. Option B occupies the middle ground.

Only a commitment from the decision maker can resolve the

trade-offs to establish Option A as the preferred solution.

Through the pairwise comparisons of this space sys-

tems methodology, the decision maker is able to arrive at

the relative weights that determine the final priority.

The decision maker internalizes the relative importance of

judgment criteria as a value system and expresses those

values as preferences. In this example, synthesis through
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AHP reveals that the decision maker prefers Option A. Con-

sistency is good as indicated by a consistency ratio of .06

for the entire hierarchy.

Comments

The demonstration presented here represents the entire

decision process on a small scale. In practice, many more

technology disciplines influence the final outcome. Fur-

thermore, the number of actors in this process far exceeds

the number consulted in the few surveys used for the SBR

example.

The interactions presented in this methodology bridge

the gap between mission requirements and the evolving

technologies that support operational needs. Figure 11

illustrates the manner in which these interactions combine

to support the decision process for space systems planning.

At the outset, planners recognize air vehicle detection and

tracking as a legitimate support mission for the combat

mission of strategic defense. From this point, the illus-

tration shows how considerations borne out of a specific

operational scenario generate performance requirements

that, in turn, give rise to a concept need. Space-based

radar appears as one particularly viable space system con-

cept that offers a means to meet this need through the

application of advanced technologies. As defined by the

methodology, review of concept options is, then, necessary
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(Air Vehicle Detect/Track) (Strategic Defense)
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P i
L MISSION REQUIREMENTS SCENARIO
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N I
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Figure 11. Methodology for Assessing Technology Trade-offs
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to select the most acceptable alternative.

The capability of decision makers to make this choice

hinges on their understanding of the scenario and their

ability to make trade-offs. The degree of importance at-

tributed to each aspect of performance is highly scenario

dependent. Furthermore, performance, in reality, is only

one concern in meeting the demands imposed by the scenario.

Constraints of cost, schedule, and risk that arise from the

social and political environments place additional burdens

on decision makers. Thus, the posturing of forces, level

of conflict, or perceived intentions of governments enter

into the process by changing the manner in which the deci-

sion maker views both the operational scenario and the

external environment.

The analytic hierarchy process, as presented in this

methodology, incorporates all of the necessary considera-

tions that support effective decision making. AHP is flex-

ible enough to account for subjective assessments. Those

assessments combined with knowledge of contributing tech-

nologies make realistic trade-offs possible. As Figure 11

shows, it is AHP that ultimately links the mission planning

process with the technology structure to establish a clear

sense of priority for the decision maker.

The interactions between various actors that influence

the decision process for space systems planning are also

particularly evident from Figure 11. The depiction sum-

marizes the influences of the planning, the technology
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forecasting, and the decision making functions that support

effective decisions. Visualizing the linkages between ac-

tors facilitates the interchange of ideas across these

functional lines. The methodology presented here provides

this perspective and, thus, allows the decision maker to

better understand the dynamic and iterative nature of the

decision process. This understanding, in turn, gives an

appreciation of how to arrive at an initial appraisal of

concept options.

The space-based radar example serves to demonstrate

how this methodology can provide such a well documented

approach to decision making. Even though the space-based

radar issues are varied and complex, the process presented

here is straightforward and easy to implement. Two concept

options can be traded off directly based on the technoiogy

issues making up their associated subsystems. The struc-

ture inherent in such a methodology provides insight at

both the system and subsystem levels. Finally, it is im-

portant to recognize that concepts other than space-based

radar can also benefit from this methodology due to its

systems engineering basis.
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VI. Conclusions and Recommendations

Conclusions

The methodology presented in this work consolidates

systems engineering, operations research, and the MSSTP

into a working network for decision making. It allows the

decision maker to prioritize concept options based on

expert engineering assessments and critical personal judg-

ments. In doing so, this approach offers simplicity, flex-

ibility, and realism.

It is the division of the MSSTP process into the deci-

sion and support hierarchies that provides the foundation

for such a comprehensive approach. This dual structure

within the methodology reveals the interactions that com-

plicate the decision process. Ultimately, technology is-

sues can be related to technology concepts through a struc-

ture that fosters clear trade-offs between concept options.

The analytic hierarchy process provides the means to

perform these trade-offs. This management tool allows the

decision maker to fully exploit the hierarchical develop-

ment in order to express the relative worth of concept

options. The manner in which AHP incorporates both tech-

nology assessments and subjective judgments as reasonable

evaluators of overall system performance adds to its util-

ity. This adaptation of AHP capitalizes on the experience

that knowledgeable managers and engineers contribute to the
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decision process. Whether through survey or through the

documentation provided by the MSSTP, the methodology pre-

sented here recognizes the value of the experts' opinions

in making space system trade-ofes. AHP highlights the

unique contributions offered by these different actors and

supplies the means to quantify their input.

Having synthesized these inputs, the methodology's

structure helps the decision maker to communicate the jus-

tification for trade-off decisions. This environment for

open communication leads to the consensus necessary for a

coordinated development effort. Since the structure of

this methodology is straightforward, the path to a decision

is more evident to all who participate. Consequently, de-

cision makers can resolve differences that might otherwise

impede the decision process. The ability to communicate

and resolve issues is an important feature for a methodol-

ogy that must span multiple disciplines in the process of

conveying the mission objectives, the alternative designs,

and the technology issues. The logic for a chosen course

of action is subject to countless reviews in the effort to

both obtain the best solution and reach agreement in the

process. This approach allows a decision maker to trace

through the decision process to expose the justification

for established preferences.

The space-based radar example demonstrates that, in-

deed, the theory behind this approach has a meaningful ap-

plication to space systems. This proposed space concept
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brings to light the multiple competing factors that influ-

ence space system design and employment in support of the

air surveillance mission. The need for a structure to

outline the issues is apparent. This methodology proves

capable of dealing with these multiple issues in a manner

that interrelates performance, design, and technology

issues within the basic technology format of the MSSTP.

Weighted measures of performance, cost, schedule and

risk within the methodology serve as reminders of the re-

alities that actually drive management decisions. The

methodology takes into account the variable importance of

these criteria in allowing for subjective opinions from

decision makers. While their relative weights may change

based on how the operational scenario motivates those sub-

jective opinions, the decision process outlined by the

methodology remains the same.

One of the most significant observations to be made

from this work is the need to recognize the importance of

the MSSTP in the overall decision process. The MSSTP's

value is not solely due to its funding recommendations or

technology projections. It is an essential source of data

for making trade-off decisions. The MSSTP serves a very

functional purpose in supporting the decision maker through

its ability to characterize space system concepts at their

most fundamental level.

Throughout this work, the need for an easily under-

stood approach has always been at the forefront. An overly
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complex methodology provides no utility if planners and

analysts cannot communicate the means of reaching the re-

sult. The methodology presented here offers a common

ground for understanding the decision process and a start-

ing point for further research. It serves to model the

decision process used to support military operations by

capturing the factors that govern the influx of technology

to space systems.

Recommendations

The recommendations that follow provide insight into

where and how further development can enhance the princi-

ples set forth in this thesis. These suggestions stem from

an appreciation of the broad nature of the KSSTP. At the

same time, recommendations acknowledge the need to stream-

line management techniques through well-structured and

* clearly defined guidelines for characterizing potential

space systems.

Definition of Conce2t O2tions. The further divi-

sion of concepts into concept options should be increas-

ingly emphasized in upcoming versions of the MSSTP. Con-

cept options are a natural product of the iterations borne

out of the MSSTP process. Acknowledging their existence up

front will narrow the field of unique concepts within the

MSSTP. This admission will prevent duplication of effort

in describing concepts while still retaining the
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flexibility to recognize alternative technologies as viable

solutions.

Concept options also lend realism to the decision

process by providing a foundation for characterizing tech-

nology issues. This quality is a key feature contained in

the methodology. The increased detail afforded by the con-

cept option enables technologists to provide a more accu-

rate appraisal of technology issues. More accurate assess-

ments, in turn, lead to a clearer understanding of where

the most important trade-offs lie. This helps to focus the

pertinent issues for the decision maker.

Finally, division into concept options supports en-

gineering trade-offs by allowing a greater appreciation for

complementary and parallel technology issues. While a com-

parison of completely separate concepts based on complemen-

tary and parallel issues may be exceptionally limited, com-

parisons of concept options under a single concept gener-

ally will expose stronger relationships. This result is

a consequence of the greater appreciation gained from rec-

ognizing the commonalities and differences among concept

options under a single concept.

Expansion of Hierarchical Levels. Consideration

should be given to expanding the intermediate level cri-

teria into sublevels. Performance and risk appear as two

likely criteria that are particularly worthy of such con-

sideration. Expanding the number of levels better defines

the relevant concerns of decision makers. This expansion,
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thereby, provides a greater granularity or sensitivity in

making trade-off decisions.

An excellent point of departure would be the expansion

of risk along the lines of criticality and pervasiveness as

emphasized by Dr. Stephen Book of Aerospace Corporation (4;

5; 6; 7). In the tase of criticality, this breakdown de-

fines a measure of risk according to the number of critical

technology issues under a particular concept option (4; 5).

For pervasiveness, the division defines a measure of risk

according to the number of technology issues under a

particular concept option that show a great degree of com-

monality with other concepts (4; 5). Both criticality and

pervasiveness would comprise a single sublevel of the hier-

archy under risk.

The division of risk into criticality and pervasive-

ness further clarifies issues for the decision maker. Each

quality would receive an appropriate weighting in the deci-

sion hierarchy based on pairwise comparisons through AHP.

Functionally, the synthesis step of AHP provides the means

for incorporating the associated weights into the final

priority vector.

The suggested breakdown of performance which already

exists within the MSSTP offers a second means of expanding

the hierarchy. The six items of coverage, quality, capac-

ity, timeliness, availability, and survivability represent

an excellent choice for elements within a performance sub-

level. Each of these should be incorporated into the
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hierarchy for pairwise comparisons to obtain AHP weight-

ing&. The resultant AHP ratings would reflect preferences

for aspects of performance that more accurately model op-

erational concerns.

As an aside, there are also provisions within this

methodology for including additional elements within a sin-

gle level of the hierarchy. Survivability, reliability,

and maintainability represent possible candidates. How-

ever, this recommendation comes with a note of caution.

Although adding another element to any level is possible,

all elements within a single level must possess a relative

degree of importance within the same order of magnitude.

This requirement serves as a check for whether such an ad-

dition is appropriate.

Development of a Decision Support §t- A compre-

hensive decision support system (DSS) based on an expansion

of this methodology should be developed to enhance the

HSSTP process. This development would extend the capa-

bilities of the NSSTP data base, provide a manageable in-

terface with the many MSSTP participants, and function as

an effective decision making tool for Air Force leaders.

Computer implementation offer& the most efficient way

to apply this methodology. The AFSTC currently maintains

an extensive data base used to characterize technology is-

sues according to the format of this methodology (44; 45).

Linking this data base with a decision methodology such as

the one proposed here would provide the beginnings for a
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powerful decision support system. With the advent of the

microcomputer in Air Force offices, programs based on mi-

crocomputer applications provide a strong foundation for

decision support sy 'tems. The methodology presented here

should be included in the model base for a DSS that ex-

ploits the virtues of a microcomputer interface with the

MSSTP data base.

An initial effort to demonstrate the feasibility of

applying this methodology to a microcomputer-based decision

support system is already in progress (36). iLt Bruce

Schinelli from the Air Force Institute of Technology has

implemented portions of this methodology to demonstrate how

the methodology relates to DSS management objectives (36).

His interactive microcomputer program reveals the improved

user interface that a DSS provides. Such an application

serves to benefit decision makers in their attempt to ob-

tain information and convey responses to other participants

in the decision process.

In addition to the improved user interface, a DSS

promises to shorten the MSSTP cycle. Technologists can

provide timely responses to concept options detailed within

the data base based on their perceptions of the technology

issues from their own field of expertise. Networking can

provide a means for intradisciplinary exchange on critical

technologies. Group synthesis is accelerated and efforts

to characterize technology issues promise to be more ef-

fective.
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Finally, Air Force leaders can better discern the mul-

tiple issues addressed in this methodology through a DSS

application. The decision making arena for space systems

is a complex environment that requires a structural ap-

proach to problem solving. The space systems methodology

shown here provides this necessary structure. A decision

support system reinforces the structure and adds under-

standing to the overall approach.
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Appendix A: Space-Based Radar Technology Issue Sur vey

To AIAA Space-Based Surveillance Panel Participants

Dear

I would like to request your assistance in completing the
attached space-based radar technology issue survey. This
survey supports a thesis effort within the Operational
Sciences Department of the Air Force Institute of Technol-
ogy. The thesis effort complements work sponsored by the
Air Force Space Technology Center.

Your experience with technology development related to
space-based radar makes your input especially relevant.
The insight that you provide will be an important contri-
bution in demonstrating a decision methodology for space
systems.

Please take a few minutes to read the instructions and
complete the survey. Should you have any problems in com-
pleting the survey, I am available to answer questions and
can be contacted at the phone number listed below.

Thank you.

John E. Puffenbarger, Capt, USAF
Graduate Student for Space Operations, AFIT

Local Phone Number

A-1
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Space-based Radar Technology Issue Survey

In this survey, you are asked to identify technology
issues associated with three space-based radar options.
All options perform the mission of detection and tracking
of air-breathing targets from space.

Admittedly, the design descriptions and performance
specifications of these three options are vague. Use your
own judgment to make design assumptions where you feel they
are needed to confirm or eliminate a potential technology
issue from your list. For example, you may choose to se-
lect L- or S-band as a frequency for a particular concept
option.

The intent of this survey is to distinquish between
options by identifying technology issues under each option
and characterizing those technology issues. Characterize
the technology issues so as to highlight the degree of
cost, schedule, or risk associated with each technology

The same technology issues will not necessarily be
common to all options. However, for those issues that do
appear in more than one concept option, try to distinguish
the factor or factors that may alter the character of those
issues under different options.

To evaluate performance, you are asked to rate each
option according to six criteria. The six criteria for
making these ratings are listed in a table provided on the
last page. A rating scale accompanies this performance
table. Use the concept description, your previous assump-
tions, and your technology issue breakdown to help in
rating.

To aid you in your efforts, a list of current MSSTP
technology issues is attached. If you feel that there is
a need to clarify some aspect of a technology issue for a
concept option, please write in your comments.

The three concept options for this survey are:

Option A: Corporate-fed phased array with rigid fold-up
panel type antenna.

Option B: Space-fed phased array with window shade roll-up
type antenna.

Option C: Space-fed phased array with wire wheel fold-up
type antenna.

A-2 4
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Place the number of the technology issue that you feel
pertains to each option in the blank provided. Also char-
acterize each technology issue within each option according
to cost, schedule, and risk. Base your ratings on the
scale provided. Once you have completed this portion,
proceed on to rate performance on the last page.

Bating Scale

Cost: 1 2 3
(low) (medium) (high)

Schedule: 1 2 3
(near term) (intermediate) (far term)

(before 1995) (1995-2000) (after 2000)

Risk: 1 2 3 4 5
(very low) (low) (medium) (high) (very high)

CONCEPT OPTION A: Corporate-fed phased array with rigid
fold-up panel type antenna.

Assumptions:

Technology Issue Characterization

C S R
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CON94RT OPTIQM 4: Space-fed phased array with window
shade roll-up type antenna.

Assumptions: . . . . . . . . . . . . . . . . . . . . . .

Technology Issue Characterization

C S R

- - - - - -- - - - -

- - - - - - - - --.-

- - - - - -- - - - -

- - - - - -- - - - -

- - - - - -- - - - -

CONCE---T ---IQ --- Spc-e-pae-rrywt-wr he
----- fol-u type antn-a

Technology-u Ityue Caractriztio

I
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Performance Rating c ale

Serious shortcoming in performance =

Lower intermediate level of performance z 2

Meets acceptable level of performance = 3

Higher intermediate level of performance = 4

Strongly exceeds performance requirements = 5

Option A Option B Option C

Coverage
(area of detection)

Capacity

(number of targets)

Quality
(accuracy in altitude,
speed or heading)

Timeliness
(response time)

Availability
(percentage of time

fully mission capable)

Survivability
(hardening, ECCM, and

anti-jam features)

"5
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Autonomy

(1) Autonomous Satellite Maintenance (ASH) - Involves
routine maintenance functions, such as thermal control,
battery charging and reconditioning, and solar array point-
ing, as well as the detection and correction of on-board
faults.

(2) Expert Systems Applications - The application of
artificial intelligence systems to critical satellite data.

(3) Self-Organizing Failure Characterization and Pre-
diction - Develop algorithms for autonomous assessment of
critical satellite data and identification of anomalies and
faults.

Communication

(4) A/J Signal Processing - Develop an efficient sig-
nal processing capability to satisfy future MILSATCOM re-
quirements (high through-put/low weight and power).

(5) EHF Low Noise Receiver - Develop an advanced re-
ceiver at 44 GHz using multiple approaches to provide im-
proved noise figure, dynamic-range, small size/weight/power
and reliability.

(6) EHF Nulling Antenna - Developing jam-resistant
nulling antennas to operate at EHF frequencies which are
lightweight, low power consuming and launchable.

(7) EHF Receiver Antenna - Develop 30/44 GHz multiple
beam antennas which are high gain, lightweight and low
power consuming.

(8) Medium/High Rate Laser Crosslinks - Develop
100 Mbpa/56bps data rate capability, which includes devel-
oping the laser sources, laser receivers/detectors, acqui-
sition and tracking systems and networking capabilities.

(9) Optical Processing - Develop high modulation
bandwidth, spatial light modular grids, low noise optical
detector grids and low power, high intensity light source
arrays and grids.

(10) SHF Power Amplifier Module - Develop an advanced
(higher power/efficiency) monolithic power module for a 20
GHz active aperture antenna (2.5 watts saturated/1.5 watts
linear at 20% efficiency).

(11) SHF Solid State Power Amplifier - Develop an ad-
vanced 20 GHz power amplifier (40 watts CW, 30 dB gain, 2.5

GHz BW).
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(12) SHF Transmit Antenna - Develop 20 GHz solid-
state, time trapped, beam phased array antennas for space
use.

(13) Signal Processing Components - Develop the com-
munications-peculiar hardware to implement a rad-hard ad-
vanced signal processor.

(14) 60 GHz Low Noise Receivers - Develop an advanced
60 GHz, low noise "front end" to include a fixed-LO, wide-
band mixer down converter and a microwave FET IF amplifier,
as well as a 60 GHz FET LNA.

(15) 60 GHz Solid State Power Amplifier - Develop a
complete 10 watt, 60 GHz transmitter at high efficiency (10
watts CW, 30 dB gain, 12-15% efficiency).

Environment

(16) Ionospheric Propagation Effects - Improve the
understanding and prediction of ionospheric scintillation,
particularly nuclear induced, in order to assist the design
and operation of communication and radar systems.

(17) IR Background/Radiation - Reduce the effects of
earth/cloud clutter, atmospheric emission and celestial
sources on IR sensors.

(18) Low Level Atmosphere - Reduce the effects of
clouds and rain on electro-optic and communication systems.
Reduce the effects of wind and density on new reentry sys-
tems.

(19) Neutral Upper Atmosphere - This technology issue
addresses the programs required to improve measurements and
predictive capabilities with accuracies greater than 90%
for atmospheric density and other atmospheric parameters.
Specifically, develop improved models of the lower thermo-
sphere for low orbit satellites and the mesosphere for
ROTVs. Density is specified by global models at altitudes
between 50 and 150 km.

(20) Satellite Radiation Environment - Develop im-
proved models of the solar, cosmic ray, trapped and nuclear
sources of radiation to aid spacecraft design and radiation
mitigation techniques.

(21) UV Radiation - Address the spectral region rang-
ing from 50 to 4000 A. Examine the deficiency in coverage
of geophysical variabilities, celestial backgrounds, global
variability of emissions, spatial and spectral resolutions,
and solar variabilities.
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Electro-Optics

(22) Algorithms/Processing - Develop radiation hard-
ened systems using signal processing techniques as well as
background suppression algorithms.

(23) Image Control - Develop detection and tracking
algorithms, jitter and drift models and smear compensation
techniques.

(24) IR Focal Planes - Develop detectors, detector
arrays, integral focal planes and tunable filters.

(25) Telescopes and Optics - Develop large, laser
hardened and contamination-free optics.

Guidance, Navigation and Control

(26) Acquisition, Pointing and Tracking - Develop im-
proved capabilities for satellites and their payloads to
acquire and track targets and, in the case of weapons ap-
plications, point accurately at targets.

(27) Advanced Survivable GNC System - Develop the ca-
pability to bring satellites on-line after long term in-
orbit storage; develop a quick response deployment of sat-
ellites with minimal launch checkout.

(28) Attitude Determination - Develop a wide field of
view (8 degrees) star sensor with an accuracy of .1-2 arc-
Sec. Improve the accuracy of the star catalog.

(29) Autonomous Navigation - Develop the capability
for autonomous attitude determination and navigation to in-
clude star sensor development, nonconventional gyro devel-
opment, and update of the star catalog.

(30) AVCS Maintenance - Develop a data base with re-
spect to autonomy requirements for momentum control, eta-
tionkeeping control and redundancy management. Obtain
experience through actual subsystem design, ground demon-
stration and flight test.

(31) Large Space Structure Control - Develop the
technology to actively control space based structures, and
initiate an integrated space/ground technology program.

Information Processing

(32) A/D Converters - Develop fast, radiation hard,
space deployable A/D converters.
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(33) Data Processing - Develop small, high speed data
processors incorporating fault tolerance and high reliabil-
ity in order to support requirements for extended autono-
mous operations.

(34) Hardened RAMs - Develop high speed, high density
and low power random access memories which are immune to
natural and nuclear radiation environments.

(35) Nonvolatile Memory - Develop a high density, low
power and nonvolatile memory to protect semipermanent data
(program memory, calibration constants, permanent data,
etc.) during nuclear transients, power transients and
faults.

(36) Signal Processing - Develop high speed signal
processing capabilities to provide on-board data reduction
of high capability sensor data streams.

(37) Software/Algorithms - Develop improved techni-
ques for software development, verification and maintenance
to provide reliable and efficient software. Develop more
efficient and higher performance algorithms for on-board
processing functions.

Man-in-Space

(38) Biological Radiation Protection - Investigate
the effect of background galactic cosmic rays, trapped
particle fluxes in the mangetospherC and solar particle
events as they affect the man in the system. Spacecraft
charging and arc discharging will also be investigated.

(39) EVA/Life Support - Because the Air Force mis-
sions may differ substantially from NASA'&, the EVA equip-
ment required to support such missions must be developed
either in parallel or independently of NASA's efforts.

(40) Manned Military Functions - Characterize man's
capabilities (dexterity, visual acuity, etc.) in space in
support of military missions. Develop design methodologies
and performance data base handbooks.

(41) Manned Performance Enhancement - Improve man's
space adaptation, man-machine interfaces and voice control
technologies, and develop active escape and rescue systems
for space systems.

Manufacturing

(42) Composite Manufacture - Develop large area, and
in some cases large quantity, advanced composite struc-

tures that have uniform properties. Develop controlled
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manufacturing processes, coating processes and joining
techniques.

(43) Electronics Production - Develop standard pack-
aging, increased yield and radiation hardening processes
for electronics packages. Improve T/R chip and module pro-
duction.

(44) Flexible Automation - Investigate the problems

associated with high volume, as well as low volume, pro-
duction. Develop real time process verification of all
production processes.

(45) Optics Production - Develop the Rapid Optical
Fabrication Technology (ROFT) for new mirror materials, and
expand conventional facilities to meet near term needs.

(46) Power Distribution - Develop: slip rings; power
transmissions, such as cabling, shielding and intercon-
nects; space assembly techniques; and large power distribu-
tion systems.

(47) Precision Machining - Develop closed loop con-
trol of tools, sharp and precise cutting tools, fixturing,
high speed tools and control of tool and fixture vibration.

(48) Verification Assembly - Develop manipulator ap-
plications capabilities for orbital assembly and mainten-

ance support.

Materials

(49) Adhesives/Seals/Sealants - Develop high tempera-
ture organic and ceramic adhesives, large area joining,
nonautoclave cures, laser and nuclear hardened adhesives

and cryogenic seals.

(50) Carbon-Carbon Hot Structures TPS Composites -
Apply existing state-of-the-art technology and materials to
develop thin gauge, lightweight, dimensionally stable
carbon-carbon composites for space structures.

(51) C-C Survivable Structural Composites - Develop
structural carbon-carbon composites, to include fiber and
matrix development as well as characterization of the com-

posites.

(52) Contamination - Develop material acceptance cri-
teria. Understand surface and plume effects. Develop a
data base and an accurate verifiable model. Develop active
control measures. Develop low outgassing materials. Un-
derstand laser effects on materials.
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(53) Electrical Coatings/Encapsulents - Develop
coatings with low dielectric loss, good vibration damping
and effective adhesion.

(54) Electrical Insulation Materials - Develop higher
heat resistant materials for electrical insulation applica-
tions.

(55) Film Materials - Develop film materials for a
10-year life in a space environment. The materials are to
be nuclear and laser hardened, with a high modulus and ex-
cellent conductivity. Applications for the film materials
to include MLI, solar array substrates and conductive coat-
ings.

(56) Metallic and Ceramic Hot Structures - Structures
for earth-to-orbit application that are also highly surviv-
able.

(57) Metal Matrix Composites - Development of metal
matrix technology to maturity to bring it up to par with
organic matrix technology. This includes materials devel-
opment, analysis, design, NDE, joining, survivability test-
ing, manufacturing, and demonstration.

(58) Organic Matrix Composite - This issue involves
developing ordered polymer resins, high temperature
matrices, low outgassing/outgassing control, manufacturing,
damping characterization, thermoplastics, and demos.

(59) Printed Wiring Board Substrates - This issue
includes the development of new materials for substrates,
assembly, manufacturing, and computer aided design of sub-
strates.

(60) Space Lubricants - Develop liquid and solid
lubricants to survive future space environments. Develop
improved storage and metering of liquid lubricants. De-
velop lubricant models. Improve hard coating for bearings.

(61) Vibration Damping Materials - Includes materials
development for future needs and expected environments,
characterization of the inherent damping of composite ma-
terials, and integrating and optimizing damping into active
and passive control of space structures.

Propulsion

(62) Launch Vehicle Propulsion Performance - improve-

ments in SSME engines, development of new higher thrust,
high ISP, more reusable engines for future launch vehicles
application.
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(63) OTV Propulsion Life - Development of reusable
OTV propulsion systems, improved turbine life, improved ma-
terials for combustion chambers, longer cryogenic storage,
etc.

(64) OTV Propulsion Mass - OTV mass reduction pro-
vides greater payload-to-orbit capabilities for future
transportation systems.

(65) OTV Propulsion Performance - Higher thrust, ef-
ficiency, and impulse levels as they relate to medium size
propulsion systems (500-1500 lbf). Systems such as RL-10,
PAK-D, IUS, etc.

(66) OTV Propulsion Survivability - Issues include
radar and infrared exhaust plume signature characterization
and propulsion system hardening against natural, nuclear
and laser environment.

(67) SAT Propulsion Life - To achieve mission dura-
tions of ten years and longer and on orbit storage.

'S

(68) SAT Propulsion Mass - Reducing propulsion system

inert mass is another way to bring down overall satellite
mass or allow for more mission payload.

(69) SAT Propulsion Performance - Improvements in
ISP, efficiency and thrust through programs such as ad-
vanced propellant development, high chamber pressure and
area ratio.

Power/Energy

(70) Advanced Survivable Solar Arrays - Develop pho-
tovoltaic designs using doped materials to create more
efficient cells and concentrator structural designs to
provide higher solar power output with better tolerance
against directed energy weapon threats.

(71) Dynamic Isotope Power System - Develop a power
source capable of delivering up to 10 kWe using the con-
stant heat generated by isotopic element decay and convert-

ing the heat into electrical power by use of static or
dynamic power conversion components resulting in a poten-
tially more durable, compact power source to overall space-
craft survivability.

(72) Electrochemical Energy Storage - Develop innova-

tive, scaled up energy storage technologies (i.e. batter-
ies, fuel cells, flywheels), capable of very high depth of
discharge for instantaneous power output demands in short
duration applications.
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(73) Power Conditioning - Develop lightweight power
conditioning components to support surveillance concepts at
medium voltage and current levels to prevent electrical
discharge and prevent efficiency losses due to longer cable
requirements.

(74) Solar Thermal Dynamic Power System - Develop a
power source which uses concentrated sunlight to generate
heat which drives rotating components for electrical con-
version.

(75) 100 kw Nuclear Reactor - Perform trade studies
*for specific system designs. Perform a ground demo for a

25-50 kw system.

Radar

(76) L-Band, T/R Modules - Develop capability to pro-
duce large numbers of low power, high yield, high effi-
ciency, small size modules.

(77) Low Sidelobe Antenna - Develop a low weight per
unit area, low sidelobe ( -lOdBi far out), large size (up
to lOOm) 2-D electronic scan active phased array antenna
with pattern control for adaptive nulling and clutter sup-
pression.

(78) Main Beam Clutter Cancellation - Develop tech-
niques for main beam clutter cancellation in the 1.2 GHz
region.

(79) Radar Cross Section - Develop a comprehensive
data base of high resolution imagery of tactical military
vehicles and installations (to an accuracy of at least 1
dB).

(80) S-Band T/R Modules - Develop techniques to im-
prove fabrication yield and minimize chip size for S-band
modules.

(81) Sidelobe Cancellation/Adaptive Nulling - Develop
techniques for phased array antennas to reach adaptive nul-

ling levels of 40-53 dB.

(82) Target Classification/ID - Develop an opera-
tional ship and aircraft ID technique. Develop an auto-
mated image interpretation capability for parked aircraft,
military installations, technical vehicles and space ob-
jects.

(83) X-Band T/R Modules - Develop techniques to im-
prove fabrication yield and minimize chip size for X-band
modules.
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(84) 60 GHz T/R Modules - Develop capability to
produce at high yield a large number of small size, low
power, high efficiency modules.

Structures

(85) Deployable/Erectable Structures - This issue
involves concepts, deployment dynamics, simulation, deploy-
ment devices, validation of devices, modular and system
deployment, and nonlinear structures deployment.

(86) Fracture Mechanics - The material strength and
fracture properties can be balanced so that a lightweight
structure can be designed and fabricated with sufficient
damage-tolerance for long life and safety.

(87) Structural/Control Interaction - Includes defin-
ing structures control problems, developing design method-
ology, and actual designs. Also addresses incorporating
passive control (damping) of structures into active control
systems and optimization to reduce the amount of active
control.

(88) Structural Design/Analysis - This issue ad-
dresses design requirements, environmental, mechanical, and
thermal load criteria, and acceptance criteria. It also
includes optimization methods.

(89) Structural Materials - This issue includes the
testing of materials for dimensional stability and damping
characteristics in order to optimize design by integrating
materials information into the design process.

(90) Structural Testing - Incorporates both ground
and flight testing to better understand structure deploy-
ment, control, design, and verify analysis.

(91) Thermal Structures - This issue involves basic
research, hot structures, and cryogenic tankage and would
include testing, NDI, analysis, material development, join-
ing, insulation, and life cycle.

Survivability

(92) Nuclear Effects Survivability - Develop harden-
ing techniques to protect components, subsystems, and sys-
tems against effects derived from nuclear explosions. In-
cludes methods to protect communication links and all seg-
ments of potential vulnerability to a nuclear effects
threat.

(93) Particle Beam Survivability - Analyze methods to
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protect components, subsystems and systems against broad

threats posed by neutral particle beam.

(94) Satellite Laser Survivability - Explore, develop
and test a variety of methods to protect components,
subsystems, and total spacecraft from postulated laser
threats.

Test and Evaluation

(95) Large Space Structures Test - To develop on-
orbit deployment and restow mechanisms, assembly/disassem-
bly techniques, EVA assist equipment, tools/aids as re-
quired to perform a large structure test in space utilizing
the space shuttle.

(96) Laser Vulnerability Test - Laser threat simula-
tion in a thermal vacuum environment will require improved
delivery optics as well as diagnostic tools to monitor and
confirm the actual threat level.

(97) Miss Distance Indicator - Although on-board miss
distance measurement systems using numerous theories-of-
operation exists, a technology need exists for the measure-
ment of miss for directed energy systems.

(98) Particle Beam Vulnerability Testing - Simulation
of the threat environment resulting from directed energy
weapons will require extensive enabling technology develop-
ment, currently judged to be more difficult than the first
generation simulation of the nuclear and laser threat.

Thermal Control

(99) Coatings - Develop unique material with low ab-
sorption and high emissivity for more efficient thermal
management of sensitive spacecraft components, such as
electronic blackboxes and electro-optical sensors, while
retaining the ability to dissipate excess heat at higher
temperatures to handle increased power loads.

(100) Cryogenic Fluid Storage and Conditioning - Ex-

plore designs allowing long life storage of cryogenic flu-
ida by minimizing natural boil off processes.

(101) Cryogenic Refrigerators - Develop a variety of
technical approaches leading toward lower temperature
operation of optical sensors which will result in longer
lifetimes.

(102) Heat Rejection System - Develop technologies to
provide minimum weight and area of heat dissipation, such
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as innovative heat pipes operating at high temperature and

film radiators using ferrofluids.

(103) High Heat Flux Methods - Evaluate, select,
design and develop innovative ways to handle orders of mag-
nitude fluctuation of thermal energy while maintaining
equilibrium operation of highly sensitive subsystems with a
given space platform.

(104) High Power Thermal Management - Examine optimum
integrated methods to design efficient heat management of
components and subsystems which must efficiently operate
under a broad range of temperatures and wide range of power
levels.

(105) Survivability Methods - Develop special coating
materials capable of withstanding high heat fluxes postu-
lated for future directed energy weapon threats.

(106) Thermal Protection - Develop methods of active
cooling using coolant fluid(s) and advanced materials.

(107) Thermal Transport Devices - Develop more effi-
cient transport devices to transfer heat from source.

Weapons

(108) Beam Control Accuracy - A subsystem technology
that involves integrating advanced optical components, con-
trol systems, and precision lightweight structures.

(109) Excimer Power Scaling, Beam Quality - Technol-
ogies essential to scaling excimer lasers to high average
power include laser cavity flow loop and gas conditioning;
power conditioning and high-power, broad area electron
guns; and optical resonators. In addition, stimulated
Raman and Brilliouin scattering may be required to achieve
near diffraction-limited beam quality.

(110) FEL Resonator - The free electron laser (FEL)

resonator includes a high-efficiency oscillator, an E-beam
injector and a high-gain amplifier with a pulsed optical
train.

(111) HF/DF Power Scaling, Efficiency, Beam Quality -

Extrapolation of current HF/DF technology at a particular
efficiency and beam quality to higher beam power and
brightness levels.

(112) Interceptor Development - The attempt to pro-
duce a lightweight projectile capable of withstanding high
accelerations for both endoatmospheric and exoatmospheric
applications.
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(113) Interceptor Guidance - The ability of a projec-
tile and its platform or interceptor to perform midcourse
and terminal homing.

(114) Large Laser Optics - Optics including light-
weight, high reflectivity 10-15 meter diameter mirrors ca-
pable of handling high flux loading from ground based or
space based lasers.
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4 Appendix B: Corniled 1@TchnoloY Issue Survey R2onseaq

C = Cost S = Schedule R = Risk

Technology Option A Option B Option C
Issue by

Discipline C S R C S R C S R

*Envionmnent

16 Ionospheric 1 1 2 1 1 2 1 1 2
Propagation
Effects

34 Hardened 2 2 4 2 2 4 2 2 4
RAMS

Information Processing9

36 Signal 2.5 2 3 2.5 2 3.5 2.5 2 3.5
Processing

37 Software/ 3 1 4 3 2 4 3 2 4
Algorithms

Manufacturing

43 Electronics 2 1 3 2.5 2 3.5 2.5 2 3.5
Product ion

44 Flexible 2 1 3 2 2 3 2 2 3
Automat ion

Radar

76 L-band T/R 1.9 1.1 2.4 2.3 1.9 3.1 2.3 2 3.4

77 Low 2.5 1.5 3 2.7 1.8 3.3 2.8 2.3 3.8
Sidelobe
Antenna
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Option A Option B Option C

C S R C S R C S R

78 Main Bean 1.8 1.5 3 1.7 1.7 3.3 2 3 4
Clutter
Cancellation

79 Radar 1 1 1 1 1 1 1 1 1
Cross
Section

80 S-band T/R 2.3 1.3 2.3 2.5 1.5 3 3 2 3
Modules

81 Sidelob. 2.2 1.8 3.6 2.4 2 4 2.6 2.2 4.2
4 Cancellation

/Adaptive
Nulling

82 Target 1.3 1.3 2 1.3 1.3 2 1.3 1.3 2
Classifi-
cation/ID

Structures&

85 Deployable 2.2 1 2.2 2.4 1.6 3 2.6 2.2 3.8
/Erectable

.4 Structures

A S5urvi vabjlitZ

92 Nuclear 1 1 2 1 1 2 1 1 2
Effects

93 Particle 1 1 2 1 1 2 1 1 2
Beam

94 Laser 1.5 2 3 2 2 3.5 2 2 3.5

95 Large Space 1.5 1 2.5 2.5 1.5 3 3 1.5 3.5
Structures
Test
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Option A Option B Option C

C S R C S R C S R

Thermal Conkrol

105 Surviva- 2 3 4 3 3 5 3 3 5
bility
Methods

Totals 34.7 27.0 52.0 38.8 32.3 58.2 40.6 35.5 61.2

Mean Value 1.83 1.39 2.74 2.04 1.70 3.03 2.14 1.87 3.22

Stand Dev. .584 .546 .809 .685 .504 .939 .748 .605 .999

The performance results in the following table reflect
equal weightings for coverage, capacity, quality, timeli-
ness, availability, and survivability. The entries for
a respondent represents the sum of these factors for each
concept option.

Table XII: Performance Results

Respondent Option A Option B Option C

1 15 18 17

2 18 17 20

3 18 18 18

4 20 19 16

5 13 16 19

6 18 17 18

7 15 18 21

8 16 20 21

Performance totals
of all respondents
for each Option: 133 143 150
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Appendix C: Comparison Matrices for ConceRt pti ons

The following matrices display the pairwise compari-
sons of concept options based on intermediate level cri-
teria from the decision hierarchy. The governing element
appears underlined at the upper left side of each matrix.
The contextual relationship asks: how do two alternatives

- compare on the basis of satisfying the requirement imposed
by the governing element?

Performance Priority
A B C Vector

A 1 1/5 1/7 .0691 C.I. = 0.06

B 5 1 1/4 .2437 Max - 3.12

C 7 4 1 .6870 C.R. = 0.10

Cost Priority
A B C Vector

A 1 4 5 .6833 C.I. = 0.01

B 1/4 1 2 .1998 Xmax = 3.02

C 1/5 1/2 1 .1168 C.R. = 0.02

Schedule Priority
A B C Vector

A 1 3 5 .6369 C.I. = 0.01

B 1/3 1 3 .2582 Xmax = 3.03

C 1/5 1/3 1 .1047 C.R. = 0.03

Ripi Priority
A B C Vector

A 1 5 7 .7306 C.I. = 0.03

B 1/5 1 3 .1883 Max = 3.06

C 1/7 1/3 1 .0809 C.R. = 0.05
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Appendix D: Vae Assessment Survey

To AIAA SBR Systems Panel Participants

Dear

I would like to request your assistance in completing the
-- attached value assessment survey. This survey supports a

thesis effort within the Operational Sciences Department of
the Air Force Institute of Technology. The thesis effort
complements work sponsored by the Air Force Space Technol-
ogy Center.

Your experience with technology development makes your
input especially relevant. The insight that you provide
will be an important contribution in judging the relative
worth of different space systems.

Please take a few minutes to read the instructions and
complete the survey. Should you have any problems in com-
pleting the survey, I am available to answer questions and
can be contacted at the phone number listed below.

Thank you.

John E. Puffenbarger, Capt, USAF
Graduate Student for Space Operations, AFIT

Local Phone Number
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Value Assessment Survey

This survey attempts to solicit the values you place
on four criteria. These criteria reflect four major con-
cerns that a decision maker typically takes into account in
selecting a particular space system. Performance, cost,
schedule, and risk comprise the four that you are asked to
consider.

Your role is to act as a senior decision maker. You
must decide on the relative importance of achieving the
best system performance, minimizing the overall system
cost, meeting a demanding time schedule for operational
capability, and producing a system of low technological
risk.

The relative values that you assign will be used as an
input to a methodology for assessing trade-offs in space
systems. This methodology uses a decision technique called
the analytic hierarchy process (AHP) as the mechanism to
evaluate alternative systems.

The analytic hierarchy process works through pairwise
comparisons. For this reason, the list of criteria are
paired to provide the structure for your evaluation. The
scale provided in Table 1 specifies the range of values you
may use in making your ratings.

To assist you in your effort, Table 2 decomposes per-
formance, cost, schedule, and risk into elements that may
influence the degree of importance you attribute to each.
These elements help define each of the four criteria.

Another equally important product of this survey is an
expanded definition of the four criteria. Space is pro-
vided in Table 2 for you to add elements which you feel
influenced your rating of specific criteria. These addi-
tions should be elements that you believe must be taken
into account when judging the worth of a space system. By
providing your input, you are expanding the data base used
in characterizing the nature of a space system for the
decision maker.

The example on the next page provides guidance con-
cerning how to make comparisons. This should help clarify
the process. The survey questions, complete with Tables 1
and 2, follow the example. Thank you for your time and
effort in completing this survey.
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Example: Comparing Performance to Cost

How important is performance compared to cost in se-
lecting a space system to meet mission objectives?

Based on the scale from Table 1 shown on the next page,
this rater felt that performance was of strong impor-
tance compared to cost. The rater then circled performance
and entered the value of 5 in the corresponding space to
indicate this intensity of importance.

This rater also felt that maintainability was an im-
portant consideration for judging performance in the com-
parison. Since maintainability was not originally listed
as a performance element in Table 2, the rater then entered
maintainability as a write-in element in the abbreviated
version of Table 2 shown below.

Criteria Inltgnalty 9f~motac

1. (Performance) vs Cost " 5

Performance

Survivability
Coverage
Quality
Capacity
Reliability
Timeliness
Availability

~"'Maintainability"

Begin the survey on the next page.
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For each of the following pairs of criteria, which is more
important and by what degree? Circle the more important of
the two factors listed in the criteria column. Place a
value for the degree of that importance in the space pro-vided in the intensity column. Base your ratings on the

scale from Table 1.

Criteria Intensity of I portance

1. Performance vs Cost

2. Performance vs Schedule

3. Performance vs Risk

4. Cost ve Schedule

5. Cost ve Risk

6. Risk vs Schedule

Table 1: AHP Comparison Scale

Intensity of Definition Explanation
Importance

1 Equal importance Two criteria contribute
equally to the objective.

3 Weak importance of Experience and judgment
one over another slightly favor one cri-

terion over the other.

5 Essential or Experience and judgment
strong importance strongly favor one cri-

terion over another.

7 Very strong or A criterion is favored
demonstrated very strongly over an-
performance other: its dominance dem-

onstrated in practice.

9 Absolute importance The evidence favoring one
criterion over another is
of the highest possible
order of affirmation.

2,4,6,8 Intermediate values When compromise is
needed.
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Table 2: Criteria Considerations

Performance Cost

Survivability R and D
Coverage Replacement
Quality Deployment
Capacity Resupply
Reliability
Timeliness
Availability

A.

Schedule Risk

Earliest completion Number of high risk
date tech issues

Earliest production Number of proven
date technologies

Potential schedule Number of technol-
variability ogies common to

other concepts
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Appendix E: Value Assessment Survey Be2nses

This appendix provides the survey responses of the one
participant from the systems panel with the best consisten-
cy index. These values are used as the basis for weighting
the intermediate criteria in the decision hierarchy.

Criteria Intensity of Importance

1. Performance vs Cost 3

2. Performance va Schedule 3

3. Performance vs Risk 1

4. Cost vs Schedule

5. Cost vs Risk 1

6. Risk vs Schedule 4

AHP COMPARISON SCALE

Intensity of Definition Explanation
Importance

I Equal importance Two criteria contribute
equally to the objective.

3 Weak importance of Experience and judgment
one over another slightly favor one cri-

terion over the other.

5 Essential or Experience and judgment
strong importance strongly favor one cri-

terion over another.

7 Very strong or A criterion is favored
demonstrated very strongly over an-
performance other; its dominance dem-

onstrated in practice.

9 Absolute importance The evidence favoring one
criterion over another is
of the highest possible
order of affirmation.

2,4,6,8 Intermediate values When compromise is
needed.
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The matrix format below expresses the pairwise com-
parisons using the value assessment survey results from the
previous page. This mathematical depiction is conducive to
the matrix calculations required by AHP. The outcome is a
priority vector for the intermediate criteria level of the
decision hierarchy.

The contextual relationship that governs these compar-
isons asks: how do two criteria compare on the basis of
their contribution toward satisfying the objective of ob-
taining a space-based radar system. Implicit in these com-
parisons is the desire for the best performance, within the
shortest scheduled timeframe, at the lowest cost, and with
minimal risk. The overall objective serves as the govern-
ing element in these comparisons.

Key: P = Good Performance

S = Schedule with Early IOC

C = Low Cost

R = Low Risk

Objective Priority
P C S R Vector

P 1 3 3 1 .3879 C.I. = 0.06

C 1/3 1 4 1 .2344 )max = 4.20

S 1/3 1/4 1 1/4 .0816 C.R. = 0.07

R 1 1 4 1 .2959
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Appendix F: AHP BASIC Program

The following BASIC computer program is adapted from

Saaty for use in this methodology (30:252). It performs

the function of AHP on the levels of the decision hierar-

chy demonstrated in the space-based radar example. Entry

values and intermediate results with their associated pri-

ority vectors appear in Appendix C and Appendix E.

1000 REM ANALYTIC HIERARCHY PROCESSES: PRIORITY HIERARCHY
PROGRAM

1010 DIM A(99),B(30,30),N(99),Y(99),R(20),C(30,30),W(99),
W2(99),C7(99),Z(99)

1020 FOR I=l TO 15
1030 READ R(I)
1040 NEXT
1050 DATA 00.0,0.0,0.58,0.9,1.12,1.24,1.32,1.41,1.45
1060 DATA 1.49.1.51.1.48,1.56,1.57,1.59
1070 REM 2ND LEVEL

1080 L=2
1090 PRINT -ENTER THE NUMBER OF FACTORS IN SECOND HIERARCHY

LEVEL: "
1100 INPUT N1
1110 PRINT "THE HIERARCHY HAS - N1 FACTORS IN LEVEL 2."
1120 PRINT "IS THIS CORRECT? IF YES TYPE 0, ELSE TYPE 9."
1130 INPUT Y9

1140 IF Y9>5 GOTO 1100
1150 Sl=Ni

1160 GOSUB 2140
1170 FOR I=1 TO 60: A(I)=W(I): NEXT I
1180 REM T9 = TOTAL RANDOM CONSISTENCY FOR THIS HIERARCHY.
1190 REM T3 = TOTAL CONSISTENCY FOR THIS HIERARCHY.
1200 REM R() = RANDOM CONSISTENCY TABLE.
1210 L=L I
1220 FOR I=1 TO 20: FOR J=l TO 20: B(I,J)=O
1230 NEXT J: NEXT I
1240 PRINT: PRINT "HIT ANY KEY TO CONTINUE. ;

1250 INPUT G75
1260 PRINT: PRINT "ENTER THE NUMBER OF FACTORS IN LEVEL L
1270 PRINT: PRINT "IF YOU WANT TO STOP HERE, TYPE A 0. ;

1280 INPUT N2
1290 PRINT: PRINT N2 ? ";

1300 PRINT: PRINT "IF WRONG TYPE A 9, ELSE TYPE 0. ":

F-i



1310 INPUT Y9
1320 IF Y9 > 5 GOTO 1280
1330 IF N2 < 1 GOTO 2110
1340 REM
1350 FOR N6=1 TO NI
1360 PRINT: PRINT "HIT ANY KEY TO CONTINUE. ";
1370 INPUT G65: PRINT
1380 PRINT -ENTER # OF FACTORS IN LEVEL -L" RELATED TO

ELEMENT "N6.. *;
1390 PRINT "OF LEVEL "L-1".";
1400 INPUT N3
1410 PRINT "THIS PROGRAM IDENTIFIES THE ELEMENTS IN LEVEL

"L
1420 PRINT "BY NUMBERING THEM FROM LEFT TO RIGHT."
1430 PRINT "ENTER THE NUMBER OF EACH ELEMENT IN LEVEL "L

1440 PRINT "RELATED TO ELEMENT "N6" OF LEVEL " L-1"."
1450 PRINT
1460 FOR I=1 TO 60: N(I)=O: NEXT I
1470 FOR I=l TO N3: INPUT; N(I): NEXT I: PRINT

1480 FOR X=I TO N3
1490 PRINT N(X)
1500 NEXT X
1510 PRINT
1520 PRINT "IF WRONG TYPE A 9, ELSE TYPE A 0. ":
1530 INPUT Y9

1540 IF Y9>5 THEN 1470

1550 IF N3>1 GOTO 1590
1560 REM ONLY ONE ELEMENT RELATED
1570 B(N(1),N6)=1

1580 GOTO 1700
1590 S1=N3
1600 GOSUB 2140

1610 FOR I = 1 TO 60: Y(I) = W(I)
1620 NEXT I
1630 T3 = T3 + A(N6)*C8

1640 T9 = T9 + A(N6)*R(N3)
1650 PRINT T3,T9
1660 REM ONLY RELATED ELEMENTS HAVE WEIGHTED VALUES
1670 FOR I = 1 TO N3
1680 B(N(I),N6) = Y(I)

1690 NEXT I
1700 NEXT N6
1710 PRINT: PRINT "HIT ANY KEY TO CONTINUE. ":

1720 INPUT G6$: PRINT
1730 PRINT "*** LEVEL "L" WITH RESPECT TO LEVEL "L-1".

1740 PRINT
1750 PRINT "WEIGHT: ": PRINT

1760 PRINT .
1770 FOR X = 1 TO Ni
1780 PRINT USING "##.####"; INT(10000*A(X))/10000;

1790 NEXT X
1800 PRINT: PRINT
1810 FOR 1= 1 TO N2

F-2



1820 PRINT I .
1830 FOR J = 1 TO Ni
1840 PRINT USING "##.####";INT(10000B(I,J))/1000;
1850 NEXT J
1860 PRINT
1870 NEXT I
1880 REM COMPOSITE
1890 FOR I = 1 TO N1
1900 FOR J = 1 TO N2
1910 B(J,I) = B(J.I) * A(I)
1920 NEXT J
1930 NEXT I
1940 FOR I = 1 TO N2
1950 59 = 0
1960 FOR J = 1 TO Ni
1970 S9 = S9 + B(I,J)
1980 NEXT J
1990 A(I) = S9
2000 NEXT I
2019 PRINT
2020 PRINT ".*- COMPOSITE PRIORITIES FOR LEVEL "L" -rn"
2030 PRINT
2040 FOR X = 1 TO N2
2050 PRINT X;
2060 PRINT USING "###.####";INT(A(X)*IO000)/10000
2070 NEXT X
2080 Nl = N2
2090 GOTO 1210
2100 REM CONSISTENCY OF HIERARCHY
2110 PRINT
2120 PRINT "THE CONSISTENCY OF THIS HIERARCHY =

INT(100*T3/T9)/100
2130 GOTO 3120
2140 PRINT: PRINT "ENTER THE UPPER TRIANGULAR PART OF THE

MATRIX."
2150 PRINT "DO NOT ENTER THE ELEMENTS ALONG THE MAIN

DIAGONAL."
2160 PRINT "AFTER EACH QUESTION MARK, ENTER ONE ELEMENT OF

THE ROW."
2170 PRINT "ELEMENTS LIKE 1/3 SHOULD BE ENTERED AS -3."
2180 PRINT
2190 FOR I = 1 TO 51 - 1
2200 PRINT
2210 PRINT "ROW "I":"
2200 FOR J = I + 1 TO Sl
2230 INPUT;C(I,J)
2240 NEXT J
2250 PRINT
2260 FOR J = I11 TO 51
2270 PRINT C(I,J);
2280 PRINT
2290 NEXT J
2300 PRINT
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2310 PRINT "IF WRONG TYPE A 9 ELSE TYPE A 0. "';
2320 INPUT Y9
2330 IF Y9 > 5 GOTO 2210
2340 FOR J = I + 1 TC 51
2350 IF C(IJ) > = 0 GOTO 2370
2360 C(IJ) = -(1/C(I,J))
2370 C(J,I) = 1/C(I,J)
2380 NEXT J
2390 NEXT I
2400 FOR I = 1 TO Sl
2410 C(I,I) = 1
2420 NEXT I
2430 REM FIND INITIAL WEIGHT
2440 T4 = 0
2450 FOR I = 1 TO Si
2460 5 = 0
2470 FOR J = 1 TO $1
2480 S = S + C(I,J)
2490 NEXT J
2500 W2(I) = S
2510 T4 = T4 + S
2520 NEXT I
2530 FOR I = 1 TO S
2540 W2(I) = W2(I)/ T4
2550 NEXT I
2560 REM
2570 K = 0
2580 T4 = 0
2590 K = K + 1
2600 FOR I = 1 TO S
2610 S = 0
2620 FOR J = 1 TO Sl
2630 S = S + C(I,J) * W2(J)
2640 NEXT J
2650 W(I) = S
2660 T4 = T4 + S
2670 NEXT I
2680 D = 0
2690 FOR I = 1 TO Si- 2700 W(I) = W(I) / T4
2710 D = D + ABS(W(I) - W2(I))
2720 NEXT I

* 2730 IF K > 10000 GOTO 2770
2740 IF K < .0001 GOTO 2770
2750 FOR I = 1 TO 60:W2(I) = W(I): NEXT I
2760 GOTO 2580
2770 PRINT

• 2780 PRINT -LEVEL -;L;" ELEMENT "N6: PRINT
2790 PRINT "INPUT MATRIX": PRINT
2800 FOR I + 1 TO 51
2810 C(II) = 1
2820 FOR J = 1 TO $1
2830 PRINT USING "###.####";INT(C(I,J)1000)/I000;
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2840 NEXT J
2850 PRINT
2860 NEXT I
2870 REM
2880 FOR I= 1 TO 51
2890 5 = 0
2900 FOR J = 1 TO Si
2910 S = S + C(I,J) * W(J)
2920 NEXT J
2930 C7(I) = S
2940 NEXT I
2950 S = 0
2960 FOR I= 1 TO 51
2970 S = 5 C7(I) / W(I)
2980 NEXT I
2990 Y5 = S/1i
3000 C8 = (Y5 - 51) / (51 -1)
3010 PRINT: PRINT"WEIGHTS"
3020 PRINT
3030 FOR I= i TO S
3040 PRINT USING '###.####";INT(W(I) * 10000) / 10000
3050 NEXT I
3060 PRINT

4 3070 PRINT "LAMBDA(NAX) = INT(Y5*100)/100

3080 PRINT
3090 PRINT "C.I. INT(CS*IO0)/IO0
3100 PRINT
3110 RETURN
3120 END
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