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ABSTRACT

~
S~

> This thesis contains a functional examination of the
cognitive processing which occurs between the acquisition of
representations and the execution of responses. Three separate
types of processing are proposed: explicit self-instruction,
general non-verbal concentration and automatic parameter
specification by extant knowledge structures. "Save the Whale", a
specially developed, arcade type computer game was used to gather
information relevant to this conceptual model. The game involved
twvo substantively different but peripherally similar tasks. One
task was simple but uncertain and the other was complex but
certain. The validity of subjects’ post-game verbal accounts of
appropriate strategies for the two tasks differed considerably.
Subjects’ espoused strategies for the simple task were completely
consistent with their actual performance. In contrast, their
espoused strategies for the complex task were clearly incompatible
with their behaviour during the game. Additionally, subjects
unanimously nominated the complex task as being the more

difficult™ o

The central findings of this thesis concern the differential
influence of several exogenous factors on the performance of the
tvo game tasks. Both tasks showed strong positive effects from
priority instructions and practice. However, verbal side tasks
vhich interfered markedly with the uncertain task had a slightly
facilitatory effect on the complex task. Paced, randomly generated
articulation, a side task requiring general processing resources,
caused almost identical interference with the two tasks initially.
However, after 30 minutes, significant interference with the
uncertain task continued but had completely disappeared from the
complex task. A side task requiring only frequent verbal responses
did not interfere with either task.

The implications of these findings are discussed both in
terms of alternative conceptualizations of the human information
processing system and the structure of knowledge. The particular
type of intermediate cognitive processing appears to depend
critically on 1) the type of task, 2) the amount of practice and 3)
the type of concurrent task. It is also argued that implicit and
explicit knowledge are represented better by somewhat independent
data bases than by seperate retrieval systems operating on a common
data base.
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EXTENDED ABSTRACT

Intermediate cognitive processes are the conceptual functions

lying Dbetwveen the acquisition of representations and the execution

of responses. The distinction betveen knowledge (the stored

symbolic representations of external relation-structures) and ;gi
attentional resources (the agnostic cognitive mechanisms which ;23

actively transform representations) is an initial cleavage within i
intermediate processes. Both knowledge and resources can be %;f
divided further. The difference betveen the knovledge implied by *
regularities in performance (i.e., implicit knowledge) and that Eﬁ;
vhich can be reported verbally (i.e., explicit knowledge) is of Z;ﬁi
fundamental importance. Similarly, attentional resources can be E;E'
usefully segregated into two types: those which operate on only Eil
verbal material (i.e., the articulatory loop) and those vwhich can i:f
process many different types of information (i.e., the central %:é
executive). . .3%
The human information processing system can be wunderstood ;;;
best in its natural context: the motivated performance of ;ia
substantive tasks. At least a tacit understanding of task demands ?é;
is an important prerequisite to the empirical study of performance. s
Tasks can be represented as sets of parameters; performance of a :;2
task necessarily involves the specification of each of the task’s 5;;
parameters. A task’s complexity is reflected by the number of 7l
parameters it contains and its uncertainty by the average rate at EE;:
vhich the parameters must be specified or respecified. Increases EEi

in either complexity or uncertainty generate additional processing L
demands. Regardless of the type of demand, parameter specification ;E-
)

N
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NN
is the conceptually unique function of intermediate cognitive %.§
processes. The model developed in Chapter One of this thesis ;;:
suggests three distinct sources of parameter specification: 1) Egs
direct verbal mediation by attentional resources (i.e., explicit *;?
self-instruction), 2) active non-verbal attentional mediation rj{
(i.e., concentration) and 3) passive, relatively automatic ;3
specification by implicit knowledge (i.e., intuition). é&i

Chapter Two describes the derivation of a somewvhat novel 2]
psychological instrument. "Save the Whale"”, an arcade-type tg:
computer game, vas developed specifically for these experiments. igf
During the game, subjects used a computer keyboard to control the :;;-
movements of a blue whale. Within the borders of the video screen, ;&ii
the wvhale moved one space either horizontally or vertically every Sg;
700 msec. Subjects could score points in two ways: 1) by eating :it
plankton or 2) by forcing eskimos in kayaks to crash into icebergs. é;?
If the eskimos did not crash, they reached the whale and harpooned %E
it; points were lost for this unhappy consequence. Plankton-eating ::il
vas designed to be a simple but uncertain task. In contrast, ooy
kayak-crashing was a complex but certain task. The relative ii;
importance of these two tasks was stipulated by priority fi?
instructions before each trial and the assignment of different R

points to each event. Each trial lasted about two and a half

R

minutes or 218 computer "cycles".

A four-choice reaction task and training activity were used
to familiarize subjects with the keyboard controls and also
provided one measure of individual differences. The experiments NS
involved between 15 and 27 game trials. Each subject completed an

equal number of the three priority conditions (i.e., plankton, N




equal and kayak) in a fixed rotation. Incidental-learning

questions, subjective ratings of the priority conditions, espoused
strategies and an embedded figures test provided other individual
difference measures.

Using computer games allows one to measure many aspects of
performance objectively and unobtrusively. Chapter Three discusses
issues relating to measurement and analysis. A rational hierarchy
vas employed to structure collateral measures of intention, action
and motor output system activity in relation to the two task
criteria. The exploratory nature of the research, the multiplicity
of measures and predominance of interval-scaled data all indicated
the use of multiple regression analysis. Three separate, but
convergent statistical examinations of the data were chosen. A
modified path-analytic procedure was used to identify objective
structure relations underlying game performance. Separate simple
regression analyses oi subjects’ performance averages were
accomplished to show the influence of individual differences on
between-subjects variance. Performance measures were then
standardized by-subject and examined by specially-adapted
regression procedures for repeated measures designs.

Chapters Four through Eight describe five separate
experiments. Experiments One and Two were elaborate pilot studies.
The paucity of a relevant literature left many preliminary but
necessary questions unanswvered. The game, supportive experimental
procedures and appropriate data analyses were all developed during
these initial experiments. The three subsequent experiments dealt
vith more substantive issues. Experiment Three incorporated a

verbal side task involving the subvocal rehearsal and report of
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letter strings to generate patterns of interference in the two game ;::
tasks. In Experiment Four, side tasks involving either fixed or o
randomly-generated sequences of paced verbal responses vere agg
employed. The final experiment involved the direct manipulation of 2:&
cognitive resources and an unpaced, fixed-sequence articulatory o
side task. Each experiment will be discussed briefly. ;EE
Experiments One and Two provided a foundation for subsequent ;Zi
studies. Determining the appropriate operational value for each i_’
game component was crucial. The control and display lit
characteristics of the whale; the number, size and position of EE:
iceberg clusters; the plankton’s starting position and "randomness" ij:
of its path; and the number and regularity of appearance of the :ig
kayaks as vell as general questions concerning the game’s pace and Ei
duration wvere all important. The best indication that appropriate .
values for these parameters had been found vas the coherence of the ;&?
empirical results. :Eg
By the end of Experiment Two, all three analyses were R
yielding relatively cogent and compatible results. The ff?{
hierarchical structure of collateral performance measures was -i:‘
established and replicated. Rationally-specified paths accounted ;ii
for nearly 60 percent of the variance in the kayak criterion and 85
percent of the variance in the plankton criterion. Individual
differences in reaction time and incidental learning accounted for
over 50 percent of the between-subjects variance. Although BN
specific measures of performance could not be attributed to the ;zf
influence of separate individual differences, it was clear that Eéz
quicker and brighter subjects performed better on both tasks. o8
Analysis of the wvithin-subjects variance also yielded coherent e
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results. Measures of intention most strongly reflected the effect
of priority instructions. Both priority and practice positively
affected the respective action system indicants for the two tasks.
The main effect of practice was most apparent in the motor output
measure and the criteria showed both main effects and significant
interactions between practice and priority.

Subsequent experiments focussed on the analyses of factors
affecting within-subjects variance. Analyses of the underlying
task structure and the influences of individual differences were
also accomplished but largely corroborated the relationships found
in the two initial experiments. The selection of "student or
equivalent"” subjects, greater amounts of practice and the
introduction of verbal side tasks actually enhanced the explanatory
pover of both analyses. The hierarchic model consistently
explained about 65 percent of the overall variance in the
performance of the kayak task and 90 percent of the variance in the
plankton task. Individual differences in speed and incidental
learning accounted for about two-thirds of the observed variance in
subjects’ game performance averages.

Chapter Six discusses the first attempt to gather data
relevant to the proposed information processing model. The game
was combined with an auditory-verbal side task involving memory
loads of zero, three or five heterophonic consonants. After
independently practising the game, ten male and ten female subjects
performed each of the nine possible memory load and game priority
combinations twice in a counterbalanced design. Increased memory

load impaired performance of the uncertain plankton task. 1In

contrast, performance of the complex kayak task actually improved

AR AT A




as memory load increased.

Analysis of post-task questionnaires revealed that there was
a marked difference in the average accuracy of subjects’ accounts
of the two tasks. For the simple task, strategies were entirely
consistent with performance. Hovever, for the complex task,
subjects’ espoused strategies were generally unrelated (and in some
instances contrary to) the rules reflected by the regularities in
their performance. Subjects’ ratings of the game tasks along the
dimensions of difficulty, complexity and uncertainty were also
collected. Subjects unanimously rated the kayak task as being more
difficult than the plankton task. These results suggest the
utility of intermediate verbal processing critically depends on the
validity of the explicit rules being processed and not necessarily
a task’s rated difficulty.

The purpose of Experiment Four was to generally replicate the
differential interference patterns created by concurrent verbal
side tasks but also to gather further data. Two superficially
similar but substantively different verbal side tasks were
developed. Both involved the articulation of either numbers or
directional words in time to a mechanical metronome at a pace of
one response every 1.5 seconds. Subjects responded in either a
"fixed" sequence or in a consciously generated "random" order. The
latter condition was assumed to place heavy demands on general
processing resources as well as intermediate verbal mechanisms.
After first practising the game alone for 30 minutes, 12 male and
12 female subjects performed all possible combinations of game
priorities and verbal side tasks. Fixed-sequence articulatory

suppression impaired performance of the simple but uncertain




plankton task but had no effect on the complex kayak task.
Howvever, the requirement to produce responses in a random order
initially caused decrements in both game tasks. After thirty
minutes, randomization continued to significantly impair

performance of the plankton task but had no effect on the kayak

5t AR G VR BN RS s N T ST T

task. The semantic relevance of the material to be articulated

y 7 ¥
a A

(numbers or directions) had almost no effect on the performance of

5’1 .

either task.

These consistent but somewvhat counter-intuitive findings
might have been mere artifacts of the different response demands of
the tvo game tasks. Alternatively, they might have reflected
subjects’ mis-allocation of processing resources rather than the
effectiveness of the resources. The first argument is that the
plankton task typically involved more motor responses (i.e.,
changes of the whale’s directiun of travel) and thus interference
vas caused by response competition rather than interference with
intermediate processing. The second argument suggests that because
subjects believed the kayak task was more difficult, they increased
their efforts wvhen it wvas combined with the various verbal side
tasks. From this view, the lack of interference reflects resource
elasticity and the effectiveness of subjects’ extra efforts. In
contrast, because subjects under-rated the difficulty of the
plankton task, they were "caught with their resources down" and
performance suffered as a consequence of the additional processing
loads.

Chapter Eight presents evidence to rebut both alternative
interpretations. Unpaced, fixed-sequence articulatory suppression

wvas used to examine the amount of interference caused by concurrent




peripheral motor activity. Although unpaced, the verbal response
rate in this condition was about four times greater than in the
previous experiment. To address the issue of intentional
mediation, a covert manipulation of resource availability was
required. Time, the universal processing resource, vas
surreptitiously varied by plus or minus 45 msec intervals between
game trials. The espoused strategies worksheet and priority rating
scales were also administered to replicate the earlier findings.

The results were as follows: 1) unpaced articulatory
supppression had nearly no effect on either criteria 2) the effects
of time were compatible with the results of the experiments
involving verbal side tasks (i.e., more time facilitated
performance of the plankton task but not the kayak task) and 3)
subject’s espoused strategies and subjective evaluations of the
prioritiy conditions were nearly identical to those gathered
previously. These findings suggested peripheral motor interference
vas not a sufficient explanation for the interference observed in
earlier experiments and that the differential availability of
resources, independent of subjects’ awareness and thus intentional
allocation strategies, was sufficient to induce differential
interference in the two game tasks.

Chapter Nine contains a summary of results as well as their
synthesis with the initial information processing model.
Meta-analyses were accomplished from each of the three
perspectives. The similarity of the relationships underlying the
games used in the separate experiments was striking, particulary
vhen one takes into account the different subjects and

substantively different side tasks as well as numerous minor
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modifications to the game itself. Analyses of betveen-subjects
variance largely supported the initial findings: Subjects who were
quicker or brighter did better. The meta-analysis of the
vithin-subjects variance was particularly interesting. Criteria
for the tvo tasks shoved very different patterns of interference.

Plankton performance was influenced strongly by priority
instructions and most improved by shifts from moderate to high
levels of priority. Although practice had a positive effect, this
vas generally mediated by priority. All substantive side tasks
(i.e., those assumed to require intermediate cognitive processing)
caused significant interference. None of the four conditions which
interfered with plankton performance was significantly ameliorated
by practice.

Performance of the kayak task was also influenced by priority
but greater benefits accompanied shifts from lov to moderate levels
than shifts to high priority. Practice had almost the same
relative effect on performance of the kayak task as on the plankton
task, but was less moderated by priority instructions. Only one of
the four verbal side tasks interfered significantly with the kayak
task but this effect was obliterated by 30 minutes’ practice. The
effects of the lesser verbal side tasks were generally not
significant, but under conditions of low practice and high priority
appeared to be facilatatory rather than inhibitory.

In terms of the original model, these results suggest: 1)
intermediate verbal processing facilitates performance of the
plankton task but, at best, is irrelevant to performance of the

kayak task; 2) initially, |@general attentional processing

contributes to both tasks equally and 3) with practice, performance
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of the kayak task appeares to depend largely on the
relatively-automatic processing provided by implicit knovledge.
These results are particularly interesting when the greater
complexity and rated difficulty of the kayak task are considered.

Chapter Ten presents the conclusions drawvn from these results
and discusses the implications in terms of alternative
conceptualizations of the human information processing system and
the structure of knovledge. It is argued that for simple,
uncertain tasks, human information processors behave as single
channel, fixed-capacity systems. Their performance of complex but
certain tasks, hovwever, requires supplementary explanations. Both
the amount of practice and the nature of concurrent processing
demands are important determinants of interference with complex
task. These results also suggest that implicit and explicit
knovledge are, at least to some extent, independent of one another.
Areas for further study include: isolating the separate effects of
complexity and uncertainty and investigating the application of
this approach to questions concerning education and training,
personnel selection and task group processes.

The research reported in this thesis reflects an effort to
strike the appropriate balance between internal and external
validity. Subjects were enthusiastically involved in the

performance of the game tasks and most of them enjoyed

participating in the experiments. From some perspectives, this

necessarily banishes these results from the realm of true

psychology. Hopefully, these views are changing.
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A FUNCTIONAL EXAMINATION OF INTERMEDIATE COGNITIVE PROCESSES

CHAPTER ONE

INTRODUCTION

1:1 INTRODUCTION

The goals that motivate this research are not unique. Within
the limited context selected, they’re the same goals that have
motivated much of the research (and controversy) in psychology over
the past century. Simply put, this thesis is an attempt to explain
human behaviour in a single, moderately-constrained task
environment (viz., a computer game).

Even vithin such a narrov context, explaining behaviour is no
mean task. The adequacy of explanation rests on the efficacy of
many preliminary functions such as measuring, desecribing,
predicting, controlling and modifying. Measurements must be
reliable and objective to be combined effectively to provide valid
and sufficient descriptions. Predictive success depends on
accurate measurement and adequate description. When the ability to
change significantly independent variables is added, to the ability
to predict outcomes, modification of performance is possible. But
all of these activities together fall short of the final goal of
psychology: to provide an explanation. In addition to providing
adequate descriptions and demonstrating manipulations bring about
predicted results, explanations involve formulating theories that
organize known facts into a parsimonious "whole". When the facts
are not known or incomplete, explanatory theories provide

reasonable guesses (i.e., hypotheses).




Ultimately, scientific inquiry 1is directed toward the
question "Whyi". Science is motivated by a desire to know, to
understand, and to discover the causes of phenomena. This is true
of psychology as well, but its subject matter (the mind and its
behavioural manifestations) distinguishes it from other sciences.
Although most psychologists share a common commitment to science in
general and the scientific method in particular, there is
considerable divergence in both the theoretical approaches and
procedural techniques employed. It is useful, therefore, to
mention several of the individuals and ideas that have influenced
the approach taken in this thesis.

Over forty years ago, Kenneth J.W. Craik (1943) combined the
doctrine of functionalism with the information processing approach

in his classic vork, The Nature of Explanation. Although, Craik’s

functionalism can be traced to William James (1890), he was more
directly influenced by the applied and empirical functionalism of
his mentor at Cambridge, Frederick Bartlett (1932, 1958). The
doctrine of functionalism continues to exert a strong influence on
many current psychological theories and concepts. Craik’s other
major contribution, the information processing approach, has proven
equally important. The structure supplied by Craik’s formulations
has provided a valuable framework as cognitive science has grown
and developed over the last few decades.

Craik’s doctrine of functionalism is essentially illustrated
by the following recently-presented example (Johnson-Laird, 1983).
A computer program that simulates the action of a wave breaking on
the shore differs from a real wave in many respects. It would,

hovever, be inappropriate to criticize it for not being wet. The
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utility of examining processes, even though their underlying
structures are not fully understood, has often been demonstrated.
Just as computer programming may be productively studied without
mastery of machine code and electronics, the study of the mind can
be pursued in at least partial independence of the neurophysiology
of the brain.

The biological structures of the brain are not unimportant,
but their greatest significance lies in the constraints they place
on mental functions. One is likely to glean a great deal more
useful information from examining how a computerized chess game
performs than by immediately tearing it apart and attempting to
analyse the electrical characteristics of its internal components.
The weakness inherent in exclusively "bottom-up” approaches is that
one simply does not know what "questions"™ to ask nor how to
interpret and integrate the "ansvers" one discovers.

In presenting his hypotheses concerning the nature of
thought, Craik (1943) suggests prediction is the pre-eminent goal
of mental function. This goal, in turn, depends on three
subordinate but essential and interdependent functional components:

1) translation of external processes into words,

numbers, and other symbols, 2) arrival at other

symbols by a process of "reasoning" deduction,

inference, etec. and 3) retranslation of these

symbols into external processes or at least, a

recognition of the correspondence between these

symbols and external events. (Craik, 1943, p. 50)

Craik thus provides a prototypical, three-stage,
"functional®”, information processing model. He was not vaguely

hypothesizing about "structures in the head" but neither did he

provide specific constraints on exactly how these processes might

be performed (i.e., sequentially or in parallel or by some
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combination of the tvo). He vas, however, very clear about the
function of these components. These processes are the means by
vhich humans develop internal models which are capable of producing
results similar to, but independent of ongoing external events. By
internalizing the "relation-structure" of the processes manifested
by events, these internal "mental models" enable humans to make
useful albeit imperfect predictions concerning themselves, their
environments and interactions between the two (viz., their own
performance). The fundamental importance of prediction lies in its

recursive enhancement of the component functions which created the

model.

1:2 THIS THESIS

The present thesis may be defined in terms of the foregoing
concepts. It will focus on the second of Craik’s three component
functions - that comprising the processes which lie betveen the
acquisition of internal representations and the initiation of
responses to the information contained in those representations.
Vhile it is intuitively appealing to label these processes "Central
Decision Making", such a label implies several dubious assumptions.
A brief examination of the three seemingly innocuous words which
make up this vernacular millstone illustrate this point.

Because "central®™ is a spatial term it invites confusion
betwveen structural and functional approaches. It is entirely
possible that some temporally or physiologically central processes
are functionally quite peripheral and vice versa. "Central" also
strongly, and perhaps inappropriately, asserts the relative

significance of intervening processes.
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Problems also inhere in the term "decision" and its attendant
characteristics of finality, unity, and completeness. Ongoing and
individually incomplete mini-states seem a more useful metric for
investigating intermediate cognitive processes. The term
"decision" reflects a post-hoc verbal reconstruction of what must
have taken place. Such a reconstruction might be accomplished by
compressing many psychologically significant increments into a
somevhat artificially wunified "whole". (More will be revealed
concerning the curious role of verbalization shortly.)

One can even find fault with the final gerund, "making”.
Intermediate cognitive functions necessarily involve both
excitatory and inhibitory processes. Logically, if a system is to
maintain homeostasis the effects of these two processes must be
approximately equal. "Make" is a term biased in favour of the
former (excitatory or active) processes and against the latter
(inhibitory or passive) ones. This may be characteristic of
intermediate processes, but it would be much more appropriately
established by presenting evidence and argument than by obligquely
asserting its validity by selecting a prejudicial label.

There is yet another problem with the "Central Decision
Making™ 1label. A major obstacle to the scientific study of the
mind vas the problem of the infinite regress presented by the
Scottish philosopher, David Hume in the eighteenth century. Hume
argued that hypothesizing about pictures or anything else in the
head begged the question of who or what would look at, feel, or
experience these representations. The creation of the 1little man
inside the head, known fondly to philosophers as the "homunculus",

suggested an endless series of such homunculi, nested inside each
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others’ heads like Russian egg dolls. This dilemma proved

insurmountable for over a century.

Eventually, an approach adopted by the early structuralists
provided a means of overcoming the infinite regress. Their
solution was to decompose consciousness into separate components.
As the contemporary philosopher, Daniel Dennett (1983) points out,
if one hypothesizes homuncular committees, hierarchically arranged,
with each homunculus knowing more and more about less and less, the
regress is no longer infinite. The bounding condition is the
homunculus wvho "knows" almost everything about practically nothing.
(This is not an altogether inaccurate functional description of the
fundamental physiological building block of the brain: the single
neuron.)

Hovever, in addition to circumventing the infinite regress,
the structuralists injected psychology with difficulties so
virulent, they have resurfaced time and again throughout the last
century. The seemingly innocuous practice of relying on subjects’
verbal reports of experiences has proven extremely problematic.
Although this method is both logically and intuitively appealing
("the fallacy of the horse’s mouth"), it is empirically disastrous.
It is not verbal reports themselves that cause the trouble.
However, the attendant assumption that subjects’ verbalizations
accurately reflect significant cognitive processes transforms a
merely weak procedure into a serious threat to experimental
validity.

As it turns out, the member of the homuncular committee
responsible for verbal reports is not the omniscient, omnipotent

cognitive controller the structuralists assumed. Dennett (1983)




provides a more colourful and accurate description of the
homunculus serving as "director of public relations" (i.e., the one
wvith direct access to verbal mechanisms):

(He is)... the agent in the press office who has
only a limited and often fallacious idea about
vhat’s really going on in the system. He’s the one
wvhose job it is to present a good face to the world,
to issue press releases and generally try and tell
everybody on the outside what is going on. He can be
wvrong, he can be massively misinformed; he can be
massively ignorant. (p. 79)

Over the last century most psychologists have realized the fallacy
of the structuralists’ assumption that everything could be made
accessible to verbal report. Unfortunately, many still assume,
often implicitly, that verbal reports are a fully-contained subset
of cognitive activities. As the early structuralists demonstated,
introspection is an intuitively seductive way of polluting good
psychology with bad philosophy. Craik (1943) was referring to the
fundamental flaw in this approach when he noted:

It (introspection) does not take into account that

in any wvell-made machine, one is ignorant of the

vorking parts... the better they work, the 1less we

are conscious of them... Thus it 1is wunlikely

introspection will reveal those intermediate
processes which are most important. (p. 83)

This thesis contains an examination of functional aspects of
intermediate cognitive processes. The unique function of these
processes is to combine information from internal representations
of current external events with existing knowledge to determine

intended responses.

1:3 A GENERAL APPROACH

Such a broad topic necessarily involves difficulties in the

initial stages of inquiry. However, approaching problems at this




global level has considerable "down-stream"” advantages. There
remains, hovever, the immediate problem of £finding a place to
begin. Podor (1983a, 1983b), for example, noting that the central
system 1is inherently "isotropic" (i.e. referring to the fact that
relevant facts may be drawn from anywhere previously stored thus
implying, ipso facto, "unencapsulation") and "Quinean" (i.e.
referring to the characteristic that the degree of confirmation
assigned to a given proposition is sensitive to the properties of
the system as a whole), argues that peripheral input modules pose
an absolute 1limit to epistemological advances. This is stated
rather presumptuously in "Fodor’s First Law of the Non-Existence of
Cognitive Science": "the more global a cognitive process, the less
anybody understands it." He maintains, somevhat pessimistically,
that central systems are simply beyond the purview of scientific
inquiry.

Jenkins (1974) is in agreement with Fodor concerning the
inadequacy of traditional empirical methods. However, he
attributes this difficulty to the influence of "Associationism," a
blend of the worst aspects of structuralism and behaviourism, which
involves:

a belief in basic units... relations betveen
units... that more complex behaviors are the same
'kind’ as simple ones... that explanation consists
of explication of mechanisms... (and finally)
behavior is automatic... This view is so pervasive
...it is almost <coextensive with being an
experimentalist. (Jenkins, 1974, p. 786)
Jenkins offers as an alternative: the Contextualist Formulation.
Contextualism is one aspect of the broader philosophical position

espoused by John Dewey: Pragmatism (which is, again, related to the

functionalism of William James and Kenneth J.W. Craik).
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Contextualism rests on a different set of assumptions: experience
consists of events; events have a quality (or meaning) as a vhole;
this quality may be defined in terms of interactions betveen the
organism and the immediate physical environment; these relations
are defined as "texture" and are composed of temporal "strands"
lying in situational "contexts."

Contextualism challenges assumptions underlying the
traditional empirical strategies of "simplifying and observing"
espoused in contemporary research texts (e.g., Moore, 1983; Mook,
1982). That which is simplified (e.g., the "simplified fish" in a
classic neurophysiological study conducted by Von Holst were
actually "dead" fish (Gallistel, 1980)) out of empirical necessity
may be transformed in such a way that experimental observations may
no longer provide valid ansvers to the empirical questions which
require the initial simplification. Contextualism maintains that
there is unlikely to be a single unified account of anything; there
are too many contingencies.

Kosslyn (1980) makes a similar point in introducing his
inquiry into mental imagery. Like both Fodor and Jenkins, he
maintains that pure empiricism cannot resolve the problem of
sustaining multiple and sometimes incompatible assumptions. Like
Jenkins and unlike Fodor, Kosslyn seeks an alternative to outright
surrender. He develops a heuristic based on Newell’s (1973)
"bootstrapping technique.” The research strategy adopted for this
thesis incorporates several aspects of these approaches.

Three steps are involved: 1) creating a general conceptual
model capable of integrating existing "phenomena", 2) using this

model to direct the search for additional "system critical"
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information, and 3) using the nev data to gradually "tighten" the
original model. Premature evaluation is a particularly pernicious
threat to the initiation of scientific inquiry. By employing
general criteria such as "elegance" (vhich Nevell (1973) defines as
the state of being "natural, straight-forvard and parsimonious™) to
develop the initial model, reference to purely explicit criteria is
held in abeyance. This is not really too unlike what successful
scientists have been doing all along. As Alan Turing (1950)
suggested:

The popular view that scientists proceed inexorably

from wvell-established fact to well-established fact,

never being influenced by any unproven conjecture is

quite mistaken. Provided it is clear vhich are

proven facts and vhich are conjectures, no harm can

result. Conjectures are of great importance since

they suggest useful lines of inquiry. (p. 57)

After the initial model, a sort of meta-conjecture, is
developed, it serves as a frame for the research process. This
allows the systematic reintroduction of explicit criteria and
traditional empirical techniques without compromising those aspects
of the cognitive process which made it psychologically interesting
in the first place. The meta-model serves a different function
than theoretical models in traditional approaches. Because it
represents a synthesis of existing evidence, its disconfirmation
implies the rejection of this evidence. This type of model is
generally not disproved but replaced by a theory which is either
more parsimonious or is able to account for a broader range of
evidence with 1less elaboration. Within the meta-model, however,

alternative theoretical formulations vie for ascendancy and the

right to incorpsration in the traditional manner (i.e., by trying

to disprove unequivocally one another).
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Before developing the meta-model, one issue deserves special
comment. "Ecological validity® is a phrase that has become
ubiquitous in the current academic 1literature (non-academics
probably have trouble imaging any other kind of validity). It is
unfortunate that a term used so freely and frequently is so rarely
defined objectively. In fact, if one looks closely at the
experimental procedures and designs employed in its name, apart
from the obligatory homage paid to it, the impression that
ecological validity involves only superficial concessions to
extra-academic reality 1is unavoidable. Experimental tasks,
procedures and equipment are often simply "touched up" so they
appear more similar to everyday tasks and thus more "valid.".

Hovever, real ecological validity involves more than face
validity. It involves making a series of difficult choices to
achieve the optimal balance between internal and external validity.
The internal experimental design, measures, and controls must be
sufficient to ensure objective, replicable and statistically
significant answvers to researchers’ questions. On the other hand,
if these internal factors are overly robust, they pose the danger
of metamorphosing the processes being examined thus confounding and
invalidating the results they were employed to protect.

Three specific aspects of the issue of ecological validity
are critical: 1) the semantic and affective contexts within which
experiments take place, 2) the adequacy of description of the
substantive characteristics of the experimental tasks themselves,
and 3) the metrir efficacy of the dependent variables to reflect

important aspects of performance. These issues will be discussed

in greater detail in the next two chapters.
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The first task 1s to develop the meta-model. Because
intermediate cognitive processes are involved in virtually every
aspect of psychology (particularly human experimental psychology)
more than a cursory literature review is not possible. Issues
necessary for the development of the proposed model have been
selected and vill be presented in an admittedly abbreviated manner.
Howvever, by focussing on evidence and argument relevant to certain
key distinctions within the information processing system, the
outlines of a meta-model emerge.

The first type of distinction deals with differentiating
intermediate cognitive processes from other factors which influence
performance. The acquisition of representations (i.e., perception)
and the execution of intentions (i.e., motor processes), are two
extremely important factors which are, at least directly, beyond
the scope of the discussion and experimental work wvhich follows.

It is important to propose distinctions within intermediate
cognitive processes, as well as to differentiate these processes
from "peripheral” activities. The first such distinction concerns
different types or modes of processing. Many contemporary
psychological theorists present findings and propose models which
include two or more separate modes of intermediate information
processing. Although most of these formulations contain
distinctive features which impede easy comparison or direct
translation into common frameworks, there seems to be considerable
overlap. A general distinction between two processing modes
("automatic” and "controlled") which rely on different cognitive

components (i.e., knowledge and attentional mechanisms

respectively) will be presented.
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Vithin each of these general components, other potential
distinctions will be considered. Knovwledge (or alternatively:
"skill") is most heavily involved in ™automatic™ processes and
might be differentiated along a number of dimensions (e.g.,
innate-acquired, declarative-procedural, or implicit-explicit).
Likevise, the attentional mechanisms of "controlled" processing may
be differentiated. Much of the controversy concerning central
versus multiple resource theories has dealt with the nature and
extent to vwhich intermediate processing mechanisms should be
differentiated. Although the resolution of this controversy is
beyond the scope of a mere thesis, several possible distinctions

will be discussed and experimentally investigated.

1:4 DIFFERENTIATING INTERMEDIATE FROM PERIPHERAL PROCESSES

The tradition of decomposing task performance into what are
assumed to be independent and sequential stages is nearly as old as
psychology itself. Donders (1969) assumed the duration of a
processing operation could be measured by comparing the time taken
to complete a task in which the operation was performed with the
time taken to complete a version of the task in which the operation
vas not performed. Donders relied on this "subtractive" method to
suggest three sequential stages similar to those later employed by
Craik (1943), (i.e., representation acquisition, intermediate
transformations, and execution). A modern version of this type of
approach is S. Sternberg’s (1969, 1975) additive-~factor method.
Again the assumption is made that task processing is made up of a
series of stages and that each stage receives an informational

input from the preceding stage, transforms it (independently of the




14

duration of any previous processing), and passes it on to the next
stage. Temporal interactions between experimental manipulations is
taken as evidence that these manipulations are effecting the same
stage, but additivity suggests the manipulations effect different
stages. R. Sternberg (1977, 1985) proposes elaborate procedures
and rigorous analyses (wvhich rely on similar "sequential" and
"independent™ assumptions) to identify the processing stages in
subjects’ solutions to analogy problems.

Despite the apparent utility of conceptualizing and applying
"stage" discriminations, the tendency of this approach to converge
upon its own assumptions is worrying.

This method meets considerable difficulty of

postulating a priori the stages involved in
different tasks, without any guarantee or check
about the validity of the assumptions. In fact the
subtractive method has failed on many occasions...
The building blocks may clearly not behave according
to our intuitions about their nature and
accompanying task efforts... It is easy to construct
a diagram but hard to carry out critical tests.
(Gopher & Sanders, 1984, pp. 234-235)

In fact, the two assumptions (i.e., independence and strict
seriality) on which "stage" methodologies critically depend are
vulnerable to a number of criticisms. The well-established
influence of spatial correspondence between stimuli and responses
(Fitts & Seeger, 1953) suggests dependencies that obtain through
all hypothesized processing stages. Differences at one conceptual
stage affect both preceding and subsequent processes. Similarly,
there is a great deal of evidence to suggest the modality of
stimulus presentation can have effects which endure well beyond the

acquisition of representations (McLeod, 1977; Wickens, Sandry and

Vidulich, 1983).

Asymmetrical interference in dual task performance provides
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several examples. Allport, Antonis & Reynolds (1972) found that
although subjects could type or sight-read and play piano music
with minimal interference while "shadowing"” an auditory message,
combining typing to dictation with vocal reading of visual material
proved to be almost impossible. Likewise, Shaffer (1975) found
that although his subject (a skilled typist) could type
visually-presented text at high speed while simultaneously
shadowving an auditory message or reciting, she encountered great
difficulty in combining auditory typing with shadoving, reading
aloud or reciting.

Along this same 1line, McLeod and Posner (1985) review
considerable evidence and conclude that the mapping between
auditory inputs and verbal outputs is so strong it constitutes a
"priveleged" pathwvay within the information processing system. 1In
presenting his "Theory of Multiple Intelligence”, Gardner (1983)
suggests that several "intelligences" or processing modules have
particularly strong functional as well as neural connections with
specific input and output modalities. The language module is
closely related to the auditory and oral systems, while other
intelligences such as spatial and body-kinesthetic ones are more
closely tied to visual and motor systems.

Evidence disconfirming the assumption of strict seriality of
the three basic processing stages 1is presented by Eriksen and
Shultz (1979) in their argument for a "continuous flow" processing
conceptualization. By showing that visual noise affects both speed
and accuracy in visual search, they suggest information accumulates
gradually in the visual system directly and concurrently priming

alternative responses. In place of a discrete intervening stage,
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Eriksen and Shultz (1979) maintain that decisional activities are
more accurately represented as largely inhibitory moderating
influences on discrete response tendencies.

For a variety of reasons, research based on the assumptions
of sequential and independent stages has wvaned (Hunt’s (1978)
experiments with verbal ability provide a curious exception). Some
authors have abandoned "stages" altogether in favour of completely
(Allport, 1980) or primarily (Gardner, 1983) modular systems.
Others have relied on stages to conceptually partition the
information processing system. For example, Fodor (1983a) relies
on a theoretical distinction between input modules and the "central
system”™ to establish the "absolute"™ limits of science. In
contrast, Wickens (1980) combines encoding and central processing
stages to yield a dichotomous temporal partition of early and late
stages for his "multiple resource" formulation. After comparing
the nature, assumptions and "predictive potential" of linear stage
and capacity allocation frameworks, Gopher and Sanders (1984)
conclude:"to a considerable extent they are concerned with
different questions and, therefore, should be regarded as largely
complementary" (p. 253). Fodor (1983a) suggests a similarly
orthogonal relationship by contrasting Gall’s (and his own)
interest in "vertical" faculties with more traditional "horizontal"
partionings such as those reflected by perception, memory, and
motor skills.

In presenting his version of a central capacity resource
theory, Kahneman (1973) is careful to distinguish his claims
concerning central capacity from interference caused by competition

for "satellite" structures (i.e., peripheral mechanisms). The




model and experiments to be presented in this thesis are concerned
with intermediate cognitive components and processes (as was
Kahneman’s theory). Although the influences of perceptual and
motor output systems are not extricable, they must be controlled.

Despite the evidence that stages represent dimensions which are

largely orthogonal to those aspects of the system vhich receive the

preponderance of both experimental and neurophysiological support,
they remain theoretically and pragmatically useful. As Eysenck
(1984) points out:

any adequate analysis of effects of similarity on

dual task performance must recognise that there are

at least three different kinds of similarity that

must be distinguished: similarity of stimuli;

similarity of internal processing operations; and

similarity of responses. (p. 60)
Stages are more than a convenient fiction; they provide initial
procedural distinctions. These distinctions are particularly
relevant because the experiments which follow employ measures of

dual task performance to show differential patterns of

interference.

1:5 DIFFERENTIATION VITHIN INTERMEDIATE PROCESSES

The first distinction to be made is that concerning
alternative "modes" of information processing. Although it is
nearly impossible to find a contemporary conceptualization of the
human information processing system which does not include
alternative pathways, there is significant variation in the number,
nature and names of distinctions proposed. Howvever, if one
considers formulations from many separate domains which suggest
single (and presumably the most important) distinctions between

alternative modes, considerable overlap becomes apparent.
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Many of the current proliferation of information processing
formulations espousing alternative pathways have developed as
reactions to early "pipeline" models. These models (e.g.,
Broadbent, -1958; Waugh and Norman, 1965; or Moray, 1967, 1969) all
maintained that fixed and generally passive mechanisms determined
the "flow" of information through a system of strictly-limited
capacity. Hovever, the flexibility and resourcefulness human
subjects frequently demonstrate (often to experimenters’ chagrin),
suggested pathways were less "fixed" and capacity less "limited"”
than these models implied.

Although Broadbent’s (1958) initial model was predicated on
the assumption of the need to "filter" incoming information to
provide "overload" protection for a subsequent limited-capacity
general processor, the control process was not elaborated. Careful
consideration of the issue of control was, however, incorporated in
Broadbent’s (1971) later models. Two distinctly different control
systems (a relatively passive lower mechanism and an active,
cognitive, upper mechanism) were thoroughly discussed and
empirically supported.

Shiffrin and Schneider (1977) distinguished two separate
modes of processing in their extensive (and intensive) experiments
wvith visual search tasks. They found that when targets and
distractors remained the same for thousands of trials, subjects’
response latencies became relatively insensitive to the number of
potential targets or presented distractors. Shiffrin and Schneider
(1977) also found that once this apparently "automatic" processing
capacity was developed and target and distractor groups were then

reversed, subjects required nearly a thousand additional trials to
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escape the interference caused by their previous learning. These
authors concluded that extensive practice enables subjects to
develop the capacity to process information "automatically".
Compared to controlled, conscious, and sequential processing,
automatic processing was characterized as being very quick,
passive, and independent of attentional mechanisms.

Earlier, Posner (1973) had employed a similar distinction to
differentiate "effortful" and "effortless" retrieval of information
from memory. Subsequently, Posner and Snyder (1975) had suggested
on evidence from matching and classification paradigms that when
stimuli vere expected, conscious attention speeded responses but
vhen unexpected stimuli arrived, conscious attention slowed
responses. Switching attention from the "expected event" to the
"actual event" apparently required time. Posner and Snyder (1975)
suggested that another process, "automatic activation" speeded
decisions when priming words were semantically related to the
target words but did not create temporal costs if target words were
semantically unrelated. The relative influence of these two
processes is very sensitive to the time interval between the prime
and the target word; automatic facilitation occurs almost
immediately but the costs or benefits attributable to conscious
expectancies take time to develop.

Neely ({277) employed a lexical decision task and manipulated
conscious expectancies and semantic relationships separately at
different prime-to-target time intervals to provide supportive
evidence. Consistent with Posner and Snyder’s (1975) predictions,
decision time increased as the interval between prime and target

increased if an unexpected target appeared (and decreased as the
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interval increased if the target vas expected). At the shortest
interval (250 msec), semantically related primes facilitated
responses but this effect decreased as the interval increased.

Broadbent (1977) employed a similar distinction to separate
early, passive, and global "preattentive" processes from subsequent
active and more detailed attentional processes. He also speculated
that these two types of processes served different functions:
preattentive processes "suggest" 1likely interpretations or
appropriate responses and active attentional processing "verifies"
these suggestions and initiate responses. Becker (1976) had
previously introduced a very similar verification notion to
describe processes involved in visual word recognition. Navon
(1977) also presents evidence for the "precedence" for the
processing of global features.

In his study contrasting cognitive and affective judgements
Zajonc (1980) relies on a distinction between processing modes to
support his view that "preferences" and "inferences" can be
independent. He contrasts quick, early, gross and vague affective
processing with slow, later, verbal and coacise cognitive
processing. An experiment by Keenan and Bailett (1979) illustrates
this distinction: their subjects were asked to judge whether a
number of adjectives described themselves, their best friend, a
parent, another friend, a teacher, a favourite t<levision character
or Jimmy Carter. Subjects were subsequently given a recognition
memory task in which the original adjectives were combined with an
equal number of similar but novel adjectives.

Keenan and Bailett found the self-referent criteria resulted

in the best recognition performance (over 90 percent correct) while




reference to Jimmy Carter produced less than 65 percent correct (a
score of 50 percent would be expected by chance). The other scores
directly reflected the social significance of the criterion person.
However, contrary to the predictions of many information processing
models, response times in the original judgement task decreased
significantly as the social significance of the criteria person
(and subsequent recall accuracy) increased. This is a direct
contradiction of the earlier belief that memory was positively and
directly related to the time spent reheasing or elaborating
material (e.g., Atkinson and Shiffrin, 1968; Vaugh and Norman,
1965) and is also not explicable in terms of levels of processing
models (e.g., Craik and Lockhart, 1972; Craik and Tulving, 1975).

A similarly counter-intuitive result from a novel paradigm is
presented by Presson and Hazelrigg (1984). These authors first
"taught" subjects an actual physical path in one of three ways: 1)
by showing them a map of the path, 2) by physically leading them
blindfolded along the path or 3) by showing them the entire path
from a single elevated vantage point. During the next part of the
experiment, all subjects were blindfolded and led along the path
and at predetermined points stopped and instructed to point to
another prominent point along the path. On half these trials,
subjects were turned 180 degrees (i.e., counter-aligned) before
pointing. Pointing accuracy was the sole criterion.

Presson and Hazelrigg report that although the map group
performed much better than the other two groups (i.e., walk and
look) when "aligned" with the path, they performed worse than
either group when "counter-aligned". In fact, counter-alignment

increased the map group’s average error from 20 to over 65 degrees,
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but only increased average errors by 5 degrees for the other two
groups. These results are consistent with Presson and Hazelrigg’s
distinction betveen primary (direct) and secondary (symbolic)
learning. "Firsthand"” experience whether tactile, kinesthetic or
visual results in primary learning, whereas the study of written
text, maps or other symbols results in secondary 1learning.
Learning of the latter type yields "figural representations" which
can be applied with great precision but are susceptible to
interference and confusion. In contrast, direct primary "literal”
learning is less precise but more robust.

This result reflects a distinction similar to the one that
has been repeatedly demonstrated by the work of Reber and others
(e.g., Reber, 1976; Reber & Lewis, 1977; Allen & Reber, 1980; and
Reber & Kassin, 1980). In a prototypical experiment, standard
Markovian grammars are used to generate 50 letter strings of 3 to 8
consonants. Groups of subjects advised to try explicitly to
discover the underlying grammatical rules, typically do much worse
on both concurrent tasks and subsequent recognition and
generational tasks. Reber suggests that a  "nonconscious
abstraction system" operates when the stimulus environment exhibits
complex structure and subjects do not explicitly attempt to "break
the code". This system operates "naturally and simply" in contrast
to the laboured and conscious hypothesis-testing of explicit
strategies. Reber and Kassin (1980) conclude:

Complex structures such as those underlying
language, socialization, perception and
sophisticated games are acquired implicitly and
unconsciously. (p. 495)

Reber’s formulation and experimental procedures imply that

the tvo processing modes are mutually exclusive, and that verbal
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instructions can predispose subjects to operate in one or the
other. Although Sanford and Garrod (1981) suggest a similar
procedural distinction, they contend the alternative processes
occur in a closer and more complementary relationship. They
suggest the "primary processes" for understanding written language
are performed rapidly and automatically by an interpretive system
based on subjects’ general knowledge of situations, events, objects
and characters. In contrast, "secondary processes" require the
"explicit focus" of limited attentional mechanisms and employment
of "representational tokens" or symbols. These two processes
normally work in concert; only vwhen a text is unclear or
incongruent with the mental model being developed, primary
processes are augmented by more conscious and effortful secondary
processes.

Similar distinctions have been propounded in the popular
press. Tennis professional, Tim Gallwey’s (1974) best seller, The

Inner Game of Tennis, is clearly based on principles related to

those suggested by Reber’s empirical studies. Gallwey’s
"inner-game approach" includes the idea that the mind contains a
verbal "Self 1" and a separate non-conscious "Self 2" which
actually plays the game. The goal of the inner game is to get Self
1 to stand aside and "allow" Self 2 to perform.

Verbal instructions are employed only vwhen absolutely
necessary, and never in relation to actual physical movements.
Gallwey suggests overt distraction to forcefully disengage the
verbal self during tennis practice: while the ball is being
volleyed, the student says aloud "Bouncel!" or "Hit!" each time one

of these events occurs. This verbal task keeps Self 1 (the verbal
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mechanism) occupied and thus ensures body and racket movement are
under the control of Self 2. (This technique is predicated on the
assumption that Self 1 has a strictly limited processing capacity
vhich is easily saturated.)

Artist, Betty Edwards’ (1979) best-seller, Drawing with the

Right Side of Your Brain, is based on similar principles and

introduces a number of exercises, through which students might
escape the control of their normally-dominant, highly-verbal left
hemispheres. Her contention is that drawing is fundamentally a
complex, abstract, spatial, perceptual task which can best be
performed passively and subconsciously by the right hemisphere.
Likevise, inventor and entrepeneur, Thomas Blakeslee (1980)

endorses a two-process perspective his book, The Right Brain; A New

Understanding of the Unconscious Mind and Its Creative Powers.

Additionally, contemporary work in the emerging field of sports
psychology is concerned with performance under non-verbal,
semi-conscious control conditions referred to as "flow states"
(Dorfman, 1985). Although the academic community continues to
display scepticism, the notion that verbal resources can be
negatively related to both performance and skill acquisition has
been lucratively applied to a wide variety of "everyday" skills.
Dual process formulations also receive clinical and
neurological support. Callaway and Naghdi (1982) combined reaction
time tasks and physiological measures such as average evoked
potential (AEP) to support their information processing explanation
of schizophrenia. Two types of processes are discriminated: one
controlled, sequential, conscious, top-down and of limited

capacityj;and the other automatic, parallel, unconscious, bottom-up
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and of "almost limitless" capacity. The evidence Callaway and
Naghdi (1982) present suggests that although schizophrenics show
impairment of active, conscious processing, their automatic,
unconscious processes are often normal or even supernormal.

The neurological evidence for distinguishing separate
processing systems is also considerable. The following comment and
illustration by Geshwind (1983) is representative:

Consider some situations in which you move your arm.
You move it throwing a ball, and in yawning. Most
people assume that in every case the movement of the

arm is controlled by the same system. In fact, we

know the movement of the arm can be controlled from

many different locations and that after damage to

one part of the brain, some types of movement of the

arm may be lost while others are preserved. Take for

example the patient who has had a stroke, vhich 1led

to paralysis of the right arm. The patient finds it

relatively easy to bring the arm in to the side with

elbow and wrist bent and with the fingers clenched.

By contrast, it is very difficult, often impossible,

for the patient to hold the arm fully outstretched

to the side. Yet the patient may yawn, and, to his

own astonishment, the ’‘paralysed’ arm may rise and

produce exactly the ’impossible movement’. (p. 126)

Neumann (1984) provides an extensive review and useful
synthesis of many of the findings relating to "automatic"
processing in a variety of human experimental tasks. He points out
that automaticity, currently, is seen to involve three aspects: 1)

a mode of operation (i.e., it operates without interference or
capacity limitations), 2) a mode of control (i.e., it is controlled
by stimulus characteristics rather than subjects’ intentions), and
3) a mode of representation (i.e., it does not necessarily give
rise to conscious awareness). Neumann suggests automatic processes
are not actually free from suffering or producing interference,

employing arguments similar to those presented by Broadbent (1982).

Neumann (1984) also argues that automatic processes are not
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independent of individuals’ current intentions. He stipulates,
hovever, that some processes dependent on intention are not
explicitly intended and that other dependent processes may not even
conform to intention. He suggests the "levels of control"
formulation of automaticity first offered by Wundt (1903) (and
retained in skills and motor performance research) best
accommodates the empirical evidence. Neumann (1984) suggests
relative automaticity is determined by the respective contributions
of two alternative modes of parametric specification:
Automatization is the acquisition of skills that
enable actions or parts of actions to be controlled
at a level not associated with conscious
avareness... A process is automatic, if all its
parameters are specified by a skill (a procedure
stored in long term memory) in conjunction with
environmental information. If these two sources of
constraint cannot specify all parameters, further
constraints must be provided by attentional
mechanisms. (p. 293)

Neumann’s (1984) conceptualization reflects an important
distinction between two functionally different aspects (or
components) of the human information processing system. Although
these two components are theoretically distinguishable, the
performance of most tasks requires their integration rather than
exclusive reliance on one or the other. As Neumann (1984)
suggests, tasks can be represented as specification requirements
for a number of parameters.

Extending Neumann’s position further, it can be argued that
the extent to which a task’s parameters are specified by "skills,"
knovledge, or other internally-stored representations of the task’s
relation structure, the task will be performed with even greater

automaticity. These are the primary methods of parameter

specification (i.e., information processing); they are rapid and
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"preattentive®. To the extent the task requires further constraint
(i.e., necessary parameters are left "unspecified" because of the
lack of either stored information or procedures), limited-capacity
attentional mechanisms are required and the automaticity of
performance decreases.

Other characteristics help to distinquish conceptually between
the two types of components suggested. Skills are relatively
enduring representations - the stored "context,", values, and
programs of the processing system. In contrast, attentional
mechanisms are agnostic processing entities, the conceptual loci of
"conscious activities®. The proposed distinction lies between the
tvo fundamental parts of representational systems identified by
Rumelhart and Norman (1983): stored data structures and the
processes vhich operate upon those structures. What remains is to
examine each of these components (i.e, skills and attentional
mechanisms) to discern what further differentiatiation is possible

and necessary.

1:6 SKILLS AND THE STRUCTURE OF KNOVLEDGE

Skills are the embodiment of knowledge concerning the
structural relations which obtain within and between the subject
and the outside world. Two questions are of concern: 1) the
genesis of these informational structures and 2) their
representational form. These will be dealt with sequentially.

Bryan and Harter’s (1897) study of telegraphers’ performance
and Voodworth’s (1899) analyses of the characteristics of
repetitive movements are amongst the earliest studies of human

skills. In both studies, practice resulted in relatively
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continuous and logarithmically linear improvement in performance.

Rabbitt (1981) offers an explication of the process by which
practice improves performance. A consistent characteristic of the
effect of practice on performance is a relatively large decrease in
the amount of variation in response latencies accompanied by a
smaller decrease in the average value of those latencies. Rabbitt
(1981) maintains that subjects gradually gain operational knowledge
of their own speed-error-tradeoff-functions. They then employ this
knowledge subconsciously to adjust internal completion times of all
necessary subprocesses to meet overall, conscious speed criteria.
Subjects respond incrementally more quickly until an error occurs,
then immediately tighten response criteria to ensure succeeding
performance is more accurate. This post-error latency increment is
inversely proportional to subjects’ knowledge of task requirements
and their own capabilities. Vell-practised subjects make
relatively small adjustments, but novices often quite grossly
overcompensate for small errors by making very large adjustments.

A number of studies cited earlier show the positive effects
of practice. Experiments by Allport, Antonis and Reynolds (1972)
and Shaffer (1975) provide examples of well-practised skills being
relatively insensitive to interference effects when combined with
certain other side tasks. Shiffrin and Schneider (1977) observed
the effects of practice directly and explained the automaticity
(i.e., the difficulty insensitivity) which developed with
"consistent-mapping" by hypothesizing "direct" linkages between
stimuli and responses. Such enduring "links" represent a form of
"knovledge" acquired through practice.

Perhaps the most frequently cited experiments of the
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"practice-makes-perfect” genre are those conducted by Spelke,
Hirst, and Neisser (1976) in which two college students received
training on a variety of tasks for five hours each week over a
period of four months. Their initial tasks vere reading short
stories for comprehension and writing down dictated words.
Initially subjects’ reading speed and recording accuracy were
relatively poor vhen the tasks were combined. However, after six
wveeks practice, the subjects were able to read as rapidly and with
as much comprehension when taking dictation as vhen reading alone.

Closer examination, however, revealed subjects could only
recall 35 of the thousands of words they had written. Even when 20
successive vords formed a sentence or represented a single semantic
category, subjects were apparently oblivious to these features.
Howvever, with a little more training and a lot more practice, both
subjects learned to write categorical labels for aurally-presented
words while maintaining normal reading speed and comprehension.
These studies suggest that with sufficient practice, even
relatively complex tasks can be performed concurrently without
apparent disruption.

Internal representations of the outside world are necessarily
constructed from interactions between the physical environment and
input systems. Although the adaptive significance of a perceptual
system with minimal distortion is difficult to dispute, there are
many examples vwhere perceptions clearly exceed the objective
physical evidence (Gregory, 1972; Rock, 1984). People "see" bands
of colour in a rainbow although the rainbow contains only a 1linear
and continual gradation of refracted wavelengths. These

discontinuities are a perceptual fiction. Hovever, because such
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fictions are not harmful, they are not "selected out" by
evolutionary forces (Gould, 1984).

Spatial and modality compatibility effects are also examples
of innate, hard-wvired, neurologically-based characteristics which
affect the nature of internal representations and contingent
behaviours. Because these processing characteristics interact with
incoming information, they become part of the resultant internal
knowledge structures. The tradeoffs which occur between practice
and compatibility reflect the closeness of the relationship.
Vickens (1984a) reviews the supportive evidence:

Leonard (1959) found that no practice was needed to

obtain a flat slope with the highly compatible

mapping of finger presses to tactile stimulation.

Davis, Moray, and Treisman (1961) required a few

hundred trials to obtain a flat slope with the

slightly lower compatibility task of naming a heard

vord. Mowbray and Rhoades (1959) examined a mapping

of slightly lower (but still high) compatibility.

Subjects depressed keys adjacent to 1lights. For

these unusually stoic subjects, 42,000 trials were

required to produce a flat slope. (p. 355)

Although compensatory tradeoffs are possible, slight increases in
compatibility can obviate tremendous amounts of practice. Skills
(stored representations of relation-structures) are influenced by
both the innate characteristics of the information processing
system and the number and type of interactions between the system
and the outside world (viz., experience). Another question
concerns the nature of the representation itself.

Tulving (1972) distinguishes between representations of

specific events (episodic memory) and a body of accumulated

information referred to as "semantic memory". In contrast with

episodic memory (which most psychological experiments involve),

Tulving suggests that semantic memory 1is the more crucial to
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performing everyday tasks:

It is a mental thesaurus, the organized knowvledge

about wvords and other verbal symbols, their meanings

and referents, relations among them, and about

rules, formulas and algorithms for the manipulation

of these symbols, concepts and relations. Semantic

memory does not register perceptible properties of

inputs, but rather cognitive referents of input

signals. (p. 386)
But as Eysenck (1984) points out, there is "no precise dividing
line™ betveen episodic and semantic memory and although the
distinction may have "heuristic value, it has a somevhat dubious
theoretical status.” (p. 306)

This reservation notwithstanding, within semantic memory, a
number of additional distinctions have been proposed. Rumelhart
and Norman (1983) discuss "three major controversies" concerning
representational formats: 1) the propositional-analogical
controversy, 2) the continuous-discrete controversy, and 3) the
declarative-procedural controversy. After suggesting these
distinctions are somewhat arbitrary, post hoc attempts to impose
simple dimensions on complex, labile and multivariate structures,
Rumelhart and Norman espouse synthesizing these dimensions into a
single global concept or "virtual knowledge". Their arguments
follow Turing’s (1950) classic defence of functionalism, that
because discrete, propositional, digital computers can "simulate"
the output of continuous or analogous systems, the two types of
systems are empirically equivalent. Because functional equivalence
is tantamount to theoretical redundancy; these distinctions will be
omitted from the model.

Another distinction, that between "implicit" and "explicit"

knovledge, however, warrants careful consideration. The term

"explicit” could be limited to that which is definite, expressed in




minute detail, and directly and clearly stated. There is, however,
an advantage to expanding the definition to include knowledge which
subjects can only talk about in general, inexact terms. This
broader definition avoids endless semantic (in the pejorative
sense) quibbles concerning the definitions of "definite",
"detailed", "clear", and "direct", but retains the fundamentally
most important distinction between what people say and do.

The distinction between explicit and implicit knowledge is
not the same as the declarative-procedural distinction (contrary to
the assumption of a rather close relationship by Cohen and Squire
(1980) or Rumelhart and Norman (1983) and others). The following
experiment by Pev (1974) clearly demonstrates both the difference
betveen implicit and explicit knowledge as well as disentangles the
distinction from the declarative-procedural controversy.

After revieving the tracking literature, Pew (1974) puts forth

the proposition that subjects rely on abstract internal

representations (i.e., motor schema) to organize movements in
advance of action. During a lengthy and apparently random tracking
task, a certain portion of the track was covertly repeated. On
this repeated portion, subjects gradually improved with practice,
even though their performance on the other (truly random) portions
of the track did not improve. Pew (1974) also reported subjects
were quite "unavares" either of the existence of the repeated
portion of the track or their improved performance.

These results have several implications. Pew’s subjects
clearly had verbal access to neither "what" they were doing nor
"how" they were doing it. Neither were they able to explain

directly or indirectly what vas going on; they were quite simply
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"unavares" of both the relative and absolute changes in their
tracking performance. Although the procedural-declarative as well
as the directly-indirectly explicit distinctions are of 1little
explanatory value, the distinction between explicit (that which one
can talk about) and implicit (that which is implied by regularities
in performance) clearly reflects the dissociation shown by Pev’s
(1974) subjects.

The utility of this distinction (as well as the futility of
more popular alternatives) is also demonstrated by a recent
experiment by Hendrick (1983). Flight simulator performance of 10
experienced pilots (with more than 1000 flying hours) and 10
novices (vith less than 10 flying hours) was compared under two
conditions. In the f£irst condition, subjects flew a mission
involving several turns and altitude changes. Subsequently, all
pilots flew the same course but with the polarity of controls
reversed. As might be expected, error data showed the clear
superiority of the experienced pilots under normal conditions as
vell as the advantage of flying with correctly-rigged controls.
Hovever, the strikingly counter-intuitive result was that under the
reversed-control condition, the novices’ mean altitude errors were
less than one quarter and heading errors less than half those of
the experienced pilots.

There can be no doubt (at least among those who are even
tangentially familiar with the breed) that experienced pilots have
considerably more "explicit" knowledge of flying practices and
procedures than do novices. (It is a great loss to science that
Hendrick did not confront the experienced pilots with their

relatively poor performance and record their verbal explanations.)
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By reversing the controls, the experienced pilots greater implicit
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knowledge (which actually accounted for their superior performance

under normal circumstances) was made to work against thenm. The ﬁhl
--.\-
fact that they were not able to overcome this impediment by :i“'
N
employing their superior explicit verbal knowledge and "talking
themselves through® the flight profile argues strongly against the ;t:
assumed ascendancy of verbal intentions. :i}
Explicit knowledge is not a "fully-contained subset" of cas
implicit knowledge. As the last two experiments show, what ;i;
subjects say and what they do .may be independent. In fact, Berry -
and Broadbent’s (1984) recent studies concerning subjects’ =
accomplishment of "non-salient" computer control tasks shoved a o
significant negative correlation between subjects’ ability to 2;;
perform tasks and ansver questions about them. 5;’
The implicit-explicit distinction receives convergent support KN
4‘_;. -
from Gazzaniga’s (1985) studies with split-brain patients. The T
3
following is a particularly clear illustration of the dissociation: ii_
The experiment requires each hemisphere to solve a ¥,
simple conceptual problem. A distinct picture is s
shown to each; in this case the left sees a chicken N
clav... the right... a picture of a snov scene. In e
front of the patient are a series of cards that o
serve as possible answvers to the implicit question .
of what goes with vhat. The correct answer for the
left is chicken; for the right a snow shovel. A
typical response is that of P.S., who pointed to the o
chicken with his right hand and the shovel with his BTN
left. After his response, I asked him why he did SR
that; he looked up and without a moment’s hesitation AN o
said from his left hemisphere, ’'Oh, that’s easy. The —
chicken goes with the claw, and you need a shovel to e
clean out the chicken shed’. (p. 30) ;:f
The public relations homunculus has been well and truly ::“
2
"caught out."” The distinction between the knowledge reflected by T.
regularities in subjects’ performance and the explicit rules ::;1
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subjects espouse is important; it must be incorporated in the

model.

1:7 ATTENTIONAL RESOURCE(S)

There are two distinctly different approaches to Dbe
considered in seeking to define functionally intermediate cognitive
processes. One can start by assuming a single, unified and
homogenous processing system and then sequentially carve out
separate mechanisms which can be functionally «ifferentiated from
general processing activities. Alternatively, one can start by
assuming the the system is entirely modular wvith no central
processor and then seek evidence concerning the combinative
characteristics and "rules of engagement" which govern interactions
betwveen independent modules. With the latter approach, the entire
system must be built from the theoretical bottom up before
questions concerning general mechanisms can be dealt with.

Both approaches have positive arguments and supportive
evidence as well as able champions. Although the resolution of
this fundamental controversy is clearly not possible, a brief
review and contrast of the two positions provides a useful context
for both the proposed model and subsequent experiments. (It should
be noted that by separating intermediate from peripheral processes
and also distinguishing between knowledge and attentional
mechanisms, this thesis has already crossed the conceptual Rubicon
from a strictly modular perspective.)

A classic experiment conducted at the end of the last
century demonstrates the singularity of processing capacity assumed

by "resource" models. Welch (1898) found cognitive tasks such as
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reading and mental arithmetic interfered with the physical task of
maintaining maximal grip pressure. Her related finding that more
"difficult" passages or arithmetic problems caused greater
reductions in grip pressure suggested the existence of
strictly-limited general processing resources. Velford’s (1952)
single-resource, single-channel formulation and Broadbent’s (1958)
information processing model supporting filter theory implicitly
assumed capacity to be singular, undifferentiated and strictly
limited.

Information (as defined by Shannon and Weaver’s (1949) theory
of communication), was employed as a common metric for determining
"difficulty” of a task (i.e., the amount of resource required to
accomplish the task). Kahneman’s (1973) studies suggested that
rather than being fixed, capacity was elastic and, within certain
limits, additional resources could be mobilized to meet increased
task demands. Norman and Bobrow (1975, 1976) distinquished between
cases in which performance is limited by lack of knowledge (i.e.,
"data") and those in which it is limited by the availibility of
processing mechanisms (i.e., "resources").

The alternative, modular approach also has a number of
historical precedents. In fact, "faculty psychology" reached its
zenith in the early nineteenth century, only to be supplanted and
discredited by "scientific psychology" at the end of the century
(Vorchel and Shebelski, 1983; Bourne and Ekstrand, 1985). Hovever,
this approach has recently been resurrected by a number of
psychological investigators working in a variety of fields (e.g.,
Fodor (1983a, 1983b) in psycholinguistics and philosophy; Gardner

(1984) in developmental psychology; Gazzaniga (1977) in
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neurophysiological psychology; Hinton and Anderson (1981) in
artificial intelligence and Allport (1980) in experimental
psychology).

Allport (1980) espouses the most "modular” position gnd thus
provides the clearest contrast with the "resources approach" just
presented. He suggests the human mind, a concomitant of the human
brain, is best conceptualized as a large number of independent
"production systems" operating in parallel. Each of these
computational units are specifically keyed to and activated by
particular kinds of information:

overvhelming evidence has accumulated for the

existence of specialized neurons, responding

selectively to particular (often quite abstract)

invariant properties of the sensory input, as a

major design feature of the central nervous system.

(p- 33)

Allport’s (1980) point is that each production system is
content-dependent. Cognitive activities (which reflect the
resonation of specific neural structures) are related to particular
patterns of stimuli, not to the quantity of information to be
processed. There is no need for a central processor to coordinate
the activity of these modules; those most "excited" by extant
stimuli simply become ascendant (This is very similar to the
"pandemonium” model suggested earlier by the computer scientist,
Oliver Selfridge (1959)). Control passes among modules as does
conversation amongst a committee of experts. From this
perspective, a central resource would have nothing to do. In

Dennett’s terms, the homuncular committee is ad hoc rather than
bureaucratic.

Central capacity (i.e., strict resource) and completely

modular approaches are based on different sets of assumptions.
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However, there appear to be signs of convergence and synthesis. As
Bysenck (1984) suggests:
Even advocates of central capacity theory have been
forced to admit that the original theory needs to be
bolstered by a number of extra explanatory
principles in order to account for the data. These
include the demands on resources of task
co-crdination (Duncan, 1979), the existence of
automatic processes and the notion that capacity is
elastic and flexible rather than fixed. (pp.66-67)

Bysenck is equally critical of complete modularity, claiming
that "chaos" would be the probable result of such a system. 1In
Eysenck’s opinion, common resources are necessary to explain the
co-ordinated and purposeful nature of human performance as well as
interference betveen "entirely dissimilar" tasks. Fodor’s (1983a)
caveats concerning the non-modularity of central systems and
Gardner’s (1984) discussion of intermodular "waves" of development
and higher order processes such as analogic reasoning appear to be
complementary theoretical hedges.

Combinations of the two approaches seem both possible and
desirable and have attracted many alternative formulations. Navon
and Gopher’s (1979) "Multiple Capacity Theory" provides a clear and
influential example. Similarly, Kinsbourne and Hicks’ (1978)
conceptualization of "Functional Cerebral Space"” purports to
synthesize the two extremes by accounting for the performance and
interference effects of both task difficulty and task similarity.
Unfortunately, authors who offer theories based on multiple
processing mechanisms often spell out neither the number nor nature
of these separate resources; nor do they suggest ways of predicting
a priori how task difficulty and similarity might interact.

Vorking memory is a noteworthy exception.

Baddeley and Hitch (1974) originally elaborated the "working
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memory" concept as an alternative to "short term memory". This
concept 1is important for several reasons. By incorporating both a
general processing component (i.e., the central executive) and
specific processing mechanisms (i.e., the articulatory loop, the
visuo-spatial scratch pad and potentially several others), working
memory offers a synthesis of the central capacity and modular
approaches. Because it combines two types of processing
mechanisms, general and specific, working memory has the capability
to explain interference effects attributable to both task
difficulty and structural similarity. One of the advantages of
this conceptualization is it provides a general framework within
vhich questions can be operationalized and empirically tested. The
results of these tests can then be employed to tighten
"recursively” initial conceptualizations.

In early experiments, Hitch and Baddeley (1976) elaborated
system characteristics 1in two specific areas: 1) capacity
limitations and 2) the role of speech-coded information. They
employed a dual task technique combining a verbal reasoning task
(assumed to draw on the central executive) and articulatory side
tasks (assumed to involve only the articulatory 1loop - i.e.,
repeating "the,the,the"”, cyclical repetition of "one-two-three-
four-five-six" or three or four randomly-selected digits). They
discovered any of these side tasks could be combined with the
verbal reasoning task with only a modicum of detriment. However,
performance on the verbal reasoning task vas greatly impaired when
the side task involved repeating a random string of six digits.
Consistent with modular predictions, the lack of interference from

the articulatory sidetasks suggested working memory’s capacity was
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not strictly limited. Howvever, the clear evidence of interference
caused by the recitation of six random numbers implied competition
for a common processing component (viz., the central executive).
Hitch and Baddeley’s (1976) synthesis explains both aspects of
their data:

wvorking memory is a general executive system with

limited capacity for information processing with a

peripheral articulatory system, used in rehearsal

and concerned with speech coding... (but has) a

relatively minor role in verbal reasoning. (p. 603)

Bvidence supporting the division of working memory into
separate components (and also supportive of the assumption of
independent capacities) has been provided by others. Vatkins,
Vatkins, Craik and Mazuryk (1973) found verbal memory was severely
degraded by performing a visual pursuit-rotor tracking task during
the retention interval when the amount of information stored was
near capacity. Similarly, Reitman (1974) found short term memory
for verbal material decreased when subjects were tasked to detect
pure tones from white noise backgrounds during the retention
interval, but decreased even more if the intervening task involved
verbal material. The fact that non-verbal tasks can, to some
extent, interfere with short-term verbal retention argues against a
completely modular structure. The greater interference encountered
wvhen both primary and side tasks are verbal argues against an
undifferentiated system.

Noting that across different task combinations, the
articulation of random sequences of six digits caused considerable
interference, but the articulation of shorter strings of digits

caused only minimal interference, Hitch (1980) suggested that a

task’s sensitivity to random digit recitation might indicate the
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relative contributions of the two components, the central executive
and the articulatory loop. Consistent with this notion, Hitch
presents evidence the central executive is involved in prose
comprehension and mathematical problem solving. Baddeley (1983)
presents evidence that although the accuracy of retrieval of
information from memory is often insensitive to interference from a
variety of secondary verbal tasks, the latency of retrieval appears
to be very sensitive to interference.

The characteristiecs of the articulatory loop have been
investigated extensively. Murray (1968) found that articulatory
suppression eliminates the phonemic similarity effect and Baddeley
(1976) found that suppression also removes the effects of word
length but does not alter the recency effect. The loop itself is
limited both temporally (Hitch (1980) suggests 2 seconds of verbal
material and Baddeley (1983) suggests 1.5 seconds) and typically
(i.e., it 1is exclusively reserved for verbal material). There is
also evidence the articulatory loop is further subdivided into a
relatively passive mnemonic device (i.e., the "inner ear") directly
accessed by verbal inputs and a more active processing component
(i.e., the "inner voice") (Baddeley, 1983; Hitch, 1980). This
distinction is not, however, critical to the experimental work to
follow.

Another component of working memory, the visuo-spatial
scratch pad has also been studied. Brooks’ (1968) classic
demonstration of differential interference betwveen task and
response modalities provides a clear example. Response latencies
vere greatest when a verbal task (stating whether each successive

word in a familiar phrase was a noun) was combined with a verbal
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response (saying "yes"™ or "no”) or wvhen a spatial task (stating E
vhether each succeeding corner in an "imagined™ block letter was !
located on the extreme outside) was combined with a spatial S
response (pointing to irregularly spaced Y's or N’s). g
Similarly, Segal and Fusella (1970) contrasted the i
interference caused by visual and auditory images with visual and ;
auditory signal detection tasks to show strong structural S
interference effects. Although Baddeley and Hitch (1974) i
incorporated the visuo-spatial scratch pad as another slave s
mechanism in the wvorking memory system, its empirical examination ﬂ

has been relatively neglected. Kosslyn’s (1978, 1980, 1984)
studies of mental imagery dovetail nicely with the general
constraints placed on slave mechanisms by the working memory
concept. Kosslyn (1984) presents evidence to suggest the spatial
medium is temporally-limited (processing activities per unit time)
and is connected to a specialized, spatially-designated long term
memory store. Although this system is wunaffected by verbal
limitations (i.e., word 1length or phonemic similarity), it has
comparable spatial limitations (i.e., representational scope and
grain). Vhile the evidence for a separate spatial mechanism is

strong, it has not been empirically investigated in the experiments

wvhich follow.

g B

;i;;;; Neurological evidence for specific processing mechanisms 1is
é%é;% also beginning to emerge as test procedures and measurement
ﬂ techniques become increasingly sensitive and sophisticated. A
y recent experiment by Aarts, Binnie, Smit and Wilkins (1984) with 46
;; patients exhibiting "subclinical" epileptiform seizures while

performing two short term memory tasks (one verbal and the other




non-verbal) is an example. Although there vere no externally
visible signs of these "larval seizures," task performance wvas
affected in predictable ways. Spike discharges occurring during
stimulus presentation vere the most disruptive but those occurring
during response execution were "without demonstrable effect." Even
more interestingly, left side discharges were associated with
errors in the verbal task and right side discharges impaired
performance on only the non-verbal task.

Although this study suggests a neurological basis for
separate modules, evidence supporting the central executive remains
primarily functional rather than physiological. It 1is possible
that this "component" (vhich Baddeley (1983) refers to as the area
of residual ignorance) is actually an epiphenomenal reflection of
shared characteristics of cognitive activities occurring at many
different neurological sites. It is surprising, however, that such
a diffuse and ephemeral entity should respond to experimental
manipulations so predictably and consistently. The distinction
between general and specific attentional mechanisms will be

included in the model.

1:8 THE META-MODEL

A number of possible functional distinctions have been

presented and discussed. After a brief summary of these, an

initial meta-model can be presented which integrates these
functionally-significant distinctions. The first distinction
concerned differentiating intermediate cognitive processes from
peripheral input and output systems. Although such "stage" or

"horizontal® separations are frequently (and occasionally usefully)
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made, the assumptions of complete independence and strict seriality
become untenable wvhen applied to complex or higher-order processes.
Baddeley (1983) suggests current developments support:
blurring of the distinction between memory and other
cognitive processes. Working memory uses components
of many other cognitive systems, notably those
involved in perception and action in general. (p.
321)

However, there are practical reasons for making such
distinctions, particularly when employing dual task techniques.
Peripheral interference effects must be isolated and controlled in
order to accurately identify the interference occurring within and
between intermediate cognitive processes. For this reason,
separate input and output channels will be represented in the model
and, to the extent possible, controlled in the experiments.

A distinction receiving a great deal of support from a wide
variety of sources, reflected different processing modes. The
parameter-specification automaticity framework proposed by Neumann
(1984) was employed to synthesize many other dual process
formulations. Performance was assumed to be either more or less
"automatic" based on the relative involvement of two
conceptually-distinct components (i.e., skills or knovledge and
attentional mechanisms). These two components were proposed as the
initial primary distinction between intermediate cognitive
processes.

Further functional distinctions were considered for each of
the conceptual components. Skills might be derived from practice
or alternatively may be influenced by innate structural

characteristics of the information processing system. Tradeoffs

betwveen practice and compatibility suggest their functional
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equivalence. This argues against the inclusion of this distinction
in the model. Likewise, it was argued different informational
formats (i.e., continuous- discrete, analogical-propositional, or
procedural-declarative) were functionally equivalent and therefore
unnecessary.

The single significant distinction involved the difference
between explicit and implicit knowledge. Explicit knowledge was
defined in general terms to include material which subjects could
only talk about as well as that which they could clearly and
concisely articulate. In contrast, implicit knowledge was defined
as the internalized relation-structures implied by regularities in
subjects’ performance. Although there may be considerable overlap
betwveen the two, explicit knowledge is not a fully-contained subset
of implicit knowledge. In many cases, these two forms of knowledge
are functionally independent (and occasionally even
counter-dependent). This distinction is essential.

A similar distinction was made within the other component

(viz., limited-capacity, temporally-constrained, and agnostic
attentional processing mechanisms). Baddeley and Hitch’s (1974)
formulation of the working memory concept was adopted as a

framevork because it included both a single, general-purpose

processing mechanism and potentially several separate, f;;
domain-specific processing mechanisms. Baddeley and Hitch (1974) ’:;
i and Hitch and Baddeley (1976) suggest two such slave mechanisms, _;gi
the articulatory loop and the visuo-spatial scratch pad, but also EE&E
allowv for others. The articulatory 1loop, the mechanism which i:if

includes both the "inner voice" and the "inner ear", and

specializes in verbal rehearsal and processing or holding (f?{
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speech-coded information, is by far the most thoroughly
investigated subsystem.

Although not explicitly presented, the compatibility of the
distinctions within each component should Be apparent. The
articulatory loop, an attentional mechanism, is 1likely to have
direct access to explicit (i.e., verbally-coded) information.
(Likevise the visuo-spatial scratch pad and any other specialized
processing mechanisms are likely to be directly linked with their
owvn code-specific memories.)

The link betwveen the central executive (a general processing
resource) and general (i.e., implicit) knowledge is less clear.
From a modular view, this question could only be asked after each
separate module had been identified and empirically isolated from
other ongoing processes. An alternative approach is to start with
the assumption of a homogenous system and systematically
demonstrate the functional distinctiveness of separable modules.
Vith this approach the influence of the general processor
necessarily also includes all unspecified processing modules. For
complex, problem-solving type tasks, this seems a more practical
strategy than attempting to control exhaustively the effects of a
unknown number of modules (as adopting a bditom-up modular stategy
wvould require).

The meta-model derived is depicted in Figure 1-1 and will be
briefly explained. In addition to the two major intermediate
processing components (skills and processing mechanisms) already
directly proposed, two other components have been included in the
model. The first of these is the motor output system. This

component includes all activities which are necessary for the
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execution of the selected response. To employ a "pipeline" :ﬁ;
metaphor (Broadbent (1958), they are "downstream," or from a o
hierarchic perspective (Gallistel, 1980), below the intermediate ézé
cognitive processes discussed here. Eé:f

Three potential influences are depicted. The middle arrow
represents the direct influence of the articulatory loop
(particularly the "inner voice" portion) on motor activities. This
influence reflects the activities involved in "talking oneself
through" a task. The influence of the non-verbal general ;f?'
attentional mechanism is shown by a separate arrov (to the left). -

Although this influence involves as much concentration and effort

as self-instruction, it does not involve words (e.g., a novice’s Fﬁ&
attempts to thread a needle). A third influence, that of skills or gsg’
knowledge, is depicted as another arrow (on the right). The way in s
which these influences interact is an empirical question which will ﬁg&
be investigated in the experiments which follow. ESS:
However the motor output system is influenced, its activities :j.
become visible and, more importantly, measurable in the context of ;%:
specific and immediate task environments. This observable output E;E
in a specific task context is performance. Subjects, as well as :;fs
experimental psychologists, are interested 1in monitoring ;;.
performance. Two separate "feedback" channels, one to each of the ;;2
types of intermediate components, are depicted in the model. Much Ei;h
of the evidence presented in support of the initial distinction —r
between the twvo processing modes implied similar configurations. i:i
The feedback channel on the right represents the rapid, éiaf
pre-attentive and unconscious acquisition of global, affective, ’%1;
literal information (or ‘"preferenda" as Zajonc (1980) suggests). %;?
RS

:,u
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In contrast, the left channel represents the relatively slow,
purposeful, analytic selection of detailed, cognitive, and often
symbolic information (or "discriminanda™ in Zajonc’ (1980)
terminology).

This model is a spatial representation of the functional
distinctions presented in this chapter. The utility and
sufficiency of the model rests on its power to suggest, predict,

and incorporate the results of the experimental work which follows.

1:9 SUMMARY

This thesis contains a functional examination of the
intermediate cognitive processes involved in the performance of
meaningful, complex tasks in moderately-constrained task
environments. Limitations inherent in traditional empirical
methodology can be ameliorated by initially adopting aspects of
alternative contemporary approaches (i.e., contextualism and
boot-strapping). The approach adopted here involves three steps.
This chapter has been devoted to establishing several necessary
functional distinctions. These distinctions were combined to form
the initial "meta-model" on which the approach fundamentally
depends. This model will now be applied to conceptualizing and
technically developing appropriate experimental equipment, tasks
and procedures (Chapter 2) and suitable measurements and

statistical analyses (Chapter 3).




A FUNCTIONAL EXAMINATION OF INTERMEDIATE COGNITIVE PROCESSES

CHAPTER TWO

EXPERTMENTAL PROCEDURES

2:1 LABORATORY EXPERTMENTS AND BEHAVIOURAL INTEGRALITY

The purpose of an experiment is to generate "system-critical”
data. Experiments design involves a series of choices. The object
is to balance the experiment’s power to yield significant and
interpretable results with the applicability of those results to
tasks outside the psychology laboratory. Before explicating the
choices made for the experiments which follow, a review of these
tvo considerations is useful.

Basically, internal validity concerns the rigor of the
experimental design and procedures. Influences from two types of
factors require control. "Obscuring" variables randomly influence
dependent measurecs. Inferential statistics are derived by
comparing the variance explained by independent (i.e.,
experimentally-controlled) variables with the total variance in
criteria. Obscuring influences often cause equivocal results i.e.,
results vhich are not statistically significant.

An even more serious threat to an experiment’s efficacy is
posed by "confounding" variables. These represent influences which
also affect criteria, but do so in a systematic rather than random
vay. Confounding variables often yield apparently significant
results, but because they violate fundamental assumptions on which
statistical inferences are based, results are uninterpretable. The
remedy to both problems is the same: greater experimental control.
As Mook (1983) recommends: "the strategy to see anything c.zarly is

this: ...arrange matters so there is nothing else to see, then look
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...to understand, simplify and observe" (p. 10).

Threats to external validity (i.e., generalizability) can
also be divided into two categories: those that involve population
validity and those that involve ecological validity (Bracht and
Glass, 1968). Using college freshmen as representatives of the
rest of humanity is one of the most common, as well as most
egregious, violations of population validity. Ecological validity
concerns the representativeness of the context and substance of the
task itself. In spite of the widespread recognition and emphasis
this issue receives, explicit guidelines for developing
ecologically-valid tasks are rare.

Broadbent (1984), in fact, explores the theoretical and
practical implications of adopting "perfect simulation" (the
ultimate in ecological validity) as a strategy for investigating
the effects of drugs on performance. He argues convincingly that
this approach is unvorkable and suggests adopting a test profile
strategy instead. Such a "profile" would include a variety of the
types and levels of skills and abilities involved in everyday
activities. Although there are many laboratory tasks which reflect
perceptual and psychomotor skills, as well as purely cognitive,
problem-solving abilities, experimental paradigms which tap
"behavioural integrality" are conspicuous only by their absence.

Integrative processes (e.g., strategy or judgement) have
often been identified as being critical to the performance of real
tasks (e.g., James, 1892; Craik, 1943; Bartlett, 1958; Neisser,
1976; Roscoe, 1980; Jensen, 1982; or Wood, 1983). However, only

recently have the cognitive complexities presented by tasks which

simultaneously involve perceptual, decisional and performance
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problems been empirically investigated. Browvn, Tickner and
Simmonds’ (1969) demonstration of different effects of a verbal
side task on two aspects of a driving task and Broadbent’s (1971)
empirical support for a functional distinction between upper and
lover processing mechanisms are two early examples. The
identification of individual differences in processing style (e.g.,
Cooper’s (1980) distinction between analytic and holistic
perceptual processors, Damos’ (1983) segregation of individuals by
their "natural™ bead sorting strategies or Gopher’s (1982)
isolation of "tactical thinking ability") often employs integrated
tasks and complex measures of performance. Hovever, reviewing
these (as well as other similar studies) does not provide an
immediately obvious answver to the question "what makes an
integrated (and ecologically valid) task?".

The lack of a general theory relating to this issue within
experimental psychology, forces a search elsewhere. One approach
might be to look at tasks people choose to do. A refinement of
this strategy, is to look at "jobs" and discern which attributes
are associated with higher levels of motivation and effort. The
"job diagnostic" approach developed by Hackman and Lawler (1971)
has been usefully applied to many different organizational and
social settings (e.g., Hackman and Oldham, 1975; Porter and Porter,
1982). The basis of this approach 1is that certain core job
characteristics evoke psychological states which combine to
determine job outcomes. To the extent an experiment can be viewed
as a "mini-job," the same characteristics that "enrich" a job
should make an experiment both more motivational and more

representative of the types of jobs which are becoming increasingly
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important in the world outside the laboratory.

Hackman and Oldham (1975) suggest three Lkey psychological
states: the perceived meaningfulness of the task, felt
responsibility and knowledge of results. It is the product (viz.,
the positive interaction) of these which best predicts effort. The
perceived meaningfulness of a task is reflected by the sum of three
factors: skill variety, task identity and task significance.
Subjects’ "felt responsibility" is proportional to the amount of
control subjects perceive. (As Langer (1982) clearly demonstrates,
it is the perception, or even illusion, of control rather than
actual control which is of the greatest psychological
significance.) The final component, knowledge of results, reflects
subjects’ ability to get direct, unmediated, feedback from the
task. Adams’ (1971) work demonstrates the essential nature of this
factor.

The multiplicative combination of these three dimensions has
important implications. The motivational potential of a particular
task is limited by its weakest characteristic. If any one of the
three is 1low, the product will also be low. If a task is
meaningless, giving subjects greater autonomy or more feedback
cannot compensate. Equally, if subjects feel no responsibility for
the results or if they don’t understand the results, minimal effort
is likely. Games are often used to exemplify the motivational
pover of "enriched" jobs. Perhaps a game might prove a useful tool
for investigating the performance of integrated tasks. Broadbent
(1984) concurs: "It is probable that the development of better
measures of performance, based on video games, will make it easier

to test strategy."(p. 8S)




54

2:2 VIDEO GAMES

A general discussion of computer games provides background
information for understanding the game developed for this thesis.
The next few pages provide a brief account of the growth of
computer games, several of their inherent (and psychologically
interesting) characteristics and some of the wvays video games have
already been employed in psychology.

Gutman (1983) supplies a useful overviev of the development
of computer games. Steve Russell, a researcher at Hingham
Institute, Cambridge, Massachusettes developed a computerized
battle between two torpedo-firing space ships in 1962. Vhen
transfered to Stanford in 1969, he took the game and a growing
number of disciples with him. In 1971, Russell and a student,
Nolan Bushnell, marketed a commercial version, but due to its
complexity it vas a financial failure.

Bushnell went to Japan and founded his own company (ATARI),
and vithin a year had developed the simplest game imaginable: PONG.
This highly simplified electronic ping pong game required two
players to move electronic paddles along a single dimensions to
volley a rapidly moving "pong ball". The prototype broke down
within hours of being installed at Andy Capp’s Bar in Sunnyvale,

California; the coinbox was overstuffed with quarters. From these

beginnings, video games developed rapidly and spread quickly,

gaining an increasing number of enthusiasts. In the mid 70’s, when

several companies offered computerized games which attached to home CE:%
television sets, the popularity of video games increased even more :i:%
NS

rapidly. =
- SN

In 1979, the nevest game, "Space Invaders", earned over one ;Qi:
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billion dollars. Although it was very successful, Space Invaders
contained several aesthetically undesirable characteristics. It
was considered by many to be a game requiring only "lowver-level®
psycho-motor skills (i.e., in the "twitch" category). It was also
overtly aggressive (players moved a fixed cannon left or right to
"zap" bomb-dropping, relentlessly-approaching waves of alien
invaders). The "macho" image associated with war games as well as
the arcades that housed them and the actual game structures did not
appeal to many potential players, especially women (Esh, 1983).

A new game introduced in 1981 required both analytic
reasoning and strategy as well as quick reflexes, yet like PONG,
vas simple to learn and not overtly aggressive. PACMAN was so
successful, computer game popularity and revenues increased even
further:

In 1981, video games reached mania status, earning
twice as much as all of Nevada’s casinos and three
times as much as the TV revenue and gate receipts of
professional football, baseball and basketball
combined. (Gutman, 1983, p. 117)
Although the popularity of video games has waned since 1983, when
gross receipts in the U.S. topped 6 billion dollars, their
following is still very substantial.

As both an individual and social phenomenon, video games have
developed so rapidly and so recently that academic description,
discussion and application have only begun to be reported. Loftus
and Loftus (1983), referring to video games as "the 25 cent
addiction" explain their popularity in behavioural reinforcement
terms. They attribute the effort players willingly exert to the

motivation elicited by the opportunities video games afford. These

include the opportunity "to score", to compensate for previous poor
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performance, and to receive continuous, immediate and objective
feedback. Ingber (1983) reports that as arcade games become more
difficult, some players show marked physiological responses (cf.,
Kahneman’s (1973) studies):

Before the test began, the patient’s blood pressure

vas a comparatively normal 134/89. Vithin minutes,

hovever, it had risen to 183/25 while the blood

output of his heart dropped to half its optimum

level... The hard part is learning to control the

anxiety created by the intense, combative nature of

the games... games cause a great deal of arousal...

but so does driving a car. The video game is just

one provocateur in our environment. (p. 81)

Computer games can be both fun and exciting, but as is often
the case, such activities attract "responsible" concern