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SDC Logic-lsnsed Systems Integrnted Syrntax and Semant'cs

1. Description of Uropress

1.1. Grammar

1.1.1. Intermediate Syntactic Representation

A Prolog version of the representation developed at NYU to inediate between the syntactic parse and semantics
(the intermediate syntactic representation, or ISR) has been implemented, and ISR rules for the SDC restriction
grammar have becn developed. Thie provides a uniform syntactic output for the SDC and NYU systems.

1.1.2. BNF Rules and Restrictions

Coverage of CASREPS

Out of 154 total sentences in the CASREP corpus, 131, or 85%, are correctly parsed. 92 of these are parsed
correctly on the first parse, 17 on the second or third parse, and 22 on the fourth or subsequent parse. 23 are not
parsed correctly, either due to ill-formed input, problems with the lexical scanner (discussed below), inadequacies of
grammar coverage, or xor problems (also discussed below).

Extensions to Gramnmar

The cxtensions to the grammar required to parse the CASREPS corpus include the addition of rules for frag-
ments, objects, sentence adjuncts, and "wh-constructions” such as relative clauses. A detailed discussion of the gram-
mar extensions and parsing results for the CASREP sentences is included in the appendices to this report.

Fragments
Approximately half of the sentences in the CASREPs are not full sentences. Nevertheless, these fragments fol-
le= quite regular patterns, and fall into onc or another of four basic types: tvo (tensed sentence missing subject,
as in A4.1.2, Believe the coupling /rom diesel to sac lube o1l pump to le sheared); zerocopula (missing verb be, as
in A8.0.0, Part ordered); nstg_fragment (isolated noun phrase, as in B34.i.1, Loss of oii pump pressure); or
predicate (isolated complement of verb be, as in B12.1.2, Believed due to worn bushings, or A.1.1.2, Unable to
consistently start nr 1b gas turbine).

The syntax and the semantics of these elements a2re quite regular, and thus fragment coverage does not add
signficantly to the complexity of the grammar. A total of six BNI' rules (out of 106 total) and 3 restrictions
(out of 55 total) were added to the grammar to cover fragments; in addition, 2 BNF rules and 1 restriction were
altered to accomodate fragments.

Object Options
The grammar has also been extended to cover a wider range of object types, including a variety of embedded
infinitivals, embedded clauses, and non-clausal predications such as subject+object of be (as in B26.1.5, High lo
temp due to design of first flight o1l cooler believed contributor to unit failure).

Sentence Adjuncts
A rich variety of sentence adjuncts occurs in the CASREPS, in: luding a range of clausal aud sub-clausal strings
introduced by subordinatig conjunctivns (as in B20.1.1, while engaged) and present participles (as in B11.1.1,
causing erratic operation). In addition, the restriction component was extended to prevent spurious ambiguities
arising out of the enrichment of sentence adjunct possibilities.

Wh-expressions
Relative clauses and other wh-expressions are rare in the CASREPs. However they do occur (cf. B36 1.3, 65 psi
which is low lube oil alarin sel point);the grammar has also been expanded to cover these constructions aid tc
enforce the complex restrictions on their occurence.

Problems

The major remaining difficvlties include the following;:
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SDC Logic-Based Systems [ntegrated Syntax and Semantics

Lexical scauner prohlems
Word-internal occurences of periods, slashes, cte. are currently rejected by the lexical scanner.

XOR Problems
The ’committed or’ which controls disjunctive application of the ass-rtion, question, fraginent, and compound
options is generally successfu! in capluring the intended parse. However, therc are several sentences in the
CASREP corpus in which a spurious assertion parse preempts a correct fragment parsc, e.g., B26.1.5, High lo
temp believed contributor to unit failure., where believe is taken as the main verb with subject temp and contri-
butor as the object (they belleved it), rather than as a fragment of the type zcro_copula, where believed is taken
as a past participle (temp [was/ believed [to be/ a contributor...).

Remaining grammar problems
Full and accurate coverage ol the CASREPSs requires [urther work on the grammar, including the following:
finer-grained trcatment of the noun phrase; restrictions on adverbs to prevent, e.g., the analysis of very as a sen-
tence adverb; modification of the BNF rules to accomodate multiple sentence adjuncts; modification of conjunc-
tion rules.

1.2. Semantics

Semantic Coverage

Approximatcly 150 lexica! itemns have been identified in the CASREPS corpus which need specialized semantics
rules. These inclnde verbs, momiunalizations, and nouns w'.a arguments, as discussed below. Rules have been
developed for 83 of these lexical items, primarily those having to do with machine states and functions, about half of
the total.

Interpreter Modifications
The processing of nominalizations and verbs is being made more and more distinct.
An unbound obligatory role now canses backtracking and reassignment of syntactic constituents.

An extra level has been added to the interpreter to allow for the recognition of transparent predicates, and for
the call to the temporal component. These transparent predicates do not have decomposition rules but their argu-
ments do. This makes it possiblc to represent components of meaning pertaining to the temporal properties of verbs
(aspectual operators such as start and ocenr) and also to handle verbs whosc complements provide the semantic con-
tent of a prcdication (kave and be).

Extensions to Semantics

S
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Nominalizations and Nouns with Arguments

!

WS The coverage of the domain specific semartics has been expanded to include nominalizations and nouns which
take arguments. The verb semantics component has becn genecralized to handlc several types of noun phrases

o) whose semantics resembles that of sentences. Nominalizations, such as clutch engagement and engine start, can

La Y be analyzed, as well as nouns which take argnments, such as otl pressure. The final semantic description of a

noun phrase such as clutch engagement resembles that of the related sentence, clutch engages. The syntactic
differences between the sentence and noun phrase is captured by having iwo sets of mapping rules, the rules
which relate syntactic constituents to semantic roles, one set for sentences and one set for noun phrases. In the
case of the verb, engage, the mapping rules specily that the subject can be mapped to the patient role. In the
case of the noun, engagement, the corresponding mapping rule specifies that a noun modifier can be mapped to
the patient role. Nominalizations go through time analysis (discussed below) just as do sentences.

Certain nouns (e.g., temperature and pressure) have an argument structure similar to verbs and rominaliza-
tions. They have their own decomposition rules but make use of general noun phrase mapping rules. Thus
noun phrases like oil pressure in sac can be handled somewhat analogously to nominalizaticus like metal con-
tamination in ou filter. The processing for nouns with argumecnts differs from nominalizations in that nouns
with arguments do not go through tinie analysis.
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SDC Logic-Bascd Systems Integrated Syntax and Semantics

Verb Taxonomy
The verbs have been analyzed according to several eriteria in order Lo assign thew to categories in a verh taxon-
omy. The criteria inclnde the semantic classes of the verh argmments, the semantic roles of the same argn-
ments, the possible syutactic realizations of those semantic roles, and the semantic usage of the verb in this
domain. During this process the set of semantic roles, the set of semantic classes for verb arguments, and the
set of semantic cateyories for the verh taxoncmy have been gradually stabilizing, and are discussed in more
detail in the Appendix 7.

Semantics Rules
Decoinposition rules and correspouding mapping rules for both noun phrases and clauses have been designed for
several classes of verbs, nominalizaticns and nouns.These classes iuclude investigative activities, measurements
of pressure and temperature and changes of measure, maintenance activities, symptoms in or damage to
machine parts or systems, and repair, removal or installation of machine parts. These rules are being gradually
added to the working system in order to insure smooth interaction aniong the clause semantics, noun phrase
semantics, reference resolution and the time component.

1.3. Pragmatics

Reference Resolution
A detailed discussion of cooperation belween semantics and reference resolution is provided in the paper, Recov-
ertng Implicit Information, wlicl is included as an appendix. The paper, Focusing and Reference Resolution in
PUNDIT, which describes the reference resolution process in detail, is alse included as an appendix.

Temporal Analysis Component

A domain independent component to process information aboat time has been implemented. The time com-
ponent cooperates closely with the semantic analysis of noun phrases and clauses. ‘‘emporal information is
present in the inlierent meaning of the verb or nominalization, the teuse of the main +erb, the perfect or pro-
gressive verbal elements if present, and the meaning of time adverbs. The time component takes the output
from the semianti~ analysis of the main clanse of every sentence, and of references to eventis in adverbial phrases
expressing a timne relation, and processes the temporal inforination contained in the sentence. Because a
clause or nomii alization can refer to a real or hypothetical state-of-aflairs, the time component must first deter-
mine whether o' not a uniqure, specific time has been referred to. If so, it then determines the temporal proper-
ties of the real-time states-of-affairs and the temporal o+derings of the various states-of-affairs.

While the past tense of verbs without modal auxiliaries generally refers to a specific time, the present tense has
real-time reference only with certain verbs. For verbs in the present tense, the current implementation deter-
mines whether a real tinie has been relerred to by looking at the meaning of the verb. Future implementations
will also look at modal verbs (e.g. will/should/can) and the presence of adverbs which Liave inherent time refer-
ence (e.g., yesterday/May 18, 1986).

Three types of states-of-affairs with different temporal properties are represented: 1) states, 2) processes, and 3)
changes-of-state. A state is a situation in which there is no charge from moment to moment, i.e., the state
remains constant through some PERIOD of time. A process is a state-of-allairs in which tlhere is ehange from

o motnent to moment, i.e., some kind of activity takes place over some PERIOD cf tinie. A change-of-state pred-
ication denotes a transition at some MOMENT in time to a new state-of-affairs.

Every state-of-affairs takes place at some event time (ET). There are two temporal orderings that can be com-
puted for every real-time state-of-alfairs: the relation of event time (ET) to the time at which tle text was gen-
erated (an obligatory relation) and the relation ol its event time to the times of refzrence events (RT) men-
tioned in adverbial phrases or clauses (an optional relation). States and processes can precede, be contem-
poraneous with, or start before and continue through the time at which the report is gencrated (GT):

engine was operating (ET precedes GT)
engine is operating (ET contemporaneous with GT)
engine has been operating  (ET starts before and continues through GT)
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The outcome ol a change-of-state can itsell be a state or a process and thus may also have the relations to
report generation tiwe given above

Given a time adverb which relates two states-of-allairs, (e.;., before/afler/ when) the time component computes
the relative orderintg on the basis of the meaning of the adverh and the temnporal properties of the relevant
states-of-affairs. The set of possible relations between two states-of-affairs ET and RT currently includes:

sac disengaged immediately after alarnr. ET after RT
pressure dropped to 72 psi then increased to 90 psi. RT after ET
drive shaft remained stationary while hub continued to rotate. ET overlaps RT
the drive shaft was packed with 60 grams of grease when it was installed. ET same as RT
failure occurred during engine start. ET during RT
the diesel was operating when the alarm sounded. RT during ET

1.4. Facilities

A window system is under development on the Symbolics for displaying the output from PUNDIT, the parse
tree, and varions trace messages. This will considerably enhance our development environment. In addition, it will
provide a convenient format for presenting demonstrations of thke system.

e e

We have received Releas> 12.11 of Symbolics Prolog and it has been installed.

Frolog for the Government furnished Symbolics machine has arrived, and has been installe ggg T?g‘A&I
= b
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3.2, SDC/NYU Meeting ' 3LTED
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SDC/NYU Meeting #8 (April 4, New York University, New York, NY)

Lynette Hirschinan, Martha Palmer, Rebecca Schiffman and Deborah Dahl went to New York to meet with
Ralph Grishman, Tomasz Ksiezyk, Dimitri Turchin, Ngo Thanh Nhan, and Leo Joskowicz. Palmer gave a presenta-
tion on verb semantics. Schiffman gave a presentation on the analysis of time :n the CASREPS. Leo Joskowicz dis-
cussed domain inference rules which he has developed for SAC malfunctions.

3.3. DARPA Meetings

Meeting of Strategic Comnputing Natura! Language Contractors

A meeting of the natural language contractors was held May 1-2 at ISI. During the meeting, each of the seven
contractors (BBN, ISI, NYU, SDC, SRI, U. Massachusetts and U. Pennsylvania) gave an hour presentation, and
several of the contractors (BBN, ISI, Penn, NYU) also gave demos of the syst¢ms under development. In addition to
the natural langnage contractors, there were also presentations from two Expert Systems contractors (Teknowledge
and Ohio State) and from two Speech contractors (CMU and BBN). The overall focus was on exchange of technical
information, but the meeting concluded withh an afternoon session for the Natural Language Principal Investigators.
At this smaller mecting, a number of issues were discussed, including status of the follow-on contracts, the need for
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proposals for the Tollow-on contracts, contractors estimates of the impact ol possible budget cuts, possibilities for
interaction with the Air Land Battle Management program and a recommntendation for an annual natural language
meeting, including all DARPA natural language contractors, uot just Strategic Computing.

3.4. Symbolies Lisp User’s Group

John Dowdiug attended a meeting of the Mid-Atlantic Division of the Symbolics Lisp User’s Group in April at
the University of Pennsylvania. The meeting included a presentaion on Symbolics networking software.

4. Problems Encountered and/or Anticipated

Although the Symbolics Prolog development environment has improved, there are still problems with the
development environment and debugging facilities.

6. Action Required by the Government

6. Fiscal Status

(1) Amount currently provided on contract:
$672,833 (funded) $683,105 (contract value)

(2) Expenditures and cominitments to date:
$ 295,202

(3) Funds required to complete work:
$387,903
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Foecusing and Reference Resolution in PUNDIT

Focusing and Reference Resolution in PUNDIT

Decborah A. Dahl

Research and Development Division
SDC -- A Burroughs Company
PO Box 517
Paoli, PA 19301

To be presented at AAAI-86, August 11-15, 1986, Philadelphia, PA

ABSTRACT

This paper describes the use of focusing in the PUNDIT text processing system.!
Focusing, as discussed by (Sidner1979] (as well as the closely related coneept of center-
ing, as discussed by |Grosz1983] ), provides a powerful tool for pronoun resolution.
However, its range of application is actually much more general, in. thiat it can be used
for several problems in reference resolution. Specifically, in the PUNDIT systein, focus-
ivg is used for ene-anaphora, elided noun phrases, and cerlaiin types of delinite aud
indefinile moun phrases, in addition to its use for pronouns. Another important feature
in the PUNDIT reference resolution system is that the foeusing algorithn is based on
syntactic constituents, ratlier than on thematic roles, as in Sidner's system. This
feature is basced on considerations arising from the extension of focusing to cover one-
anaphora. These considerations make syntactic focusing a more acceurate predictor of
the interprctalion of ene-anaphoric noun phrases without deercasing the accuracy for
definite pronouns.

Y This work is supported in part by DARPA under contruct NOOO14-85-C-0012, administered by the Office of Naval
Research. APPROVED FOR PUBLIC RELEASE, DISTRIBUTION UNLIMITED
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Foecusing and Refercnce Resolution in PUNDIT

1. Background

1.1. Focusing

Linguistically reduced forms, such as pronouns, arce typically nsed in texts to refer

to the entity or entities with which the text is most centrally concerned.? Thus, keep-
ing track of this entity, (the topic, of [Gundel1974), the focus of |Siduer1979), and the
buckward-looking center of [Grosz1983, Kameyamal985] ) is clearly of value in he
interpretation of pronouns. Hewever, while 'pronoun resolution’ is generally presented
as a problein in computational linguistics to which focusing can provide an answer (See
for example, the discussion in [Hirst1981]), it is useful to consider focusing as a prob-
lem in its own right. By looking 2t focusing from this perspective, it can he seen that
its applications are more general than simply finding referents for pronouns. Focusing
can in fact play a role in the interpretation of several different types of noun phrases.
In support of this position, I will show how focus is used in the PUNDIT (P’rolog
UNDerstander of Integrated Text) text processing system Lo interpret a variety of
forms of anaphoric relerence; in particular, pronouns, clided noun phrases, one-
anaphora, and context-dependent full noun phrase references.

A sccond position advocated in this paper is that surface svntactic formm can pro-
vide an accurate guide to deterinining what entities are in focus. Unlike previous focus-
ing algorithms, such as that of [Siduer1979}, which used thematic roles (for example,
therme, agent, instrument as described in [Gruberl976] ), the algoritlin vsed in this
sydtem relies on surface syntactic structure to determine which entities are expected to
be in focus. The extension of the focusing mechanism to haudle ane-anaphora has pro-
vided the major motivation for the choice of syntactic focusing.

Tle focusing mechanism in this system consists of two parts--a FoeusList, which
is a list of entities in the order in which they are to be counsidered as foci, and a focus-
ing algorithm, which orders the FocusList. The implenientation is discussed in detail
in Section 5.

1.2. Overview of tlie PUNDIT System

I will begin with a brief overview of the PUNDIT system, currently under
development at SDC. PUNDIT is written in Quintns Prolog 1.5. [t is designed to
integrate syntax, semantics, and discourse knowledge in text processing lor limited
domains. The system is unplemented as a set of distinetl interacting components which
communicate with each other in clearly specified and restricted ways.

1he syntactic component, Restriction Grammar,[Hirschman 1982, Hirschinan!985],
perforing a top-down parse by interpreting a set of coutext-free BNIT delinitions and
enforcing context-sensitive restrictions associated with the BNI definitions. The gram-
mar is gencrally modelled after that developed by the NYU Linguistic String Projeet
[Sageri981]. Restrictions which enforce context-sensitive constraints on the parse are
associaled witht the bnf rules

2 I am graleful for the helpful comments of Lynette Hirschman, Marcia Linebarger, Martha Palmer, und Rebecea Schiffinan
on Lhis paper. John Dowding and Bonnie Webber also provided useful cominents aud suggestions on an earlier version.
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Focusing and Refercence Resolution tn PUNDIT

Sonmie semantic filtering ol the parse is done al the noun plirase level. That s,
after a noun phrase is parsed, it is passed to the noun phrase semanties component,
which determines i there is an acceptable semantics associnted with that parse. If the
noun phrase is aceeptable, the semantics component construets a semantie ropresenta-
tion. If the noun phrase is not semantically acceptable, another parse is songht.

AL the conclusion of parsing, the sentence-level semantice interpreter is called. This
interpreter is based on Palmer’s Inference Driven Scimantic Aualysis system, [Pal-
mer1985), which analyzes verbs into their component meanings and lills their thematie
roles. In the process of filling a thematic role the semantic analyzer calls reference reso-
lution for a specilic syntactic constituent in order to find a relerent to {ill the role.
Reference resolution instantiates the referent, and adds to the discourse representation
any information inferred during reference resolution.

Domuain-specific information is available for both thi¢ noun phrase and clause level
semantic components through the knowledge base. The domain currently being
modeclled by SDC is that of computer maintenance reports. Currently the knowledge
base is implemented as a seinantic net containing a part-whole hicrarchy and an isa
hierarchy of the components and enlities in the application dommnin.

Following the semantic analysis, a discourse component is called which upde s
the discourse representation to include the information rom the currcut sentence and
which runs the focusing algorithm.

2. Uses of Focusing

Focusing is used in four places in PUNDIT -- lor definite pronouns, for elided
noun phrases, for one-anaphora, and for implicit associates. . '

As stated above, reference resolution is called by the semantic interpreter when it
is in the process of filling a thematic role. Reference resolution proposes a referent for
the constituent nssociated with that role. For example, if the verh is replace and the
seniantic interpreter is filling the role of agent, refcrence resolution would be called
for the snrmace syntactic subject. After a proposed referent is chiosen lor the subject,
any specilic selectional restrictions on the agent of replace (such as the constraint that
the agent has to be a human being) are checked. If the proposed referent fails selec-
tion, backtracking into reference resolution occurs and another referent is selected.
Cooperation between reference resolution and the semantic interpreter is discussed in
detail in |[Palmer1986]. The semantic interpreter itself is discussed in [Palmer1985].

2.1. Pronouns and Elided Noun Phrases

Pronoun resolntion is done by instantiating the referent of the pronoun Lo the first
member of the FocusList unless the instantiation would violale syntactic constraints

on coreferentiality.? (As noted above, if the proposed relerent [lails selection,

3 At the moinent, the syntactic constraints on coreferentiality used by the system are very simple. If the direct object is
reflexive it must be instantiated to the same referent as the subject. Otherwise tt mnust be a dilferent referent. Obviously as the
sysiem is extended to cover sentences with more complex structures, a more sophisticated ireatment of syntactic construints on

May 12, 1886 .3-

! t
EPLCLAS PR L CR UL LGN TR R 5
; “Q"" &:-‘gy\r A LS A B A A Y
hu.ﬁzﬁ?. AL Tl et l bttt ¢ v X KT N




Focusing and Refercnce Kesolution in PUN. T

backtracking occurs, and another referent is chiosen.)

The reference resolution situation in the maintenance texts however, 18 compli-
cated by the fact that there are very few overt pronouns. Rather, in contexts whaere a
noun phrase would be expected, there is often elision, or w zero-up as in- Won't power
up and Has not failed since Hill’s arrival. Zeroes are handled exactly as if they were
pronouns. The hypothesic that elided noun phrases can be treabted in the same way as
pronouns is consistent with previous claims in [Gundel1980] and [Kameyamal985| that
in languages such as Russian and Japanese, which regularly allow zero-np's, the zero
corresponds to the focus. If these claims are correct, it is not surprising that in a sub-
langnage like that found in the maintenance texts, which also allows zero-up’s, the zero
should correspond to the focus.

Another kind of pronoun (or zero) also cecurs in the mainte.ance texts, which is
not associated with the local focus, but is concerned with global aspects of the text.
For example, the field engineer is a default agent in the maintenanc: domain, as in
Thinks problem 1s in head selecl area. This is handled by defiuing default elided
referents for tlie domain. The referent is instautiated to one ol these if no suitable
candidate c¢an be found in the FocusList.

2.2. Implicit Associates

Focusing is also used in the processing of certain full noun phrases, both definite
and indefinite, which involve smplieit associates. The terin implicit associates refers
to the relationship between a disk drive and the motlor in examples like The field
engineer installed a disk drive. The motor failed. It is natural lor a human reader to
infer that the inotor is part of the disk drive. In order to capture this intuition, it is
necessary for the syst2m to relate the motor to the disk drive of which it is part. Rela-
tionships of this kind have been extensively discussed iu the literature on definite refer-
ence. For example, implicit associates correspond to tnferrable entities described by
[Princel1981|, the associaled use definiles of [Hawkins1978|, and the essociated type
of implicit backwards specification discussed by [Sidncrl979). Siduer suggests that
lraplieit associgtes should be found among Vhe entities in focus, Thus, when the sysvem
encounters a definite noun phrase mentioned for the first time, it sequentially examines
vach mwanber of the Foeuskiot to determine il it iz & porvibile assoriale of the sgroand
noun phrase. The specific association relatiouships (such as part-whole, object-
property, and so on) are defined in the knowledge base.

This mechanisin is also used in the processing of certain indefinite noun phrases.
In every domain, it is claimed, there are certain types of entities which can be
classified as dependent. By this is meant an eutity which is not Lypically mentioned on
its own, but which is referred to in connection wilh aunother entity, on whicl it is
dependent. In the maintenance do:nain, for example, parts such as keyboards, motors,
and printed circuit boards are dependent, since when they are mentioned, they are nor-
mallv mentioned a3 being part of something clse, such as a console, disk drive, or

coindexing using some of the insights of [Peinhart1676], and |Chomsky1981| will be required.
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printer.? In an example lice The system is down. The field engineer replaced a bad
printed circust board, it secemis clear that a relationship between the printed circuit
board and the system should be represented. Upon cucountering a reference to a
dependent entity like Lhe printed circuit board, Lhe system looks through the
IFFocusList to determine if any previously mentioned cntitics can be associated with a
printed cireuit board, and if so, the relationship is made explicit. 1f no associazle has
been mentioned, the entity will be associated with a defauit defined in the knowledge
bage. For exaraple, in the maintensnce donain, parts are defined as dependent enti-
ties, and in the absence of an explicitly mentioned associate, they are represented as
associated with the system.

2.3. One-Anaphora

PUNDIT extends focusing to the analysis of one-anaphora following [Dal:11984],
which claims that focus is central to the interpretation of one-anaphora. Specifically,
the referent of a one-anaphoric noun ptirase (e.g., the blue one, some large ones) is
claimed to be a member or meinbers of a set which is the ocus »f the current clause.
for example, in Installed two disk drives. One failed, the scl of twe disk drives is
assurred to be the focus of One failed, and the disk drive that fuiled is & wember of
that set. This analysis can be contrasted with that of [llalliday1976], which treats
one-anaphora as a surface syutactic phenomenon, completely distinei from reference.
It is more consistent witli the theoretical discussions of {1978], and (Webber1983).
These analyses advocate a discourse-pragmatic treatment for bolth one-anaphora and
definite pronouns. The main computational advantage of treatling one-anaphora as a
discourse problem is that, since definite pronouns are treated this way, little
modification is nceded to the basic anaphora mechanism to aliow it to handle one-
anaphora. In contrast, an iniplemnentation following the acconnt of Hailiday and
Hasan would be much more complex and specific to ene-anaphora.

The process of refercrice resolution for one-anapliora occurs in two stages. The
first stage is resolution of the anaphor, one, and this is the stage that involves focus-
ing. When the system processes the liead noun ome, it instantiales it witiu the
category of the first set in the FocusList (disk drive in this example).® lu other
words, the referent of the noun phrase must be a ineutber of the previously mentiosied
set of disk drives. The second stage of relerciice resolution lor one-anaphora assigns a

:::: specific disk drive as the referent of the entire nour plirase, using the same procedures
W that would be used for a full noun phrase, a disk drive.

.
w

The extension of the system to ons-ana, ora provides the clearest motivation for
the clioice of a syutactic focus in PUNDIT. Before | discuss the kinds of examples

e

P

,.
’ " .”
G

¢ There are exceptions to this generalization. For exaniple, in a sentence lik. field engineer ordered molor, the motor on
order is not part of anything else (yet). In PUNDIT, these cases ure ussumed to depend on the verb mieaning In this example, the
object of ordered is categorized as non-specific, and reference resolution is not called. See |Palmer1986| for details.

E\‘:
I, "7
{1
%

® Although not Webber's analysis in [Webber1978], which advocates an approach similar to Halliday and Hasan's.

% Currently the only sets in the FocasList are those which were explictly mientioned in the text However, as poinied out
by [DahlI982.f, and |Webber1983, Dahl1984|, other sets besides those explictly mentioned are available for anaphoric reference.
These huve not yet been added to the system
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Focusing and Relerence Resolution in PUNDIT

which support this approach, 1 will briefly deseribe the relevant part of the focusing
algorithn based o thematic roles which is proposed by|Sidner1979]. After cach sen-
Lence, the forusing algorithms order the clentents in the sentence in the order in which
they are to be considered as potential foci in the next sentence. Sidner's ordering and
that of PUNDIT are compared in Figure 1.

The idea thatl surface syntax is important in focusing conies from a suggestion by

[Erteschik-Shir1979], thal every sentence has a dominant syntactic constituernt, which

provides a default topic for the following utterance’. Intuitively, the dominant consti-

tuent can be thought of as the one to which the hearer's attentiou is primarily drawn.
Operationally the dominance of a constituent is tested by secing if a referent with that
constituent as the antecedeni can be cooperatively referred to with an unstressed pro-
noun in the following sentence.

The feature of onc-anaphora which niotivates the syntactic algorithm is that the
availability of certain noun phrases as antecedenls for wene-anaphora is strougly
affected by surface word order variations which change syntaclic relations, but which
do not aflect thematic roies. If thematic roles are crucial for focusing, then this pattern
would not be observed.

Consider the following examples:

(1) A: I'd like to plug in this lamp, but the bookcases are blocking the electrical
outlets.

B: Well, can we move one?

(2) A: I'd like to plug in tlus tamp, but the electrical outlets are blocked by the book-

cases, :
Sidner PUNDIT
Theme Sentence
Other thematic roles Direct Object
Agent Subject
Verb Phrase Objects of Prepositional Phrases

Figure 1: Comparison of Potential Focus Ordering in
Sidner's System and PUNDIT

T As discussed in [Dah}1984] theis are problems with Erteschik-Shir's definition of doininance and slightly different definition
is proposed. However the details of this reformulation do not concern us bere.
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Foecusing and Relerence Resolution in PUNDIT

B:  Well, can we move one?

Iu (1), most informants report an initial impression that B is tatking about moving
the electrical outlets, This does not happen for (2). This indicates that the expected
focus following (1) A is the outlets, while it is the bookeases in (1) B, However, in each
case, the thematic roles are the sanie, so an algorithimn based on thematic roles would
predict no diflerence between (1) and (2).

Similar examples using delinite pronouns do not secrn to exhibit the samme effect.
In (3) and (1), they secems to be ambiguous, until world knowledge is brought in. Thus,
in order to handle definite pronouns alone -ither algorithm would be adequate.

(3) A: I'd like to plug in this lamp, but bookcases are blocking the electri_al outlets.
B: Well, can we move them?

(4) A:  I'd like to plug in this lamp, but the electrical outlets are blocked by the book-
cases.

B:  Well, can we move them?

(5) and (6) illustrate another example with ene-auaphora. In (5) but uot in (6),
the initial interpretation seems to be that a bug has losi its leaves. As in (1) and (2),
liowever, the thematic roles are the same, so a thematic-role-basced algorithnr would
predict no diffcrence between the sentencus.

(5) The plauts are swarming with the bugs. One’s already lost all its leaves.

(8) The bugs are swarming over the plants. One's already lost all its leaves.

Jn addition to theoretical considerations, there are a number of obvious practical
adv witages Lo delining focus on constituents rather thaa on thematic roles. For exam-
ple, constituents can often be found more reliably thau thematic roles. In addition,
thematic roles have to be defined individually for each verb.® Since thematic roles for
verbs can vary across domains, defining focus on syntax nmiakes it less domain depen-
dent, and hence more portable. While in principle focus based on thematic roles does
nol have o be domain-dependent, a general algorithm based on thematic roles would
have to rely on 2 a general, domain-neutral specification of all possible thematic roles
and their behavior in focusing. Until such a specification exists, a thematic-role based
focusing algorithin must be redefined for each new domain as the domain requires the
definition of new themalic roles, and because of this, will continue to be less portable
than an approach based on syutax.

¥ Of course, some generalizations can be made about how arguments wmap to ‘hematic roles. For example, the basic
definition of the thematic role theme is thot, for a verb of motion, the theine is the argument that moves. More generally, the
theme is the argumient that is most affected by the action of the verb, and its typical syntactic manifestation is as a direct object
of a transitive verb, or the subject of an intransitive verb. However, even if these generalizations are accutate, they are no inore
than guidelines for inding the themes of verbs. The verbs still have to be classified individually
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Focusing and Refercnee Resolution in PUNDIT

3. Implementation
3.1. The FocusList and CurreniCoutext

The data structures that retain information from scutence to scutence in the
PUNDIT system are the FocusList and thc CurrentContext. The FocusList is
a list of all the discourse antities which are eligible to be considered as foci, listed in
the order in which they are to be considered. For exauple, after a sentence like The
field engineer replaced the disk drive, the following FocusLi,t would be created.

[[eventl],[drivel],[engineerl]]

The members of the FocusList are unique identifiers that have been assigned to the

"
AN ,
) three discourse entities -- the disk drive, the feld engineer, wnd the event. The
l' CurrentContext contains the information that has been conveyed by the discourse
:

so far. After the example above, the CurrentContext would contain three types of

information:

(1) Discourse 1d’s, which represent classilications of entities. 1'or example,
id(field "engineer,[engineer1]) means that [engineerl] is a a field engiucer.

(2) Facts about part-whole relationships (hasparts). ln the example in Figure 2,
notice that the lack of a representation of time results in both drives being part of
the systeimn, which they are, but not at the same tune. Work to rewedy this prob-
lem is in progress.

ol
' Ay
‘I

o

(3) Representations of the events in the discourse. For exaniple, if the event is that of

v

: a disk drive having been replaced, the representation consists of a unique

Vg identifier ([eventl]), the surface verb (replace(time(_))), and the decomposi-

; tion of the verb with its (known) arguments instantiated'. The thematic roles
involved ar¢ objectl, the replaced disk drive, object2, the replacement disk
i;' drive, time and instrument which are uninstaitiated, and agent, the field

o engincer. (Sec|Paliner1986), for details of this representation). Figure 2 illustrates

: how the CurrentContext looks after the discourse-initial sentence, The field

p engineer replaced the disk drive.

N

2

;:.4'-. 3.2. The Focusing Algorithm

[i The focusing algorithm used in this system resembles that of [Sidnert979!,

420 although it dces not use the actor focus and uses surface syntax rather than thenmtic

ol roles, as discussed above. The focusing algorithm is illustrated in Figure 3. Removing

Jj;-{ candidates fromm the FoeusList when they are no longer cligible to be the referents of

O pronouns is not currently done in this system. The conditions deteriminiog this have

s”* not been fully investigated, and since the texts involved are short, few problems are

createct m practice. This problem will be addressed by future rescarch.

' fiedd"englneer is an example of the representalion used in PUNDIT for an idiom.

10 #1706 is an uninstantiated variahle representing the time of the replucement. It appears in several places, such as
included(object2([drive2]),time( 8176)), and missing(objecti(|drivel]),timne( B176))
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Focusing and Reference Resolution in PUNDIL

id(field"engineer,[engineerl}),
id(disk“drive,[drivel}),
id(system,[systeml]),
id(disk"drive,[drive2}),

id(event,[eventl]),

haspart([systeml},[drivel}),

haspart([system1],(drive2])]

event([eventl],
replace(time( 8178)),
[included(object2([drive2]),time(_81786)),
missing(object1([drivel}),time(_8178)),
use(instrument(_8405),
exchange(objectl([drivel]),object2([drive2]),time( 8176))),
cause(agent([engineerl]}),
use(instrument(_8405),
exchange(objectl([drivel]),object2([drive2]),time(_8176))))])

Figure 2: CurrentContext after The field engineer replaced the disk drive.
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Focusing and Reference Resolution in PUNDIT

(1) First Sentence of a Discourse:

Establish expected foci for the next sentence (order FocusList): the
order reflects how likely that constituent is to become the focus of
the following sentence.

Sentence

Direct Object

Subject

Objects of Prepositional Phrases

(2) Subsequent Sentences (update FocusList):

If there is a2 pronoun in the current sentence, move the focus to the
referent of the pronoun. If there is no pronoun, retain the focus
from the previous sentence. Order the otber elements in the sen-
tence as in (1).

Figure 3: The Focusing Algorithm

4. Summary

Several interesting research issues are raised by this work. Ior example, what is
the source of the focusing algorithm? s it derivable from theoretical considerations
about how language is processed by human beings, or is it simply an empirical obser-
vation about conventions used in particular languages Lo bring discourse cutities into
prominence? BEvidence bearing on this issue would be to whal extent the focus .g
mechanism carries over to other, non-related languages. Kameyama's work on
Japanese suggests that there are soine similarities across languages. T'o the extent that
such similarities exist, it would suggest that the algorithin is derivable from other
theorctical considerations, and is not simply a reflection of linguistic conventions.

This paper has described the reference resolution compounent of PUNDIT, a large
text understanding system in Prolog. A focusing algorithin based on surface syntactic
constituents is used in the processing of several different types of reduced reference:
definite prououns, one-anaphora, elided noun phrases, and wnplicit associates. This
generality points out the usefulness of treating focusing as a problem i itself rather
than simply as a tool for pronoun resolution.

May 12, 1980 -10-

SR -,.'\_ 198 v a - L o “r ‘
.l'“ H —. z o ’( " Ly h AR,
et }i - i.a. J.-C‘.d}::"‘m e l‘; iyt ) """;*.‘ }.‘-}“J_; ?‘ gy :u-.\*



Focusing and Reference Resolution in PUNDIETE
REFERIENCIES

1076)
Jorge Tlaukamer and lvan Sag, Decp and Surfiuce Avaphora. fiinguistic In-
quiry 7(3), 1976, pp. 391-428,

[Chomsky1$81]
Noam Choinsky, Lectures on Governmenl aend Dinding. IForis Publicatious,
Dordrecht, 1981,

[Dahl1982.]
Deboral A. Dahl, Discourse Structure and one-anaphora in Fuglish, presented
al the 57th Annual Mecting of the Linguistic Socicty of America, Sau Dicgo,
1982..

[Dahl1984]
Deborah A. Dahl, The Structure and Funclion of One-Anaphora in English,
PhD ‘Thesis; (also published by Indiana University Linguistics Club, 1985),
University of Minuesota, 1984.

[Erteschik-Shir1979]
Nouii Erteschik-Shir and Shaloin Lappiu, Dominance and the Funetional Ex-
plauation of Island Phenomena. Theoretscal Linguistics, 1979, pp. 41-86.

[Grosz1983|
Barbara Grosz, Aravind K. Joshi, and Scott Weinsteu, Providing a Unified
Account of Defiite Noun Plirases in Discourse. Proceedings of the 215t An-
nual Meeling of the Assoctation for  Computalional Lsnguistics, 1983, pp.
44-50.

[Gruber1976)
Jeffery Gruber, Lezical Structure in Syntar and Semantics. North Holland,
New York, 1976.

[Gundel1974)
Jeauette K. Gundel, Role of Topic and Comment in Linguistic Theory, Pli.D.
thesis, University of Texas at Austin, 1974.

[Guudel1980)
Jeanclle K. Gundel, Zero-NP Aunaphora in Russian. Chicago Linguistic So-
ciely Parasession on Pronouns and Anaphora, 1930.

[Halliday 1976)
Michael A. K. Halliday and Ruqaiya Ilasau, Cohesson in I'nglish. Louginau,
London, 1976.

[Hawkins1978|
Johin A. [Hawkius, Definileness and Indefinsteness. llumanilics Press, Atlau-
tic Highlauds, New Jersey, 1978.

May 12, 1980 -11-

ARSI t«f«,"i‘: o8 SN R ~“" R L T R e Ry g

2 ".‘LM



Focusing and Reflerence Resolution in PUNDIT

[Hirschman1982]
L. Hirschman and K. Puder, Restriction Grammar in Prolog. In Proc. of the
First International Logic  Programming  Conference, M. Van
Cauneghem (ed.), Association pour la Diffusion et le Developpement de Prolog,
Marseilles, 1982, pp. 85-90.

[Hirschiman1985]
L. Hirschman and K. Puder, Restriction Graminar: A Prolog
Immplementation. In Logic Programming and ils Applications, D.ILD. Warren
and M. VanCaneghem (ed.), 1985.

[Hirst1981]
Graeme Iirst, Anapliora sn Natural! Language Understanding. Springer-
Verlag, New York, 1981.

[Kameyama1l985]
Megumi Kameyama, Zero Anaphora: The Case of Japanese, Ph.D. thesis,
Stanford University, 1985.

[Palnicr1985)
Martha S. Palmer, Driving Semantices for a Limited Domain, Ph.D. thesis,
University of Edinburgh, 1985.

[Palmer1986]
Martba S. Palmer, Deborah A. Dahl, Rebecca J. Schiffinan, Lynette Hirsch-
man, Marcia Linebarger, and John Dowding, Recovering hnplicit Inforination,
to be presented al the 24th Annual Meeting of the Association for Computa-
tional Linguisties, Columbia University, New York, August 198¢.

[Prince1981]
Ellen I¥. Prince, Toward a Taxonomy of Given-New [uformation. In Radical
Pragmatics, Peter Cole (ed.), Academic Press, New York, 1981.

[Reinhart1976]
Tanya Reinhart, The Syntactic Domain of Anaplora, Ph.D. thesis, Mas-
sachusetts Institute of Techuology, 1976.

[Sager1981]
N. Sager, Nalural Language Informalion Processing: A Computer Gram-
mar of IEnglish and Its Applications. Addison-Wesley, Reading, Mass., 1981,

[Siduner1979)
Candace Lee Siduner, Towards a Computational Theory of Definite Anaphora
Compreliension in  English Discourse, MIT-Al TR-537, Cambridge, MA,
1979.

[Webber1978|

Bonnie Lynu Webber, A Formal Approach to Discourse Anaphora. Garland,
New York, 1978.

May 12, 1980 -12-

P -'7‘»“3% = =Bl ks
)s\"i\. F<N )’i\ ’)‘ ..\ \{‘.J( “\"‘\‘1 fl""d‘!ﬁ".‘r.r I‘.h‘-;"*(:.);'\‘.f %:” \’\r\:*“ :¥ﬁ%ﬁ“";‘:“ -d’ e N



NSRRI AR IR TRETNITT e TR ITE T TR OTURFETTTET T T R TR ORI . TR WU WY RN R TN T W T WO T T RS G T T e

*H
; Recovering Implicit Information

&

e,

pl S ol Yot

A RECOVERING IMPLICIT INFORNATION

s )

agill il
T

|

A
P

L s R

Martha S. Palmer, Deborah A. Dahl, Rebecca J. Schillmaun, Lyuctte Hirschman,
Marcia Linebarger, and John Dowdiug
Research and Development Division
SDC -- A Burroughs Company
P.O Box 517
Paoli, PA 19301 USA

ABSTRACT

o This paper describes the SDC PUNDIT, (Prolog UNDerstands Integrated Text),

system for processing natural language messages.! PUNDIT, written in Prolog,
is a higaly modular system consisting of distinct syntactic, semantic and prag-
matics compounents. Each component draws on one or more sets of data, includ-
ing a lexicon, a broad-coverage grammar of English, semaniic verb decomposi-
tions, rules mapping between syntactic and semantic constituents, and a
domain model.

Sl L

This paper discusses the communication between the syntactic, semantic
and pragmatic modules that is necessary for making implicit linguistic informa-
tion explicit. The key is letting syntax and semantics recognize missing linguis-
tic entities as implicit entitivs, so that they can be labelled as such, and refer-
ence resolution can be directed to find specific referents for the entities. In this
way the task >f making implicit linguistic information explicit becomes a subset
of the tasks performed by reference resolution. The success of this approach is
dependent on marking missing syntactic constituents as elided and missing
semantic roles as ESSENTIAL so that refercnce resolution can know when to look
for referents.

To Be Presented at the

24 Annual Meeting of the
Association for Computational
Linguistics

New York City, June, 1986
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Reccovering Implicit Information

1. Introduction

This paper describes the SDC PUNDIT? system for processing natural
language messages. PUNDIT, written in Prolog, is a highly modular system
cousisting of distinct syntactic, semantic and pragmatics components. Each
component draws on one or more sets of data, including a lexicon, a broad-
coverage grammar of Euglish, semantic verb decompositions, rules mapping
between syntactic and semantic constituents, and a domain model. PUNDIT
has been developed cooperatively with the NYU PROTEUS system (Prototype
Text Understandine System), These systems are funded by DARPA as part of
the worlk in natural language understanding for the Strategic Computing Bat-
tle Management Program. The PROTEUS/PUNDIT system will map Navy
CASREP’s (equipment casualty reports) into a database, which is zccessed by
an expert system to determine overall fleet readiness. PUNDIT has also been
applied to the domain of computer maintenance reports, which is discussed
here.

The paper focuses on the interaction between the syntactic, semantic and
pragmatic modules that is required for the task of making implicit information
explicit. We have isolated two types of implicit entities: syntactic entities which
are missing syntactic constituents, and semantic entities which are unfilled
semantic roles. Some missing entities are optioual, and can be ignored. Syntax
and semantics have to recognize the OBLIGATORY missing entities and then
mark them so that reference resolution knows to find specific referents for those -
entities, thus making the imnplicit information explicit. Reference resolution uses
two dilferent methods for filling the different types of entities which are also
usec for general noun phrase reference problems. Implicit syntactic entities,
ELIDED CONSTITUENTS, are treated like pronouns, and implicit semantic enti-
ties, ESSENTIAL ROLES are treated like definite noun phrases. The pragmatic
module as currently implemented consists mainly of a reference resolutiod com-
ponent, which is sufficient for the pragmatic issues described in this paper. We
are in the process of adding a time module to handle time issues that have
arisen during the analysis of the Navy CASREPS.

2. The Syntactic Componcnt

The syntactic component has three parts: the grammar, a parsing mechan-
ism to execute the grammar, and a lexicon. The grammar consists of context-
free BNF definitions (currently numbering approximately 80) and associated res-
trictions (approximately 35). The restrictions enforce context-sznsitive well-
formedness constraints and, in some cases, apply optimization strategies to
prevent unnecessary structure-building. Each of these three parts is described
further below.

% Prolog UNDderstands Integrated Text

May 15, 1986 -2-

Ty R T G G O L R O o T W U N



b~ e~ i i = e~ e e o e e AN AR man mav ) A BA= ERT San Nad S8 Bed Bal Bad ISR g S B R-A RA R R EVE R-L EEE RVE BV

Recovering Implicit Information

2.1. Grammar Covcrage

The grammar covers declarative sentences, questions, and sentence frag-
ments. The rules for fragments enable the grammar to parse the "telegraphic”
style characteristic of niessage traflic, such as disk drive dorsn, and has select
lock. The present grammar parses sentence adjuncts, conjunction, relative
clauses, complex complement structurcs, and a wide variety of nominal struc-
tures, including compound nouns, nominalized verbs awnd embedded clauses.

The syntax produces a detailed surface structure parse of each sentence
(where "scntence' is understood to mean the string of words occurring between
two periods, whether a full sentence or a fragment). Tkis surface structure is
converted into an "intermediate representation" which regularizes the syntactic
parse. That is, it eliminates surface structure detail not required for the seman-
tic tasks of enforcing selectional restrictions and developing the final representa-
tion of the information content of the sentence. An important part of regulari-
zation involves mapping fragment structures onto canonical verb-subject-object
patterns, with missing elements flagged. For example, the tvo fragment con-
sists of a temsed verb + object as in Heplaced spindlc motor. Regulariza-
tion of this fragment, for example, maps the tvo syntactic ctructure into a
verb+subject+ object structure:

verb(replace),subject(X),0bject(Y)

As shown here, verb becomes instantiated with the surface verb, c.g., replace
while the arguments of the subject and object terins are variables. The
semautic information derived from the noun phrase object spindle motor
becomes associated with Y. The absence of a surface subject constitucat
results in a lack of semantic information pertaining to X. This lack causes the
semantic and pragmatic components to provide a semantic filler for the missing
subject using general pragmalic principles and specific domain knowledge.

2.2. Parsing

The grammar uses the Restriction Gramwar parsing framework
[Hirschman1982, Hirschman1985], which is a logic granuuar with facilities for
writing and maintaining large grammars. Restriction Grammar is a descendent
of Sager’s string grammar [Sager1981]. It uses a top-down left-to-right parsing
strategy, augmented by dynamic rule pruning for efficient parsing |[Dowd-
ing1936|. In addition, it uses a meta-grammatical approach to generate
definitions for a full range of co-ordinate conjunction structures [Hirsch-
man]986).

2.3. Lexical Processing

The lexicon contains several thousand entries related to the particular sub-
domain of equipment maintenance. It is a modified version of the ISP lexicon
with words classified as to part of speech and subcategorized in limited ways
(e.g., verbs are subcategorized for their complement types). [t also handles
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multi-word idioms, dates, times and part numbers. The lexicou cau be
expanded by means of an interactive lexical entry program.

The lexical processor reduces morphological variants to a single root form
which is stored with each entry. For example, the form has is transformed to
the root form have in Has sclect lock. In addition, this facility is useful in
handling abbreviations: the term awp is regularized to the multi-word expres-
sion wasting “for “part. This expression in turn is regularized to the root form
wait “for “parl which takes as a direct object a particular part or part number,
as in s awp 2155-6147.

Multi-word expressions, which are typical of jargon in specialized domains,
are handled as single lexical items. This includes expressions such as disk drive
or selcct lock, whose meaning within a particular domain is often nov readily
computed from its component parts. Handling such frozen expressions as
'idioms" reduces parse times and number of ambiguities.

Another feature of the lexical processing is the ease with which special
forms (such as part numbers or dates) can be handled. A special "forms gram-
mar", written as a definile clause grammar|Pereiral980] can parse part
numbers, as in awasting part 2155-6147, or complex date and time expres-
sions, as in disk drive up al 11/17-1236. During parsing, the forms grammar
perforins a well-formedness check on these expressions and assigns them their
appropriate lexical category.

3. Semantics

There are two separate components that perform semantic analysis, NOUN
PHRASE SEMANTICS and CLAUSE SEMANTICS. They are each called after parsing
the relevant syntactic structure to test semantic well-formedness while produc-
ing partial semantic representations. Clause semantics is based on Inference
Driven Semantic Analysis [Palmer1985] which decomposes verbs into component,
meanings and fills their semantic roles with syntactic constituents. A
KNOWLEDGE BASE, the formalization of each dumain into logical terms, SEMAN-
TIC PREDICATES, is essential for the effective application of Inference Driven
Semantic Analysis, and for the final production of a text representation. The
result of the semantic analysis is a set of PARTIALLY instantiated semantic
predicates which is similar to a frame representation. To produce this represen-
tation, the semantic components share access to a knowledge base, the DOMAIN
MODEL, that contains generic descriptions of the domain elements ¢ rresponding
to the lexical entries. The model includes a detailed representation of the types
of assemblies that these elements can occur in. The semantic components are
designed to work independently of the particular model, and rely on an inter-
face to ensure a well- defined interaction with the domain model. The domain
model, noun phrase sen antics and clause semantics are all explained in more
detail in the following three subsections.
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Recovaring Implicit Information

3.1. Domain Model

The domain currently being modelled by SDC is the Maintenance Report
domain. The texts being analyzed are actual maintenance reports as they are
called into the Burroughs Telephonc Tracking System by the field engineers and
typed in by the telephone operator. Tlhese ruports give information about the
customer who has the problem, specific symptoms of the problem, any actions
take by the field engineer to try and correct the problem, and success or failure
of such actions. The goal of the text analysis is to autoiuatically generate a
data base of maintenance information that can be used to correlate customers
to problems, problem types to machines, and so on.

The first step in building a domuin model for maintenance repoits is to
build a semantic net-like representation of the type of machine invoilved. The
machine in the example text given below is the B4700. The possible parts of a
B4700 and the associated properties of these parts can be represented by an isa
hierarchy and a haspart hierarchy. These hierarchies are built using four
basic predicates: system,izsa,hasprop, haspart. For example the system
itself is indicated by system(b4700). The isa predicate associates TYPES
with components, such as isa(spindle”"motor,motor). Properties are associ-
ated with components using the basprop relationship, are are inherited by
anything of the same type. The main components of the system: ecpu,
power_supply, disk, printer, peripherals, etc.,, are indicated by
haspart relations, such as haspart(b4700,cpu),

haspart(bA700,power_supply). haspart(b4700,disk),,etc.. These parts.

are themselves divided into subparts which are also indicated by haspart rela-
tions, such as haspart(por-er_supply, converter).

This method of representation results in a general description of a com-
puter system. Sp<:ific machines represent INSTANCES of this general represen-
tation. When 2 particular report is being processed, id relations are created by
noun phrase semantics to associate the specific computer parts being mentioned
with the part descriptions from the general machine representation. So a par-
ticular B4700 would be indicated by predicates such as  these:
id(b4700,systeml), id(cpu,cpul), id(power_supply,power_supplyl),
etc.

3.2. Noun phrase semantics

Noun phrase semantics is called by the parser during the paise of a
sentence, after each noun phrase has been parsed. 1t relies heavily on the
domain model for both determining semantic well-formedness and building par-
tial semantic representations of the noun phrases. For example, in the sen-
tence, field engineer replaccd disk drive al L1/2/0800, the phrase disk drive
at 11/2/0800 is a syntactically acceptable noun phrase, (as in partici-
panls al the meeting). However, it is not semaniically acceptable in that at
11/26/800 is intended to designate the time of the replacement. not a
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Recovering Implicit Information

property of the disk drive. Noun phrase seruanties will inform the parser
that the noun phrase is not semantically acceptable, and the parser can
then look for another parse. In order for this capability to be fully utilized,
however, an extensive set of domain-specilie rules about semantic acceptability
is required. At present we lhiave only the minimal set used for t*- development
of the basic mechanism. For example, in the case deseribed here, at 11/2/0300
is excluded as a modifier for disk drive by a rule that permits only the name of
a location as the object of @l i1 a prepositional phrase modifying a noun
phrase.

The second function of noun phrase semantics is to create a semantic
representation of the noun phrase, which will later be operated on by refer-
en~e resolution. For example, the semantics for the bad disk drive would be
represented by the following Prolog clauses.

[id(disk "drive,X),
bad(X),
def(X), that is, X was referred to with a full, definite noun phrase,

full_npe(X)|] rather than a pronoun or indefinite noun phrase.

3.3. Clause semantics

In order to produce the correct predicates and the correct instantiations,
the verb is first decomposed into a semantic predicate representation appropri-
ate for the domain. The arguments to the predicates constitute the SEMANTIC
ROLES of the verb, which are similar to cases. There are domain specific cri-
teria for selecting a range ol semantic roles. In this domain the semantic roles
include: agent,instrument,theme, objectl,object2, symptom and
mod. Semantic roles can be filled either by a syntactic constituent supplied by
a mapping rule or by reference resolution, requiring close cooperation between
semantics and reference resolution. Certain semantic roles are categorized as
ESSENTIAL, so that pragmatics knows that they need to be filled if there is no
syntactic coustituent available. The default categorization is NON-ESSENTIAL,
which does not require that the role be filled. Other semantic roles are categor-
ized as NON-SPECIFIC or SPECIFIC depending on whetlier or not the verb requires
a specific referent for that semantic role (see Section 4). The exainple given in
Section 5 illustrates the usc of both a non-specific semantic role and an essen-
tial semantic role. This section explains the decompositions of ihe verbs
relevant to the example, and identifies the important semantic roles.

The decomposition of have is very domain specific.
have(time(Per)) < -
symptom(object1(O1),symptom(S),time(Per))
It indicates that a particular symptom is associated with a particular
object, as in 'the disk drive has select lock."” The objectl semantic role
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Recovering Implicit Information

&"P"\ would be fillod by the disk drive, the subject of the clause, and the symptom
semantic role would be filled by selcct lock, the object of the clause. The
time(Per) is always passed around, and is occasionally filled by a time
adjuncy, as in the disk drive had sclcct lock at 0800.

In addition to the mapping rules that are used to associate syntactic con-
stituents with semantic roles, there are sele~tion restrictions associated with
each sernantic role. The selection restrictions for haeve test whether or not the
filler of the obiectl role is aliowed to have the type of symptom that fills the
symptom role. For example, only disk drives have select locks.

Mapping Rules

The decomposition of replace is also a very domain specific decomposition
that indicates that an sagemt can use an instrument to exchange two
objects.

replace(time(Per)) < -

cause(agentfA},
use(instrument(T),
exchange(object1(01),0bject2(02),time(Per))))

The follow'ng mapping rule specifies that the agent can be indicated by the
subject of the clause.

agent(A) <-subject(A) / X

The mapping rules make use of intuitions about syntactic cues fc: indi-
cating  semantic  roles first embodied in the notion of case
[Fillmore1968, Palmer]981|. Some of these cues are quite general, while other
cues are very verb-specific. The mapping rules can take advantage of generali-
ties like "SUBJECT to AGENT" syntactic cues while still preserving context
sensitivities. This is accomplished by making the application of the mapping
rules 'situation-specific' through the use of PREDICATE ENVIRONMENTS. The
previous rule is quite general and can be applied to every agent semantic role
in this domain. This is indicated by the X on the right hand side of the "/*
which refers to the predicate environment of the agent, i.e., anything. Other
rules, such as "WITH-PP to OBJECT?2," are much less general, and can only
apply under a set of specific circumstances. The predicate environments for
an objectl and objzctZ are specified more explicitly. An objectl can
be the object of the sentence if it is contained in the semantic decomposition
of a verb that includes an agent and belongs to the repasr class of verbs. An
object2 can be indicated by a with prepositional phrase if it is contained in
the semantic decomposition of a replace verb:

object1(Pa:cl) <- obj(Partl)/ cause(agent(A),Repair_event)

object2(Part2) < -
pp(with,Part2) /
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cause(agent(A),use(l,exchange(object 1{O1),0bject2(Part2),T)))

Selection Restrictions

The selection restriction on an agent is that it must be a field engineer,
and an instrument must be a tool. The selection restrictions on the two
objecls are more complicated, since they must be machine parts, have the same
type, and yet also be distinct objects. In addition, the first object must already
be associated with something else ir a haspart relationship, in other words it
must already be included in an existing assembly. The opposite must be true of
the second object: it must not already be included in an assembly, so it must
net be associated with anything else in a haspart relationship.

There is also a pragmatic restriction associated with both objecls that has
not been associated with any of the semantic roles mentioned previously. Both
objectl and objectZ are essential semantic roles. Whether or not they are
mentioned explicitly in the sentence, they must be filled, preferably by an an
ertity that has already been mentioned, but if not that, then entities will be
created to fill them [Palmer1983]. This is accomplished by making an explicit
call to reference resolution to find referesnts for essential semantic roles, in the
same way that reference resolution is called to find the referent of a noun
phrase. This is not done for non-essential roles, such as the agent and the
instrument in the same verb decomposition. If they are not mentioned they
are simply left unfilled. The instrument is rarely mentioned, and the agent

could easily be left out, as in The disk drive was replaced al 0390.% In other

domains, the agent might be classified as obligatory, and then it wold have to
be filled in.

There is another semantic role that has an important pragmatic restriction
on it in this example, the ebject2 semantic role in wait“for “part (awp).

idiomVerb(wait"for “part,time{Per)) < -
ordered(object1(O1),0bject2(02),time(Per))

The semantics of waitl “for “part indicates that a particuiar type of part has
been ordered, and is expeeted to arrive. But it is not a specific entity that
might have already been mentioned. It is a more abstract object, ~hich is indi-
cated by restricting it to being non-specific. This tells reference resolution that
although a syntactic constituent, preferably the object, can and should Il this
semantic role. and must be of type machine-part, that reference resolution
should not try to find a specific referent for it (see Secticn 4).

The last verb representation that is needed for the example is the represen-
tation of be.

be(time(Per)) < -

INote that an clided subject is handled quite differently, as in replaced disk drive. [lien the missing subject is
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attribute(theme(T),mod(M),time(Per))

In this domain be is used to associate predicate adjectives or nominals with an
object, as in dfsk drive ts up or spindle motor s bad. The representation
merely indicates that a modifier is associated with an theme in an attribute
relatiouship. Noun phrase semantics will eventually produce the same represen-
tation for the bad spindle motlor, although it does not yet.

4. Reference Resolution

Refercnce resolution is the component which keeps track of references to
entities in the discourse. It creates labels for entities when they are first
directly referred to, or when their existence is implied by the text, and recog-
nizes subsequent references to them. Reference resolution is called from clause
semantics when clause semantics is ready to instantiate a semantic role. It is
also called from pragmatic restrictions when they specify a referent whose
existence is entaiied by the meaning of a verb.

The sys.em currently covers many cases of singular and plural noun
phrases, pronouns, ene- anaphora, nominalizations, and non-specific noun
phrases; reference recsolution also bandles adjectives, prepositional phrases
and possessive pronouns modifying noun phrases. Noun phrases with and
without delerminers are accepted. Dates, part numbers, and proper naimes
are handled as special cases. Not yet handled are compound nouns,
quantified noun phrases, conjoined noun phrases, relative clauses, and pos-
sessive nouns.

The general reference resolution mechanism is described in detail in [Dahl1986].
In this paper the focus will be on the interaction between reference resolution
and clause semantics. The next two sections will discuss how reference resolu-
tion is affected by the different types of semantic roles.

4.1. Obligatory Constituents and Essential Semantic Roles

A slot for a syntactically obligatory constituent such as the subject appears
in the intermediate representation whether or not a subject is overtly present in
the sentence. It is possible to have such a slot because the absence of a subject
is a syntactic fact, and is recognized by thc parser. Clause semantics calls
reference resolution for such an implicit constituent in the same way that it
calls reference resolution for explicit constituents. Refercence resolution treats
elided noun phrases exactly as it treats pronouns, that is by instantiating them
to the first member of a list of potential pronominal referents, the FocusList.

assumed to fil the agent role, and an oppropriate referent is found by reference resolution.
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Recovering Implicit Information

The general treatment of pronouns resembles that ol'[h’i(lnurli)ﬂ)], although
there are some important differences, which arce discussed in detail in
The liypothesis thal elided noun phrases can be treated in much
the same way as pronouns is consistent with previous claims by [Gundel1980],
and [Kaneyamal985|, that in languages which regularly allow zero-np’s, the
zero corresponds to the focus. If these claims are correct, it is not surprising
that in a sublanguage that allows zero-np’s, the zero should also correspond to
the focus.

After control returns to clause semantics from reference resolution, seman-
tics checks the selectional restrictions for that referent in that semantic role of
that verb. If the selectional restrictions fail, backtracking into reference resolu-
tion occurs, and the next candidate on the FocusList is instantiated as the
referent. This procedure continues until a referent salisfying the selectional res-
trictions is fcund. For example, in Disk drive t: down. Has selccl lock, the
system instantiates the disk drive, which at this point is the first member of the
FocusList, as the objectl of have:

[event39]
have(time(timel))
symptom(object1([drivel0]),
symptom( [lock17]),
time(timel))

Essential roles might also not be expressed in the sentence, but their
abseuce cannot be recognized by the parser, since they can be expressed by sya-
tactically optional constituents. For example, in the ficld engincer replaced
the motor., the new replacement motor is not mentioned, although in this
domain it is classified as semantically essential. With verbs like replace, the
type of the replacement, motor, in this case, is known because it has to be the
same type as the replaced object. Reference resolution for these roles is called
by pragmatic rules which apply when there is 1o overt syntactic constituent to
fill a semantic role. Refereuce resolution treats these referents as if they were
full noun phrases without determiners. That is, it searches through the context
for a previously mentioned entity of the appropriate type, and if it doesn’t {ind
one, it creates a new discourse cntity. The motivation for treating these as full
noun phrases is simply that there is no reason to expect them to be in focus, as
there is for elided noun phrases.

4.2. Noun FPhrases in Non-Specific Contexts

Indefinite noun phrases in contexts like the ficld engincer ordercd a disk
drive are generally associated with two readings. In the specilic reading the
disk drive ordered is a particular disk drive, say, the one sitting on a certain
shelf in the warehouse. In the non-specific reading, which is more likely in this
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sentence, no particular disk drive is meant; any disk drive of the appropriate
type will do. Handling noun phrases in these contexts requires careful inlegra-
tion of the interaction between semantics and reference resolution, because
semantics knows about the verbs that create non-specific contexts, and refer-
ence resolution knows what to do with noun phrases iu these contexts. For these
verbs a constraint is associated with the semantics rule for the semiantic role
object2 which states that the filler for the objectZ must be non-speciﬁc.4
This constraint is passed to reference resolution, which represents a non-specific
noun phrase as having a variable ia the place of the pointer, for example,
it (motor,X).

Non-specific semantic roles can be illustrated using the objectZ semantic
role in wail"for“part (awp). The part that is being awaited is non-specific,
i.e., can be any part of the appropriate type. This tells reference resolution not
to find a specific referent, so the referent argument of the id relationship is left
as an uninstantiated variable. The analysis of fe ts awp spindle molor would
fill the objectl semantic role with fel from id(fe,fel). and the object2
semantic  role with X from id(spindle”*motor,X), as in
ordered(object1(fel),object2(X)). If the spindle motor is referred to later
on in a relationship where it must become specific, then reference resolution can
instantiate the variable with an appropriate referent such as spindle " motor3
(See Section 5.6).

5. Sample Text: A sentence-by-sentence analysis

The sample text given below is a slightly emended version of a mainte-
nance report. The parenthetical phrases have been inserted. The following
summary of an interactive session with PUNDIT illustrates the mechanisms by
which the syntactic, semantic and pragmatic components interact to produce a
representation of the text.

1. disk drive (was) down (at) 11,/16-2305.
. (has) select lock.

. spindle motor is bad.

(is) awp spindle motor.

(disk drive was) up (at) 11,/17-1236.
replaced spindle motor.

[\V]

> o

b.1. Sentence 1: Disk drive was down at 11/16-2305.

As explained in Section 3.2 above, the noun phrase disk drive leads to the
creation of an id of the form: id(disk”"drive,[drivel]) Because dates and
names generally refer to unique entities rather than to exemplars of a general
type, their ids do not contain a type argument: date([11/18-

{ The specific reading is not available at preseni, since it is considered to be unlikely to occur in this domain.
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Recovering Implicit Information

1100]),name([paoli])-

The interpretation of the first sentence of the report depends on the
semantic rules for the predicate be. The rules for this predicate specify three
semantic roles, an theme to whom or which is attributed a modifier, and the
time. After a mapping rule in the semantic component of the system instan-
tiates the theme semantic role with the sentence subject, disk drive, the refer-
ence resolution component attempts to identify this referent. Because disk drive
is in the first sentence of the discourse, no prior refercnces to this entity can be
found. Further, this entity is not presupposed by any prior linguistic expres-
sions. However, in the maintenance domain, when a disk drive is referred to it
can be assumed to be part of a B3700 computer system. As the system tries to
resolve the reference of the noun phrase disk drive by looking for previously
mentioned disk drives, it finds that the mention of a disk drive presupposes the
existence of a system. Since no system has been referred to, a pointer to a sys-
tem is created at the same time that a pointer to the disk drive is created.

Both erntities are now available for future reference. In like fashion, the
propositional content of a complete sentence is also made available for future
reference. The entities corresponding to propositions are given event labels;
thus event} is the pointer to the first proposition. The newly created disk
drive system and event entlities now appear in the discourse information in the
form of a list along with the date. '

id(event,[event1])
id(disk“drive,[drivel])
date([11/16-2305])
id(systcm,[system1])

Note however, that only those entities which have been explicitly mentioned
appear i the FocuskList:

FocusList: [[eventl],[drivel],[11/18-2305]]

The propositional entity appears at the head of the focus list followed by the

entities mentioned in full noun phrases.’

In addition to the representation of the new event, the pragmatic informa-
tion about the developing discourse now includes information about part-whole
relationships, namely that drivel is a part which is contained in system1.

Part-Whole Relationships:
haspart([system1],[drivel])

The complete representation of eventl, appearing in the event list in the form
shown below, indicates that at the time given in the prepositional phrase at
11/16-2305 there is a state of affairs denoted as eventl in which a particular

§ The order in which full noun plhrase mentions are added to the FocusList depends on their syntactic function
and linear order. For full noun phrases, direct object mentions precede subject mentions followed by all other men-
tions given in the order in which they occur in the sentence. See [Dahi1986], for details.
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Recovering Implicit Information

disk drive, i.e., drivel, can be described as down.

[eventl]
be(time([11/16-2305]))
attribute(theme([drivel]),
mod(down),time([11/16-2305]))

b.2. Sentence 2: Has selcct lock.

The second sentence of the input text is a sentence {ragment and is recog-
nized as such by the parser. Currently, the only type of fragment which can be
parsed can have a missing subject but must have a complete verb phrase.
Before semantic analysis, the output of the parse contains, among other things,
the following constituent list: [subj([X]),obi([X])]- That is, the syntactic
component represents the arguments of the verb as variables. The fact that
there was no overt subject can be recognized by the absence of semantic infor-
mation associated with X, as discussed in Section 3.2. The semantics for the
maintenance domain sublanguage specifies that the thematic role instant ated
by the direct object of the verb te have must be s symptom of the entity
referred to by the subject. Reference resolution treats an empty subject much
like a pronominal reference, that is, it proposes thc first element in the
FocuskList as a possible referent. The first proposed referent, eventl is
rejected by the semantic selectional constraints associated with the verb have,
which, for this domain, require the role mapped onto the subject to be classified
as a machine part and the role mapped onto the direct object to be classified as
a symptom. Siuce the next item in the FocusList, drivel, is a machine part,
it passes the selectional constraint and becomes matched with the empty sub-
ject of has selecl lock. Since no select lock has been mentioned previously, the
system creates one. For the sentence as a whole then, two entities ar2 newly
created: the select lock ([lock1]) and the new propositional event ([eventZ]):
id(event,[eventZ]), id(select " lock,[lockl]). The following representation
is added to the event list, and the FocusList and Ids are updated appropri-
ately.®

[eventZ]

have(time(timel))
symptom(objcctl([drivel]),
symptom([lock1]),time(timel))

5.3. Sentence 3: Motor is bad.

In the third sentence of Lhe sample text, a new entily is mentioned, motor.
Like disk drive from senteuce 1, molor is a dependent entity. However, the
entity it presupposes is not a ¢~ mputer system, but cather, a disk drive. The

% This version only deals with explicit mentions of time, so for this sentence the time argument is filled in with a
gensym that stands for an unknown time period. The current version of PUNDIT uses verb tense and verb semantics
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Recovering Implicit Information

newly mecutioned motor becomes associated with the previously mentioned disk
drive.

After processing this scntence, the new entity motor3 is added to the
FocusList along with the new proposition event3. Now the discourse infor-
mation about part-whole relationships contains information about both depen-
dent entilies, namely that motorl is a part of drivel and that drivel is a
part of systeml.

haspart([drivel].[m~%orl])
haspart([system1],[drivel])

b.4. Sentence 4: is awp spindle motor.

Awp is an abbreviation for an idiom specific to this domain, awastsing part.
It has two semantic roles, one of which maps to the sentence subject. The
second maps to the direct object, which in this case is the non-specific spindle
motor as explained in Section 4.2. The selectional restriction that the first
semantic role of awp be an engineer causes the reference resolution component
to creale a new engincer entity because no engineer has been mentioned previ-
ously. After processing this sentence, the list of available entities has been
incremented by three:

id(event,[event4])
id(part,[_2317])
‘id(ficld"engineer,[engineerl])

The new event is represented as follows:
[event4]
idiomVerb(wait"for " part,time(time2))
wait(objectl([engineerl]),

objectZ([_2317]),time(timeZ2))

L o
v
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5.b. Sentence b: disk drive was up at 11/17-0800 In the emended
version of sentence 5 the disk drive is presumed to be the same drive referred
to previously, that is, drivel. The semantic analysis of sentence 5 is very
similar to that of sentence 1. As shown in the following event representation,
the predicate expressed by the modifier up is attributed to the theme drivel

at the specified time.

[event5]
be(time([11/17-1236]))
attribute(theme([drivel]),
mod(up),time([11/17-12386]))
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Recovering Implicit Information

b.6. Scntcnce 08: Replaced motor.

The sixth sentence is another fragment consisting of a verb plhrase with no
subject. As before, reference resolution tries to find a referent in the current
FFocusList which is a semantically acceptable subject given the thematic
structure of the verb and the domain-specific selectional restrictions associated
with them. The thematic structure of the verb replace includes an agent role
to be mapped onto the sentence subject. The only agent in the maintenance
domain is a field engineer. Reference resolution finds the previously mentioned
engineer created for awp spindle motor, [engineerl]. It does not find an
instrument, and since this is not an essential role, this is not a problem. It
simply fills it in with another gensym that stands for an unknown filler, unk-
nownl.

When looking for the refcrent of a spindle motor to fill the objectl role, it
first finds the non-specific spindle motor also mentioned in the awp spindle
molor sentcence, and a specific referent is found for it. However, this fails the
selection restrictions, since although it is 2 machine part, it is not already asso-
ciated with an assembly, so backtracking occurs and the referent instantiation
is undone. The next srindle motor on the Focuslist is the one from spindle
motor fs bad, ([motor1]). This does pass the selection restrictions since it par-
ticipates in a haspart relationship.

The last semantic role to be filled is the object2 role. Now there is a res-
triction saying this role must be filled by a machine part of the same type as
object1, which is not already included in an assembly, viz., the non-specific
spindle motor. Reference resolution finds a new referent for it, which automati-
cally instantiates the variable in the id term as well. The representation can
be decomposed further into the twc semantic predicates missing and
included, which indicate the current status of the parts with respect to any
:Xisting assemblies. The haspart relationships are updated, with the old
haspart relationship for [motorl] being removed, and a new haspart rela-
tionship for [motor3)] being added. The final representation of the text will be
passed through a filter so that it can be suitably modified for inclusion in a

database.
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Recovering lmplicit Information

[event8]

replace(time(time3))

cause(agent([enginecerl]),

use(instrument(unknownl),
exchange(object1([moteorl}),

object2([motorz2]),
time(time3))))

included(object2([motorz]),time(time3))

missing(object1([motorl]),time(time3))

Part-Whaole Relationships:

haspart([drivel],[motor3])
haspart([system1],[drivel])

8. Conclusion

This paper has discussed the communication between syntactic, semantic and
pragmatic modules that is necessary for making implicit linguistic information
explicit. The key is letting syntax and semantics recognize missing linguistic
entities as implicit entities, so that they can be marked as such, and reference
resolution can be directed to find specific referents for the entities. Implicit enti-
ties may be either empty syntactic constituents in sentence fragments or
unfilled semantic roles associated with domain-specific verb decompositions. In
this way the task of making implicit information explicit becomes a subset of
the tasks performed by reference resolution. The success of this approach is
dependent on the use of syntactic and semantic categorizations such as ELLIDED
and ESSENTIAL which are meaningful to reference resolution, and which can
guide reference resolution's decision making process.
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1,

1. Introduction

This report outlines procedures for building domain specific lexical «atries for the FUNDIT
natural language system at SDC. The lexical entries are designed for utilization in inference-
driven semantic analysis (Palmer, 1984). The procedures for constructing the lexical entries take
advantage of recent works in linguistic semantics (cf. References Cited, esp. Dowty, 1979;
Foley and Van Valin, 1984; Levin, 1985; Levin and Rappaport, 1985; Rappaport and Levin, 1985;
and Talmy, 1978a, 1978b, 1935) without being constrained by any particular linguistic theory. Of
particular utility is a section in Foley and Van Valin (1984) entitled " The Semantic Structure of
the Clause” in which they draw on the work of Gruber (1965), Jackendoff (1976) and Dowty
(1979). Their aim is to provide a set of general tools for the semantic analysis of the verb system
of any language. The generality of their approach makes it appropriate not only for different
languages but also for domain-specific sub-languages.

This is the first report in a series of two on designing lexical entries. It gives an overview of
the general methods for constructing lexical entries regardless of the domain. A subsequent report
will focus on specific semantic issues pertaining to the current domain application of PUNDIT.
This domain consists of Navy casualty reports (casreps) describing failures in shipboard starting
air compressors (sacs).

2. General

The lexical entries consist of predicate logic clauses which represent word meaning and
thematic struciure in a single decomposition. Currently, two classes of words are given lexical
entries: 1) those that serve as predicates (excluding predicate nominals' ) i.e., verbs, adjectives
and prepositions, and 2) deverbal nouns and other nouns which take arguments.? Predicating
expressions can be classified on the basis of similarities of meaning and thematic structure, and
the similarities can then be captured by assigning similar predicate structures to classes of expres-
sions. The predicate structures comprising the lexical entries for the casreps contain three types
of abstract elements: basic semantic predicates (primitives), thematic roles, and aspectual opera-
tors.

The three elements of a lexical decomposition are all represented as predicale-argument
terms embedded in a semantic tree structure, but they have distinct functions. The thematic role
predicates, e.g., agent and patient, are the leaves of the semantic tree whose arguments are
constituents of surface structure (e.g., subject, direct object). Thus each role type has an associ-
ated set of possible mappings to surface structure (e.g., an agent can be realized as a subject or
as the object of a by phrase). Thematic roles are in turn the arguments of superordinate semantic
predicates, the semantic primitives in terms of which the lexical content of a predicate is
represented. The aspectual operators represent the temporal structure of a predicating expression
and are necessarily superordinate to one or more semantic primitives.

INominals occur in a variety of predicational uses, e.g., equational sentences {e.g., Scott is the author of Waverly)
and sentences expressing type relations (e.g., A persimmon is a (type of) fruit). One way to represent such sentences would
be to fill in a variable of a pre-defined predicate provided in the knowledge domain: e.g., author(Scott,Waverly), and
Isa(persimmon,fruit).

*Chomsky (1970) gives a short list of nouns with various complements, many but not all of which would fall into
the category of nouns with thematic structure. Levi (1978) relates the complements of such nouns to 'semantically based
case relations’ {p. 27). Nouns in the current domain which take arguments include those classififed as 'percepts’, e.g.,
color as in color of oul; also, those classified as 'scalars’, e.g., pressure as in [ube ol pressure of 65 psi.
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2 Lexical Entrices

Decomposition Structure of BREAK:

a) Semantic roles appear in italics
b) Semrantic predicates are capitalized
¢) Aspectual operator appears in boldface

CAUSE(ayent(_),become(BROKEN(patient(_))))

While lexical entries are necessarily domain specific, there are general principles which can guide
the determination of all three components.

Lexical content, thematic structure and inherent aspect can be distinguished conceptually,
but have complex (lattice-like) inter ':pendenci:s. Regardless of which type of semantic com-
ponent motivates the preliminary classification of expressions in a domain, the sub-classes will cut
across categories. For example, agents are associated with two distinct aspectual classes, activity
and event predications. Thus, arriving at a semantic classification of a set of predicating expres-
sions is a cyclic rather than linear task.

3. Baslic Semantic Predicates

Given an existing knowledge base, the domain specific semantic prirnitives could be selected
to accord with relations specified in the knowledge base. In the absence of an a priori set of
semantic relations, semantic classes can be chosen by grouping predicating expressions on the
basis of general meaning classes, e.g., verbs indicating change of location (move), manner of
motion (slide), change of physical state (melt), cognition (suspect), and so on. The actual decom-
vositions within a class of expressions would depend on how accurately the meaning of the expres-
-ions must be represented. Thus selecting the semantic primitives for a domain depends largely
on the application.

LY

3
::71 4. Aspect
t-:.‘ Talmy provides a concise definition of aspect as 'the pattern of distribution of action
l:: through time’ and observes that a particular aspectual content is generally part of the inherent
meaning of a verb, though this inherent meaning can be modified by grammatical elements with
aspectual meaning. Representing aspect in lexical entries makes it possible to appropriately inter-
¥ pret tense, grammatical aspect (i.e., progressive) and temporal phrases. The number of aspectual
l';_"ﬂ distinctions proposed in analyses of lexical aspect varies, depending on the language being investi-

gated and the predilections of the investigator, but the minimal set consists of the distinction
between stative and non-stu.ive predications, and for the latter, between activities and events
(change-of-state or change-of-location predications). Stative predications denote states of affairs
which persist throughout some period of time during which there is no change or activity, i.e., the
truth of the predication can be determined by sampling the state of affairs at a single point in
time. Activity predications also denote states of affairs which persist for some period of time but
differ from statives in that some activity or process is ensuing such that there is change from
moment to moment. Event predications denote a transition to a new state of affairs, e.g., into a
new physical state (The ice melted) or to a new location ( The ship arrived in port).

4.1. Diagnostics and defining criteria

A variety of semantic criteria and sentence frames have been proposed to distinguish
between aspectual classes (cf. Dowty, 1979). Since only three aspectual classes are implemented
in PUNDIT, identifying two of them--statives and events--is sufficient. Activity predications are
then predications which are neither states nor events.

Statives
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3 Lexica! Entries

a) caunot be relerenced with do it (not applicable with passive voice)

Event: The oil sometimes ignites;
it does it when the oil pressure ts too high.

State: ™ The o1l 1¢ sometimes dark in color;
1t does it when the oil pressure 1¢ too high.

b) cannot occur in pseudo-clefts: what X did was Y

Event: What the otl did was ignite.
State: * What the oil did was be dark.

c) nominalization of whole VP cannot be subject of occur, take place

Event: The oil’s igniting occurs too frequently.
State: * The oil's being dark takes place twice a day.

Events

a) the past participle of change of state (event) predicates can be used
adjeciivally; e.g., the surface sentence "NP is V-ed"is more likely
to be interpreted as a stative predication than as an event expressed
in the passive voice

NP is [activity verb]-ed tends to be interpreted as
a recurrent event: The engine is [usually| operated

NP is [event verb]-ed tends to be interpreted as
a current state: The engine 18 [now| corroded

b) a sentence in the past tense entails that the patient or theme is
in a new state or new location

New location: The ship arrived in port at 1300 hours.
Entails: The ship is in port as of 1300 hours

¢) past progressive predication does not entail the simple past

Activity predication:

The engineer was operating the machinery.
Entails:

The machinery operated.

Event predication:

The crew was tnstalling a new engine
Does not entail:

The crew installed a new engine.

4.2, Representation

Following Dowty (1979) and Foley and Van Valin (1984), the aspectual meaning of predicat-
ing expressions is represented in part in their decompositional structure. Event decompositions
contain a become predicate. The resulting state or location of an event verb is embedded
directly beneath the become predicate, e.g., fail is represented as becomc{failed(_)). Currently,
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4 Lexical Entrics

distinguishing states from aclivities is 1~ dor~ via an aspectual operator. In the current domain,
stative predicatious (excluding those treated as "transparent” predicales, e.g., cognition verbs) are
those whose main verb is be or have (e.g., be tnoperative; have wear). All other non-event verbs
are activities. For domains with a more heterogeneous class of stative predications, an aspectual
operator (e.g., Dowty’s do) could be added to activity decompositions to distinguish them from
statives in future implementations.

More fine grained treatments of lexical aspect distinguish between types of activities and
types of events. For example, Talmy (1985) classifies activities into full-cycle (strike), multiplex
(breathe), and steady-state (sleep). His distinction between full-cycle and steady-state corresponds
roughlv to the more familiar terminological distinction between punctual and non-punctual verbs.
A full-cyc'  predication can be transformed into a multiplex when a duration is associated +ith
the activity. The duration adverbial forces an interpretation of repeated instances throughout the
duration (e.g., someone struck the gong==one strike-gong event; versus somcone struck the gong
for three hours=repeate.! strike-gong events). Because such distinctions can affect the iuterpre-
tation of adverbial expressions, future domain applications might benefit from a fine-grained
typology of activities. In the current application, activities are not subcategorized.

Causation is generally treated in discussions of aspect because causal predications are neces-
sarily teinporally complex: an activity of one participani causes a resulting state or activity in
another participant. In other words, the logical structure of a causative verb can be represented
as cause(predicatel(agent(_)),predicate2(role(_)). Predicatel generally, if not always, falls
in.o the aspectual class of activities, whereas predicate2 may be either an activity or a simple
event. The crucial component of the first term in a cause predicate is the agent semantic role.
For notational simplicity, agent(_) can be substituted for predicatel(agent(_)) without obscur-
ing the distinction between the two aspectually distinct types of causatives. The gen:ral decom-

positional structure fer cansatives resulting in an activity is thus:
causefagent(_),Pred(actcr(_))) (g someone operated the sac < -
cause(agent(_),operate(actor(sec)))). Causatives resulting in a new state or location are
represented as: cause(agent(_),become(Pred(patient(_)))) or

cause(agent(_),become(Pred(theme(_),location(_)))) (e.g., the drive shaft sheared the driven
gear <- cause(actor{drive shaft),become(sheared(patient(driven gear)))) where become
is embedded in the decomposition). Aspectual operators also have relevance to thematic structure
as will be shown in the following section.

5. Thematic structure

There is no a priori set of thematic roles with fixed criteria for assigning the arguments of a
predication to one or another role type. However, there are gross regularities in the lexicon per-
taining to 1) the number of argurients a verb takes in various uses (e.g., transitive/intransitive
uses of the same morphological form), 2} the syntactic relations between the verb and its argu-
ments, 3) and the interpretation of how an argument participates in the state, activity or event
expressed in the predication. All three factors cortribute to the analysis of thematic structure.
The following discussion outlines a procedure for assigning thematic structure.

The distinction bu ween stative and event predications and the discussion of causation pro-
vide a starting point for deteimining thematic structure in the following ways. First, all event
predications, by definition, contain stative predications within them, i.e., all event predications
are either of the form ,.come(stative), if intransitive (e.g., the sac failed), or
cause(X,bccome(stative)) if transitive (e.g., the operator disengaged the sac). The aspectunal
operator becoine doesn't change the thematic structure of a predicate. In contrast, the cause
predicate is both an indication of causative meaning aud of the presence of an agent thematic
role. There is thus a regular relationship between the thematic structure and valency of a stative
predication (NP1 be X), a simple-event whose result is the stative predication (NP1 become
X), and the related causative-event (NP2 cause NP secome X). For any stative, there may or
may rot be a corresponding intransitive predication:  the cup is broken/the cup broke versus the
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b Lexical Eintries

drive shafi is lubricated/ ®the drive shaft lubricated. Further, the event and stative predications
may or may nol make use of morphologically re'ated forms. A first puss at determining the sei of
thematic roles associated with the predications used in a particular domain can be accomplished
by examining triplets of stative/simple-event/causative-event predicates on the one hand, and
pairs of simple activity/causative-activity predicates on the other.

6.1. Predications with Patient/Theme Arguments

A large number of event predications fall into one of two classes: state-change or location-
change. The argument said to undergo a change of state is conventionally a patient while one
said to undergo a change of location is conventionally a theme. The state-change state predi-
cates typically have only the patient role while location-change predicates typically involve at
least one location role (e.g., source and/or geal). Further, both patients and themes tend to
be subjects of simuple event predication and direct objects of causative events. Corresponding to
these two types of event predications are two types of stative predications specifying the current
state or current location of an entity. The two types of stative predications, which tend to be of
the form NP is Adj or NP i3 locative-PP, have the same semantic roles as their corresponding
event predications. The following chart schematically represents the three aspectual types--
stative, simple-event and causative-event--of the twn semantic classes--location and physical state:
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Stative predication:
Physical state. "the shalt is dry”
<- dry(patient(shaft))
Location: "meta’ particles are in the oil”
<- in(theme(particles},location(oil))
Simple event:
Physical state: "the pump seized”
<- become(seized(patient{pump)))
Location: "the ship arrived at the port”
<- become(at(theme(ship),location(port)))
Causative event:
Physical state: "the operator disengage-i the sac”
<- cause(agent(operator), become(disengaged(patient(sac))))
Location: "the operator disconnected the shaft from the hub”
< - cause(agent{operator),
become(disconnected(theme(shaft),location(liub))))

Fig 1. Six abstract semantic types

Other roles in addition to agent, patient, theme and location are sometimes asscciated with
stative and event predications. For example, a causative event verb may have an instrument
role, depending in part on whether an inanimate entity can be the subject of the causative transi-
tive, as in the hammer broke the cup. As mentioned above, change of location verbs may have
source or goal roles. Whether to incorporate an instrument role, or to substitute source or
goal for location, depends in part on what arguments can appear in surface structure and on the
set of semantic primitives appropriate for the domain. For example, the location argument of
disconnect is more precisely a source as evidenced by the possibility of a from prepositional
phrase alongside the impossibility of a to phrase: .

the operator disconnected the shaft from/ *to the hub
Other change of location verbs may take both goal and source, or only goal:

the ship went from the harbor to the open sea
the operator atiached the shaft to/ *from the hub

Both sources and goals are types of locations. Their contribution tc lexical meaning can
be captured by the choice of thematic roles or by the choice of semantic primitives. Thus the
location argument of disconnect could be represented as a source: disconnect(theme,source).
Alternatively, the meaning captured by the source role, viz. that the theme is no longer at some
source location, could be represented by embedding a location role in the negation of an at predi-
cate:

disconnect <- become(not(at(theme(_),location(_)))).

Similarly, the logical structure of the ship went from the harbor to the open sea could be
represented in a relatively flat, or inferentially shallow structure, as in:

move(theme(ship),source(harbor),goal(sea)).

Alternatively, the lexical decomposition prucess could be carried a step further to incorporate the
logical inferences represented below (cf. Foley and Van Valin, pp. 510):

at{theme(ship),location(sea)),
not(at(theme(ship),location(harbor))).

This is a very simple illuztration of how the set of thematic roles for a domain interacts with the
set of primitive semantic predicates, which in turn depends on the desired output structures. The
choice between implementing orly a location role for a domain, or all three location, source
and goal roles, also affects the set of surface structure mappings for locative arguments.
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7 Lexical Entries

6.2. Actlor predications

An activity predication minimally requires an argument which is the entity performing an
act or engaged in some process, here called the actor. Thus actors are generally aniinate enti-
ties, or inanimate eutities which have a source of energy or motive force. Examples of activity
predications taking ouly an actor argument are:

the woman sneezed <- sneeze(actor(woman))
the wind blew  <- blow(actor(wind))
the wheel turned <- turn(actor(wheel),

Some activity predications of this form also have transitive/causative uses and in effect have two
actor roles, a causing actor and an experiencing actor. The former is designated an agent, as
in:

someone turned the -+=... <- cause(agent(someone),turn(actor(wheel))).

The verb turn illustrates a relationship between a univalent activity predicate and its correspond-
ing bivalent causative. Not all bivalent activity predicates are causatives in this sense. There are
some transitive activity verbs whose direct object argument is not an actor, but rather, a passive
participant, e.g., a theme as in:

someone kicked the wall <- kick(actor(someone),theme(wall)).
In sum, most activity predicates can be classified as one of the three following types:

Activity predication:
Univalent: Pred(actor(_))
Bivalent causative:  Cause(ager .(_),Pred(actor( )))
Bivalent non-causative: Pred(actor(_),theme(_))
or: Pred(actor(_),location(_)).

Fig. 2. Four abstract semantic types

8. Summary of simple predicate types

The following chart, which amalgamates Figs. 1 and 2 above, schematizes classes of predi-
cates by valency, general thematic type and aspectual class.

Stative predication:

state Pred(patient(_))

location Pred(theme(_),location(_))
Simple-event predication:

change of state  become(Pred(patient(_)))

change of location become(Pred(theme(_),location(_)))
Causative-event predication:

Physical state:  cause(agent(_),become(Pred(patient(_))))

Location: cause(agent(become(Pred(theme(_),location(_)))))
Activity predication:

univalent Pred(actor(_))

bivalent,

non-causative  Pred(actor(_),theme(_))
or Pred(actor(_),location(_))
causative cause(agent(_),Pred(actor(_)))

Fig. 3. Ten abstract semantic types

Patients and themes are both associated with stative and simple event predications: patients
are associated with predicates characterizing the physical state of some entity (or state-change)
b while Themes, together with locations, are associated with predicates describing the location of
e some entity (or location-change). Patients and themes are also alike in having similar surface
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8 Lexical Entries

structure realizations; both are subjects of stative or intrausitive predications or direct objects of
transitive-causatives. The presence of a become operator in a decomposition changes the aspect
of a predicate from stative to simple-event without changing the valency. Actors are associated
with activity predicates, which may be inherently intransitive or transitive. For transitive
activity predications, the second argument is likely to be a location or a theme. The agent role
invariably indicates a causative pred. ation, of which there are two aspectual types: causative-
events and causative-activities. In a causative-event, the agent causes some entity to enter a new
state or location; in a causative-activity, the agent causes some entity to engage in a new activity.
Often a causative predication and the corresponding simple-event or activity are expressed by the
same morpliological form {cf. turn).

As shown above, the thematic roles built into a decomposition reflect in part the aspectual
properties and valency of a surface predicate as well as the distinction between state-change and
location-cl'ange meaning. It has been briefly observed that in addition, each thematic role has
certain prototypical surface realizations. These are reviewed in greater detail in the next section.

7. Mappings from thematic structure to surface structure

The most salient arguments of a predicating expression are those appearing as clausal sub-
jects and direct obLjects. Predicating expressions can also occur ir noun phrases, e.g., adjectives
and rre*ositional [hrases. The fullowing chart summarizes the trg iee] surface realizations in both
noun phrases and basic clauses of the thematic roles reviewed above, except for location. As the
earlier discussion of the verb disconnsct suggests, some change cf location verbs are inherently
diractional [disconnect from o' enmpnes pid on wesstls dade o). Olberg wes et and bhils taki &
wide variety of locative complements {e.g., move to/from/by; pass in/out/by). Motion verbs (in
English, cf. Talmy) tend to incorporate manner and cause as well as simple motion (e.g., stand,
bounce, hang, twist, pull and so on). For these and other reasons, the surface realizations of loca-
tion arguments are more idiosyncratic than the other arguments reviewed above. Discussion of
iocation arguments will be postponed.
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9 Lexical Entrics

CHART OF THEMATIC ROLE TO SURFACE STRUCTURE MAPPINGS

AGENT IS REALIZED AS:
1) Possessive determiner of gerund/nominalization:
'the engineer’s replacement of the sac’
‘the engineer’s replacing the sac’

2) Subject of finite or non-finite clause:
'the engineer replaced/replacing the sac’

3) PP obj of 'by’ in a passive:
'the sac was replaced by the engineer’

PATIENT IS REALIZED AS:
1) Noun modifiying a nominalization:
'sac disengagement’
"impeller blade tip erosion’

2) PP obj of 'of’, where head is gerund, nominalization or related noun:
'disengaging of sac’
'disengagement of sac’
‘erosion of impellor blade tip’

o 3) Possessive determiner of gerund/nominalization:
;:‘:': "sac’s disengagement”
e
Fa\'s 4) Head of NP where left modifier is adj or pple
r'\{; ) requiring patient role:
"brok~n tooth’
"burnt odor’ ) '

5) Subject of copula/passive S:
'gear teeth are broken’
‘oil is discolored’

6) Direct object of transitive: 'the operator broke the sac’
7) Subject of intransitive, if it exists: : ’the gear tooth broke’

THEME IS REALIZED AS:
1) PP obj of ’of’ for nomiualization/gerund:
'disconnection of coupling’
‘color of oil’

2) Head of NP whose left modifier is a pred requmng a theme:
'packed drive shaft’
"disconnected shaft’

3) Subject of copula/passive S:
'drive shaft was packed’
’shaft was disconnected’

4) Dobj of causative tr.:
'someone packed the drive shaft’
'someone disconnected the diesel hub’

! &5 W .~\<_~s., ‘}\}‘ " “-“ww\"u WhLERD \.v( . '1-. T A f‘r.“‘ \:_ : i “ ‘ " \': :.
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ACTOR IS REALIZED AS:
1) PP obj of ’of’ for gerund or nominalization:
'sounding of alarin’
'rotation of drive shaft ’

2) Possessive determiner of gerund/nominalization:
'the alarm’s sounding’

3) Noun modifying a nominalization:
‘engine operation’

4) Subject of intransitive:
'tlie alarm sounded’
'the drive shaft rotated’

5) Subject of passive S:
'drive shaft was rotating’
‘engine was operated’

6) Dobj of causative:
'someone sounded the alarm’

* .
Al

S5

PR S % AR NS L

A

PR AR AL TR e T TR
o T Y A R T T L A
F) ' %

Tr RN SR e Y A R
\'\'\*':ﬁkt,‘.i'y'n.\‘*.f)}iz,_u{

. Su® T

TR R TSR TR TR TR TETRITANTE VST X

10 Lexical Entries

F T S .



T — T YW ITTw U 1 * 8 T % 3 P
it B W T W o W W W e T T W W e W Y T WL T I W WIS W T W TR W U R R SN T T T T WM T L T

11 Lexical Entries

References Cited

Dowty, David R. 1979. Word Meaning and Montague Grammar: The Semantics of
Verbs and Times in Generative Semantics and in Montague’s PTQ. Dordrecht:
D. Reidel.

Foley, William and Van Valin, R. 1984. Functional Syntax and Universal
Grammar. Cambridge: Cambridge University Press.

Levin, Beth, ed. 1985. Lexical semantics in review. Lexicon Project
Working Papers no. 1. Center for Cognitive Science. Cambridge, MA:
MIT.

Levin, Beth and Malka Rappaport. 1985. The formation of adjectival passives.
Lexicon Project Working Papers no. 2. ms.

Rappaport, Malka and Beth Levin. 1985. A case study in lexical analysis: the
locative alternation. ms.

Talmy, Leonard. 1985. Lexicalization patterns: semantic structure in lexical
forms. In Language Typology and Syntactic Description, vol. 3: Grammatical
Categories and the Lexicon, pp. 57-151. Edited by Timothy Shopen.
Cambridge: Cambridge University Press.

Talmy, Leonard. 1978a. Figure and ground in complex sentences. In Universals
of Human Language, vol. 4, pp. 627-49. Edited by Charles Ferguson and Edith
Moravesik. Stanford: Stanford University Press.

Talmy, Leonard. 1978b. Relations between subordination and coordination.
In Universals of Human Language, vol. 4, pp. 489-513. Edited by Charles
Ferguson and Edith Moravesik. Stanford: Stanford University Press.

A T

il
‘f:n

e

e

RN & b Lt R o M e e W LS e T A P R e SN NI AR A AC AP YR PR L vy
i N R AR L I Tt g g T S A e v Ve S N S S SR SU N SR SRR TR TNy



S T T Ty T T T TR TR RT O RTT R TR T AR v T R OOO®W| M S W W T T W W W S T S R T T T T T TS W R T W T W T Y T W R R L Wt WY

Grammatical coverage of the CASREPS:
Summary of current status
April, 1986

Marcin Linebarger
t. COVERAGE OF CASREPS

Total of sentences: 154
Total parsed correctly: 131 {85%)
On Ist, 2nd, or 3rd parse: 109
On 1st parse: 92
On 2nd or 3rd parse: 17
On 4th or subsequent parse: 22
Total not parsed at all, or parsed incorrectly: 23
Due to ill-formed input: 9
Due to lexical scanner problems: 7
Due to inadequacies of grammar coverage: 4
Due to xor {rorrect reading available but not generated): 3

The figures below represent coverage of the same corpus with the lexical scanuer difficulties
revolved and the ill-formed input (misspellings, mispunctuations, run-on sentences) corrected.
Since two of these sentences would need to be re-phrased in order to be corrected, they are simply
omitted from the sentence total in the following breakdown:

Total of sentences (less two): 152
Total parsed correctly: 145 (95%) .
On 1st, 2nd, or 3rd parse: 120
On 1st parse: 101
On 2nd or 3rd parse: 19
Oun 4th or subsequent parse: 25
Total not parsed at all, or parsed incorrectly: 7
Due to inadequacies of grammar coverage: 4

e
e
G

g

ot oz ol

n
v Due to xor {correct reading available but not generated): 3
0y 2. EXTENSIONS TO GRAMMAR
&;}% The extensions to the grammar required to parse this corpus include the addition of rules for
i ’f’: fragments, objects, sentence adjuncts, and "wh-constructions” such as relative clauses.
i
.-':: a. Fragments
'::-’ Approximately half of the sentences in the CASREPs arc not [ull scutences. Nevertheless,
::-‘,{ these fragnients follow quite regular patterns, and fall into one or another of four basic types: tvo
1 tensed sentence missing subject, as in A4.1.2, "Believe the coupling froin diesel to sac lube oil
: ( g subject, , pling
S5 pump to be sheared”); zerocopula (missing verb "be”, as in A6.0.0, "Part ordered”); nstg_fragment

(isolated noun phrase, as in B34.1.1, "Loss of oil pump pressure”); or predicate (isolatcd comple-
ment of verb "be”, as in B12.1.2, "Believed due to worn bushings”, or A.1.1.2, "Unable to con-

g

3 sistently start nr 1b gas turbine”).

<

A q q

'..::'-:. The syntax and the semantics of these elements are quite regular, and thus [ragment cover-
ot i age does not add signficantly to the complexity of the grammar. A total of six BNT rules (out of

106 total) and 3 restrictions (out of 55 total) were added to the grammar to cover fragments; in
addition, 2 BNF rules and 1 restriction were altered to accomodate fragments.
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b. Object options

The grammmar has also been extended to cover a wider range of object types, including a
variety of embedded infinitivals, embedded clauses, and non-clausal predications such as
subject+object of be (as in B26.1.5, "High lo temp due to design of first flight oil cooler believed
contributor to unit failure”).

c. Sentence adjuncts

A rich variety of sentence adjuncts occur in the CASREPS, iucluding a range of clausal and
sub-clansal strings introduced by subordinating conjunctions (as in B20.1.1, "while engaged”) and
present participles (as in B11.1.1, "causing erratic operation”). In addition, the restriction com-
ponent was developed to prevent spurious ambiguities arising out of the enrichment of sentence
adjunct possibilities.

d. Wh-expressious

Although relative clauses and other wh-expressions are tare in the CASREPs (cf. B36.1.3,
"85 psi which is low lube oil alarm set point”),the grammar has also been expanded to cover these
constructions and to enforce the complex restrictions on their occurence.

3. PROBLEMS

The major remaining difficulties include the following:
a. Lexical scanner problems

Word-internal occurences of periods,slashes, etc. are currently rejected by the lexical
scanner.

b. Xor problems

The ’committed or’ which controls disjunctive application of the assertion, question, frag-
ment, and compound options is generally successful in capturing the intended parse. However,
there are several senteuces in the CASREP corpus in which a spurious assertion parse preempts a
correct fragment parse, e.g., B26.1.5, "High lo temp believed contribulor to unit failure.”, where
"believe” is taken as the main verb with subject "temp” and "contributor” as the object ("they
believed it"), rather than as a fragment of the type zerocopula, where "believed” is taken as a
past participle ("temp [was] believed [to be] a contributer...”).

c. Remaining grammar problems

Full and accurate coverage of the CASREPs reqrires further work on the grammar, includ-
ing the following: finer-grained treatment of the noun parase; restrictions on adverbs to prevent,
e.g., the analysis of "very” as a scntence adverb; modification of the BNTF rules to accomodate
multiple sentence adjuncts; modification of conjunction rules.
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CASREDPS. TESTA
Smumnary of Parses
April, 1986

Sentences not preceded by casreps number are modifications of the wriginal tect,
correct parse is given in " Corrcet parse #7 column. Note that these duta reflect the yrammar prior
to the removal of zor from the fragment rule; therefore the figures for fragments do not inelude frag-
ment parscs subsequent to the correct one.

The rank of the

No. Text NoParses | Times [ Correct parse g |
1.1.1 | Starting air regulating valve failed. 5 1,3,6,%,10 4
(13) R S
1.1.2 | Unable to consistently start nr 1b gas 1 2 (9) 1
turbille. commafete e e v em o ——— s s ao FRPP D
1.1.3 | Valve party excessively corroded. 1 1 (2)__.“__“:@‘/ .(_'2__:&_0_5)_1:
4.0.0 | Tech assist requested, 1 2 (1) 1
4.1.1 | While diesel was operating with sac 1 10 (16) 1
disengaged, the sac lo alarm sounded. .
4.1.2 | Believe the coupling from diesel to 12 4,13,20,27,30,13, 4
sac lube oil punip to be sheared. 37,43,49,52,56,
63,67 (69) -
4.1.3 [Pump will not turn when engine 2 2, 4 (6) 1
jacks over. L _ I R
5.0.0 | Tech assist requested. S ) I U _: __—:
5.1.1 [Unable to maintain l.o. pressure to 0 N/G scan
sac, T T
Unable to maintain lo pressure to 2 2,3 (6) i L
sac. — . .. PO - - oo
5.1.2 | Disengaged hmmediately alter alann. 2 (2) - P
5.1.3 | Metal particles in oil sample and 8,9,1t,11 - l
strafuer. (15) o -
6.0.0 | Part ordered. i 2(2) 1
N 6.1.1 | Unable to maintain lube oil pressure 4 2,5,9,11 (36) 3
g'.,{,\ to starting air compressor., I R
\":‘\f 8.1.2 | Iuspection of lo filter revealed metal t (1) 1
&%- particles. N .
My 6.1.3 | Retained oil samplk and filter ele- 6 6,7,8,8,10,11 s
5 ment for future analysis. L)
- 9.0.0a | Part fail. EE
9.00b | Part ordered. S 0 R A
9.1.1 | Sac received high usage during two 4 3,4,6,6 (7) 4
ey ool L
9.1.2 | Ces received a report that o pressure 2 3,5 (7) I 1 a
was droppiug,. - o
9.1.3_ [ Alann sounded. Lo
T T AT T BT ) T ST S 0 (R 0300 08,
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No. 'I‘oxt No.I’arses ] TS s [Correct parse ff
9.1.4 {Loud wnoises were coming from the 4 ‘J IO l.’.llw I
drive shalt during coast down. o ‘1_(.{ 7)o . L
9.1.5 Drive shaft was found to rotate freely g 0 (7) &
at the ssdg eud. L I o]
9.1.8 |Splines were extcnqwoly worn. ! L(1) {
21.0.0 |Assist required. 1 1{2) 1
21.1.1A {Nr ¢ sac oil pressure dropped below ¢ 11,18,23,39.43,48 2
alarm point of 65 psig during moni- (85)
toring of 1A gth, L
21.1.1B {Start air pressure dropped below 30 h 7,0,15,18,21 2
psig during wouitoring of 1A gth, a2) o
21.1.2 |Oil is discolored and coutaminated 3 1,3,3 (5) 3
with wetal. I L
22.0.0 |Tech assist requested. 1 1(2) 1
22.1.1 |Loss of lube oil pressure during 3 7,8,9 (12) 1
operation, L
22,1.2 [Investigation revealed adequate lube 0 N/G sean
oil saturated with both metallic and
non-metallic particles, R
Investigation revealed adequate lube 10 23,24,%25,%25, ‘27 1
oil saturated with both metallic and 29,:](),*&1,‘32,*.!3
non-etallic particles. 18,39,40,42,43,14,

, wy
22.1.3 |Request replacement of snc. e kA ) o (.
23.0.0 |Assistauce required. 1 2(9) . l_ L
23.1.1  |The low lube oil pressure alarm and 0 N/G input

compressor f{ail to engage the alarm
activated during routine start of start
air compressor,
The low lube oil pressure alarm and 27 4,8,12,25,29,.... t
compressor fail to engage alarm ac- (215)
tivated during routine start of start
air comnpressor,
23.1.2  [Metallic material was discovered in lo 1 3(11) 1
sunp and Llter assembly. L
24.0.0 |Require replacement. 1 1(1) I
24.1.1 |Loss of lube oil pressure when start ] 4,5,23,26 N/G gram
air comnpressor engaged for operation (29)
is due to wiped bearing, L _
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T Ne. | Text I:Jnljx-r;:j__ : Timey Correet parse #f
24.1.2 Material clogging ~4tr.'1‘|—n_-(l-|-:. : 3L-l_(xi)'~ !
26.0.0 | Tech assist required. 11y !
25.1.1 During routine start of main gas pro- 0 N/G scan
- pulsion turbhine, sac air pressure de-
[,-2: creased rapidly to 5.74 psi resulting
o in an aborted engine start. .
oy During routine start of main gas pro- 21 67,69,71...109 14
"’&; pulsion turbine, sac air pressure de- (2en)
creased rapidly to 5.74 psi resulting
- in_an aborted engine start. I T
’}‘\- 26.1.2 | Iixact couse of failure unknown. 1 2(4) . | SO
‘ Q 25.1.3 - | Suspecet faulty high speed rotating as- 1 2 1
t:" sembly. I P P
Uik 28.0.0 | Return to company. 3 223(3) 1
ﬁ 28.1.1 | Unit has excessive wear on inlet im- 2 5,12 (24) 1
o pellor assembly and shows high usage
}ﬂi‘: of uil.
! 28.1.2 | Blades are bent and 1/4 inch deep 2 2,3 (5) 1
(x chips are visible on leading edge. N
30.0.0 | Tech assist requested. 1 1 (2) 1
31.1.1A | Loss of second sac uf two installed 2 2,4 (10) N/G xor
sac’s. _ |
31.1.183 | Unit has low output air pressure, 4 16,17,22,24 2
reaulting in slow gas turhine starts. (16) o .
31.1.2 | Tronbleshooting revealed normal sac 3 4,4,5 (6) 1
lube oil pressure and temperature. R L o
31.1.3 | Erosion of impall.r blade tip is evi- 1 1(3) 1
dent,
31.1.4 | Compressor wheel inducer leading 2 1.4 (6) 1
edge broken. L
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CASREPS.TESTA

Annotations to parse simniary

[1.1.1]
Note that only an adjectival reading is available for thc prenominal analysis of "regulat-

ing”.

1.1.3)
Xor problem . Due to thc optlicnal intransitivity of "corrode”, xor clitninates the correct
zerocopula reading. However, this reading is close enough to qualify as correct.

(4.1.1)
Note that restriction {d_nulllLnsr} removes rare gerund reading; {w_ving_Inr} thwarts an
obscure analysis of ving as nvar.

[4.1.2]
The object is analyzable as nstgo, ntovo, or sobjbc. The latter possibility adds eight parses,
but the object option sobjbe cannot be eliminated given, e.g., Testb 26.1.5 ("High LO temp
.. believed contributor to unit failure”).

[4.1.3
]”Over” is parsed first as an adverb preceding null object of "jacks”. The most correct read-
ing seewms to be the second onc, in which it is parsed as a particle; however, thc sa reading is
closc enough to be counted as correct. If expressions such as "over” are reclassified as parti-
cles but not adverbs, in order to circumvent this, then they will have to be subcategorized
for individually in the lexicon, which would lead to many false rejections oi acceptable sen-
tences.

(5.1.1]
Pu "to sac” is attached to rn in first parse (markcd as correct here); but the sccond parse
(with sa attachment of pn) scems more accurate.

5.1.2]
In first parse, counted as correct, "immediately” is sa; perhaps the second, in which it is a
left modifier of "after”, is still more accurate.

(5.1.3]
I assume (without conviction) that npos ”oil” should not be distributed over ”straincr”.

[6.1.1]
Although the third parse is listed as the correct one, the first parse is perhaps adequate: "to
SAC” is attached to rn rather than sa.

6.1.3]

The first parse differs from the correct one only in that it attaches ”for future analysis” to
rn rather than sa.

(5.0.0]
"Fail” is trcated here as abbreviation for "failurc”. Or should thesc headers be treated as
frozen expressions?
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(9.1.1]
It is asswined here thet the correct parse attaches "during NP” to sa and analyzes "two
becce periods™ as qpos + npos + nvar.

9.1.2)
"That” is analyzable as determiner or complementizer.

[0.1.4]

"Coast down” is treated as idiom.

I assume that the niost accurate parse (the fourth, counted as the correct one), attaches
"from the drive shaft” to object, and ”"during coast down” to sa. However, the first parse
mighs -~ sifficiently close, given the state of the system; it attaches the two pns to sa and
rn, respectively.

(9.1.5]
Ambiguity: analysis of infinitive as sa (tovo) or passobj (correct).

[21.1.1A,B]
In the second  se, counted as correct, "below”-phrase is sa rather than object (fifth parse).

[21.1.2)
The third parse is counted as correct, but the second parse, in which "with metal” is in sa,
seems adequate.

[22.1.1]
The- contextually correct nstg_frag parse is generated last; However, the zerocopula parse
seems adequate, and is counted correct.

[22.1.2
Conjunctlion . There are some analyses of "metallic” as avar preceding nulln that seem
incorrect. This should be explored.

Object type . The nstgo object analysis seems somewhat more accurate than sven analysis
here; within the venpass, the most accurate parse is perhaps the one in which "with ... par-
ticles” ‘s attached as passob) rather than as sa. But the firzi parse, with sa attachment o’
this phrase, seeins adequate.

Scanner proclem . The problem remains that words containing "-” and such characters fail
lookup because they are not atoms.

Conjunction . In order to parse the conjoined apos, larl has been defined as an Ixr node.
This may present a problem, since iarl lacks a right adjunct.

Six other readings gencrated for this sentence contain conjoined Inr with nulln head of first
Inr. Perhaps nulln should be disallowed in conjuncts unless it occurs in both: " There were
five *(cats, and two dogs in the park”; "old and young were present”, but *"old men and
young were pre nt” 1s quaint at best.

[23.0.1]
Input error . It is assuinced that "the” preceding "alarm” is an error.
Re corrected version: The first six parses analyze "fail to engage” as an idiom (noun). In the

remaining parses, "fail” is analyzed, legitimately, as the main verb (seven parses of con-
joined subject x three parses of post-verb material).

Al
NGy T T

N R N T R S
Z! ”tm CRRAEN L AT CRER LN L&iﬁi‘uﬁi’?x:uﬂm;m




el bk fd b faf air A A iR ek B R a i el A ST Bl R TR ST BT SR ST

[23.1.2]
Conjunction problem . Although the correci parse is generated, there iz a missing parse,
with coujoined npos "sump and filter”. But since it secmns unadvisable to allow full Inr in
nnn, it’s not clear how to niodify the conjunction rules to allow for this reading.

24.1.1

| Ilfultzplc rn ¢ [u the contextually correct readmg, "loss” is modified by "of lube oil pressure”
and the "when”-clause. However, multiple rn’s are not permitted, except in the case of pn’s.
A semantically close reading in which the "when”-clause is an sa is also prevented, by
{wmed_sa}, which rnles out such sa’s between subject and verh unless set off by commas
(accounting for the ill-formedness of *”Louise when [ called was tired”). The closest avail-
able reading actually generated is the second one, in which the when-clause is in the rn of
" pressure”.

Embedded fragment: "When sac engaged” seems most accurately parsed as an sven follow-
ing "when”. But in standard English, " when” cannot introduce an sven ("*I left when the
car repaired”). Thus it may be that this corpus requires further modifications of the bnf
rules beyond simply allowing matrix fragments. However, the optional intransitivity of
"engaged” allows the naterial [ollowing "when” to be parsed as an assertion rather than an
sven.

24.1.2

[ F]'erhaps an nstg_frag readin would be more accurate, but the first parse (zerocopula with
objectbe-->vingo) seems close enough to be counted as correct. The second parse (zero-
copula with objectbe-->nstg) seems more questionable; perhaps {w_nonnull_In} should be
strengthened to require material in qpos or tpos rather than simply In. (This decision
depends on judgments about acceptability of, e.g.. "Sen.Jones complite idiot”).

[25.1.1]
Scanner problem . The decimal point cannot currently be entered.

The long time to first parse may reflect the fact that the sentence is an extensive garden
path, since the main verb ”"decreased” may initially be mis-analyzed as a participle in rn.

The parses generated prior to the correct fourteenth parse analyze the nvar of the subject as
either "resulting” or nulln rather than " psi”.

[28.0.0]

L
Third parse is questionable: objbe in zerocopula (analogous to "house in an uproar”, or "trip
to Texas, not Arizona”).

[28.1.1]
First parse {counted as correct) attaches "on...assembly” to rn; sa attachment, as in second
parse, might be considered the more accurate parse.

[31.1.147]
Lexical entry procedure shonld be modified to generate "’s” plurals routinely for abbreviz-
tions.

Xor problem . The contextually incorrect assertion parse preempts the nstg_frag parse that
is intended here.

31.1.1B]
Here the attachment of the pn in object or sa seeins iiaportant, as "result in” has an
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idiomatic meaning. Thus the first parse, with sa attachment. is not countled as correct.

(31.1.4]
?Leading edge” is entered in the lexicon as an idiom, as a result of its occurence here in
nvar position. ("Leading” counld only be parsed as avar, an impossibility here given that it
follows a series of npos elements.) Occurence in compounds seems a potential test for fixed
phrases; compare this sentence with the loss acceptable "*peach poisonous pits are
dangerous” (vs. "peach pits arc dangerous”).
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CASREPS. TESTD
Sunnnary of Parses
April, 1986

Sentences not preceded by a casreps number are modifications of the original text. The rank of the
correct parse 18 given in " Correct parse #" column, Note that these data reflect the grammar prior
to the removal of zor from the fragment rule; therefore the figures for fragments do not include frag-
ment parses subscquent to the correct one.

No. Text No.Parses ;_ Times | _—jggy.[qc_g_ng_rgg_&_
2.0.0 | Replacement requested. 1 IT'.!):__— R . 1
2.1.1 |Loss of lube oil pressure during 8 13,19,19,22,25, | N/G input(+scan)
operation ur. 2 ssdg. 26,30 (34)
2.1.2 {Metal particles found in lube oil 1 12 1
filter.
3.1.1 |Gas turbine starting air compressor 4 1
inoperative. o I
% 3.1.2 [ Power pack failed. 1 i{l) 1
o 7.0.0 | Assistance requested, 1 1 {2) 1
AR 7.1.1 | Sac had local monitoring capacity for 1 10 (50) 1

lube oil pressure only, due to the re-
cent failure of the sac lube oil pres-
sure transducer,

b €
g

R
o
o
»

7.1.2 | Prior to eugagement it was reported 2 2, 1(8) 1
| that sac lo pressure .dr.u_ppcd tu ucro.

Ay

B
L g

yor 7.1.3 | No metallic particles in oil lilters, 2 [ 4.5 (6) . !
‘ 7.1.4 | Borescope investigation revealed a 4 578,10 (11) - 1
o broken tooth on the hub ring gear. o N
7.1.5 |1t is likely the lo pump has sheared. 1 _’U) 1
7.1.8 | The lo pressure and alarm capability 4 1,2,3,4 (6) N/G input
| __|is a necessity for operation. N
7.1.7 | Drive shaft for sac was manufactured 1 1(3) l
locally. . —
7.1.8 |S/F reinstalled old sac utilizing new 0 - | N/G scan
drive shalt. - .
Fe reinstalled old sac utilizing new 3 3,56 (7) 3
drive shalt. L o
7.1.9 | On testing of sac lube oil pressure 3 2,6,9 (18) 3
could not be adjusted above 35 psig. - R
7.1.10 | Replacement sac will be required. 1 11 {2) _ 1
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7.1.11 | The original drive shalt, when in- ? 1160 . |
stalled, was packed utilizing 60
grams of grease, when removed, on
failure ol sac, the drive shalt was dry
and showed signs of exteusive heat
stress.

The original drive shaft, when in- 3 324,25 (7) 1
stalled, was packed utilizing 60
grams of grease,

When rewoved, on failnre of sac, the [2 11,15 (25) 1
drive shalt was dry and showed signs
of extensive heat stress,

8.0.0 | Tech assist requested. 1 & (’)____ I T S
8.1.1 |Loss of one of two starting air ? 1% ox 1
compressors. o b
8.1.2 |Low speed coupling fromn diesel to sac i} "' *9 14,21,20, 4
lube oil pump failed. 33 (30) .
10.0.0 | Tech assist requested. 1 2(2) 1
10.1.1 |HBV failed, causing spline assy to 4 3,4,7,8 1
lail causing damage to the sac. o .
11.0.0 | Tech assist required. 1 2(2) 1
11.1.1 | Compressor will not rewnain fully en- 56 8,9,10,11....115
gaged causing erratic operation, surg- (126)
ing, and a hazard to personnel and
equipment. o
12.0.0 |Tech review required. 1 2(2) . 1
12.1.1 [Sac lo pressure decreases helow alarm 0 N/G scan.
point approx. seven minutes after en-
gagemeull. ______
Sac lo pressure decreases below alarm 4 3,7,13,13 2
point approx seven miuules after en- (17)
gagewent., - _ B
12.1.2 | Believed due to worn bushings. 4 2 ,...4 5 (8) 2
13.0.0 | Must he removed. o 1 1(1)
13.1.1 | Loss of sac oil pressure dropped to 0 N/G grim( +input)

72 psi then increased to 90 psi and
then failed while starting gas turbine.

Loss of sac. 1 2(3) 1
Oil pressare dropped to 72 psi then 21 8- L0171 N/G
increased to 90 psi and Lhen failed (187)
|| while starting gas tushine. | AU R A
14.0.0 |Req tech assist. 1 1(1) 1
a5 14.1.1 [Loss of one of three star. air 2 12,13 1
o compressors.
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| No. e Text o Nolarses Tiwes _ [Coireet parse jf
Oil pressure Ims dropped (u T opsi |7 8 .. 175 1
then increased to 90 psi and then (179)

failed while starting gas turbine,

14.1.2 [Starting air compressor engaged for 1 21,25,28,32,44,...('{1;1) 5
approx two minutes when lube oil
pressure dropped below 65 psi alarm

setting.
14.1.3 [Compressor could not be disengaged 12 3,6,13,15,38,40,47, ]
from either remote or local control 49,71,73,80,8%
location, for approx three minutes (132)
following low lube oil pressure alarm. o _ L
14.1.4 |Lube oil is very dark in appearance 4 222,70 3
and has burnt odor. (1) o
15.0.0 | Tech assist requested. 1 1@ 4 1
16.1.1 |Reliability of third of three sac’s |? 36 (58)

suspect - il unit fails unable to start
main propulsion gas turbines. o
15.1.2 [Color of 23699 oil indicates overheat- |1 17 (20) 1
ing of sac, oil pressure normal.

16.1.1 [During normal start cycle of 1A gas |over 30 {162 to st N/C gram
turbine, approx 90 sec after clutch parse
engagement, low lube oil and fail to
engage alarm were received on the

acc.

16.1.2 |All couditions were norwal illﬁi;;lly. 1 . 2_(2) - lm—— -

16.1.3 |Sac was removed and metal chuuks [0 - ;. - N/G gr-u.“m”
found in oil pan, o
Sac was removed and metal chunks 1 2 (5) 1
were found in oil pan. i

16.1.4 |{Lube oil pump was removed and was |2 3,4 (6) 1
found to be seized. B ) __

16.1.5 {Driven gear was sheared on pump |1 1(3) 1
shaft. L

17.0.0 | Tech evaluation req. 1 2 (2) N 1

17.1.1 |Loss of one of three sac’s - routine 2 47,56... T 1

visual inspection during normal en-
gine operation revealed gear housing
cracked.

{

4 B T S S s R D S 0 S AR g P ods

Foio Lot SO LR L D il




{vv“rw"ﬂ-lv LA e atn aih AAALM alhleth Sih sl sbh abfh- st ASe At Rar Bt o nef SAv BT REA AR DA Sal iV Bat Sat Ba0 a0 Sud Bat ot siald Hok SUA Bol Sk Sal Bol bl S8 'laf iiaf Rl b ik T S R R R Lt

a )

_No, 1 - Pext [ No.Parses Fimes | Correel parse

17.1.2 I‘llblll(‘ se¢ lm-d, det .ulod inspeetion R 072, .. L
revealed large crack in gear housing
ou aft end aud broken nrarmon
clamp llange on surge valve outlet.

Engiue seeured. 1 1 (1) 1

Detailed iuspection revealed large Over 22 215,216,... 11
crack in gear housing on aft end and
broken narmon clamp flange on
surge valve sutlet.

18.0.0 | ltem canabilized. 0 | N/G input
ltem cannibalized. 1 4 (5) 1

18.1.1 | Cannibalized sac for use on USS 4 14,17,22,24 4
DUEend I -

19.0.0 | Part ordered. 1 11 1

19.1.1 | Rednced capability of nr 4 sac res- 0 N/G input
tricts ships uperation. ) —
Reduced capability of nr 4 sac res- 1 1(9) 1
tricts ship’s operation. L

19.1.2 | Extended use of nr 4 sac has resulted 3 7,16,21 (26) 2
in  periodic low lube oil pressure
alanu. -

19.1.3 | Lube oil change, filter change, and ? 47

adjustment of pressure regulator
have had uo impact on lube oil pres-
sure.

19.1.4 | Three inutes is the mnaximun tine 0 N/G sean
nr 4 sac can be operated i a non-
alarm condition,

Three ininutes is the maximum time 2 4,8 {14) 1
, nr 4 sac can be operated in an alarm
¥y conditiou.
_ 20.0.0 | Tech assist req. 1 2(2) 1
:{ 20.1.1 | During gth motor start, air pressure Many 102 to 1Ist 4th+
' dropped below 30 psi and oil pressure parse
LA decreased slowly to 70 psi, while en-
L: gaged.
] During gth motor start, oil pressure 1 11 {25) 1
[ decreased slowly to 70 psi, while en-
gaged.
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No. | ______:l__v‘(t .| Nul arses ) lmu T | Correet parse ff
20.1.2 Metal particles found in oil sawple. N 10 " (Iz) 1
26.0.0 | Techuical assistance requested. 1 .’L.._)__- 1
26.1.1 |Redneed capacity of oue of three 4+ 13, 14,24 ... 3
I o5 - et e
26.1.2 |Caunot  engage sac  for extended 30+ 4. Ath+
period of time due to increased lo
temp and sharp decrease in lo pres-
sure. R g L T L ——— commn fo = -— Geme e ——
26.1.3 |Metal coutamination in lo filter. 2 *,6 (8) R T
26.1.4 }luternal part failure. | . ]2 (’) 1
26.1.5 [High lo temp due to design of lirst 4 4,0,44,46 N/G xor
flight oil covler believed contributor (80)
to_unit failure. ) - B ) .
27.0.0 |Part ordered. S L L) LA
27.1.1 |Experienced loss of sac lube oil pres- 0 N/G xor( } scan)
sure and self-disengagement immedi-
ately following clutch engage com-
mand. L _
Isxperienced loss of sac lube oil pres- 4 26,28,132,31 N/G {xar)
sure and sell disengagement immedi- (48)
ately following cluteh engage com-
mand. I .
27.1.2 |Sac apparently seized during clutch 0 N’(. mpul
engageiment causing input drive shalt
to remain stationary - while drive
adapted hub on ssdg continued to ro-
tate. e L
Sac apparently seized during clutch 8 4,6,18,20,50,5 6
engagement causing input drive shalt 59,60 (133)
to remain  stationary while drive
adapter hub on ssdg continyed to ro-
tate.
27.1.3 | Drive shaft sheared all internal gear 3 3,5,7 (9) 1
teeth from drive adapter hub, 1
129.0.0 | Technical assist requested. 1 _12(2) I S T
29.1.1 {Fet open and inspect, revealed bear- 0 N/G mput
ing material on bottom of strainer.
Fct open and inspect revealed bear- 2 4,6 (12) 1
ing material on bottom of strainer. L
29.1.2 |After lushing unit, engaged pressure 16 11)8 I:I 180 181, lBI 8
dropped to 62 psig wilhin 45 seconds 186, 192,191,284 286,
of engaging sac. 29%,:101,:104,309
11)
29.1.3 {Diseugaged pressure satisfaclory. 1 2 (3) 1
30.0.0 ["Technical assistance requested. 1 2(2) 1
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Nool et INodames  limes - [Correct parse g
30.1.1 |Lows of one of two sac’s, |z [l gy T
30.1.2 {Unit has low output air pressure, 4 I8,‘.!0,‘.!h, 2
resulting in slow gas turbine starts. 82
30.1.3 '1'/S revealed normal sac lube oil |0 N/G scan
| |pressure/temperature. 1 R
Troubleshooting revealed normal oil |1 2 (3) 1
pressure. _ o
30.1.4 [Impellor blade tip erosion evident, 1 3(5) 1
30.1.5 {3ac beyond shipyard repair. 1 5(5) 1
30.1.6 [Cause of ervsion of nnpellor blades, |1 3(8) 1
undetermined.
30.1.7 {Second generation sac received on- (5 5,7,10,12,14 p
board lor installation. (15)
] —
32.1.1 [Loss of 50 percent of start air capa- |1 13... 1
bility. L o
32.1.2 [Nr 2 sac can be operated at rednced |i 2 (3) 1
capaeity. N R R
32.1.3 ['This sitaation present potential over |7 N/G lnpul
A teinp hazard to Iin2500 during start

up evolutions and further degrada-
tion of mobility.

‘This situnation presents potential over |over 90 2., 12?
temp hazard to 1m2500 during start
up evolutions and further degrada-
tion of mobility.

32.1.4 |Difliculty began with audible pulsa- |8 12,15, I'J,..J 25,28,30,32 6?

tions in cowmpressor outlet ajr pres- (34)
____.fsurc under steady state conditions, | 1 oL
32.1.5 |Caase of casualty uuknown. AL R P
33.0.0 {Request shipyard replace, 1 192) |
33.1.110il pressure has been slowly decreas- |1 1 (3) 1

ing.
33.1.2 |Failure occurred during engine start |4 3,4,8,9 (12) 4

when oil pressure dropped below 60

psig. o )
33.1.3 [Investigation revealed excessive fine |2 3, 4 (h) 1

metal particles in oil. I N
.’ii_._(_);(_)ﬂl\s_gistancc_ requested. T L S L B v - ] 1
34.1.1 |Loss of oil puip pressure. ? .. | .
34.1.2 |Suspect sheared connecting pin in |2 10,11 {17) 1

puinp drive asseimnbly, -
34.1.3 |Loss of pressure was sudden and |1 1(2) 1

unexpectled.
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No. | oo Text No.Parses Times Cuarrect parse ff
34.1.4 l_n.:wl.ll.,.;t-un "b;— todd l‘LVLdltd sac |t L E3,16,17 g
spline input drive shaft disconnected (25)
from diesel hub.
34.1.5 [Hub assembly and spline shalt errod- |0 N/G input
ed beyond use.
34.1.5 [Hub assembly and spline shaft eroded |2 4,*8 (10) 1
beyond use. _
34.1.6 |'Todd LA to replace worn hub assem- {7 15,18,19,26,27 31, 5
bly and spline shaft. 31 (34)
35.0.0 {IParts ordered. 1 1(2) 1
35.1.1 |Experienced total loss of sac lo pres- |8 55,60,67,71,84,89,94,98 2
sure and sell disengagement while (105)
conducting gte water wash,
35.1.2 Investigation revealed stripped 1o |2 7,8 (13) 1
..... _{pump drive gear and hub ring gear.
4.0, 0| Tecl assist. 1 L) 1
36.1.1 [A nuinber of slow gas turbine starts |2 4,5 (9) 1
has been noted recently using 13 sac.
36.1.2 |A trend of increasing Inbe oil tem- |? 212, 4
perature and decreasing lube oil pres-
sure dictated cleaning the lube wil
cooler and replacing the lube oil flter
as corrective maintenance,
A trend of iucreasing lube oil tem- |over 30  {26... ?
perature and decreasing lube oil pres-
sure dictated ... replacing the lube oil
_|filter as corrective wnaintenance. :
A trend of increasing lube oil tem- |8 10,*12,*13,15,46, 4
perature ... dictated cleaning the lube 48,50,51
oil cooler .. as correctitr mainte- (90)
nance.
36.1.3 [After the maintenance was accom- |19 114,125,131,140... 4
plished, operational tests revealed
low lube oil pressure (65 psi which is
low lube oil alanin set point) before
the required three ninute sac en-
gaged time limit had run out.
36.1.4 {The lube il filter was opened up re- 14 2,5,8,12 (10) 4
vealing minute metallic particles,
36.1.5 {Indications are that a uew lube oil |1 3(4) 1
pump is required,
36.1.6 |Guarautee deliciency. 1 L (1) 1
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CASREPS.TESTD

Annotations to parse suinmary

(2.1.1]
Scanncr problem. Period in abbreviation prevents parsing.

Structure of NP . In the closest parse obtained {the second), "operation nr. 2 ssdg” is
parsed inaccurately with "operation” in npos modifying the namestg. However, introduction
of implicit "of” secems ill-advised as a meaus of coping with this non-standard input.

(2.1.2]

Adverb problem . Restriction {d_d_or_p} prevents analysis of ”in”

as adverb.

[7.1.1]
"Only” is parsed somewhat questionably as an adjective in rn. "Monitoring” can cnly be
parsed prenominally as adjective, not nvar.

[7.1.3]
One might argue that the second (nstg_frag) parse (with sa attachment of the prepositional
phrase) is more accurate than the first parse (in which it is attached to rn), but the first is
counted as correct.

[7.1.4]
Again, onc might argue that the second parse (with the prepositional phrase in sz) is more
avcurate than the first parse (in which it is attached to rn), but the first is counted as
correct.

Note that the ambiguity of "broken” as *ven or *adj doubles the parse count.

7.1.8

[ ]Numbcr agreement. The grammatical error in this sentence is not the cause of its unparsa-
bility. (Note that {wagree} has had to be relaxed at least for "he”, given grammatical sen-
tences such as ”ten minutes is the limit”. Tn fact, not only "he” allows plural subjects with
singular verb; cf. "ten minutes of listening to his chatter really taxes me to the limit”. It
seems to be a function of the semantics of the subject rather than the verb.) Thus the error
in this sentence does not present it from being parsed.

The sentence as it stands seems incoherent. If it is taken as ”[the (correct) lo pressure| and
[alarm capability|”, i.e., with an implicit modifier "correct”, then the correct parse is the
first one. And clearly il is unlikely that tlie correct reading is the one paraphraseable as "the
capacity for lo pressure and alarm”. Another possibility, suggested by NYU, is that "and”
is a typographical error.

[7.1.7]
?Sitrep 002:” is not trrated as part of the sentence proper.

[7.1.8)
Scanner problem. ”/” cannot be input.

(7.1.8]
?Utilizing” could be legitimately analyzed as noun wodificr in apos or rn, or (correctly herc)
as sentence adjunct.
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(7.1.9]
[ assmne that on the correct parse “lube oil pressure” is the subject. The second and third
parses divide up the string ol nouns dilferently between sa aud subject.

[7.1.11]
In fact, this parses as a compound; correct parse is 3rd. Time: 1,460 sec!

Punctuation error is assumed for 7.1.11. Thus the comma preceding "when” has been
changed to a period, as indicated, and 7.1.11 Las been broken into two clauses to test its
parsability in the abseunce of this error.

Second clause : The second parse for this clause is the correct but contextually incorrect
analysis of the object as nn rather than nstgo.

(8.1.2]
Adverb problem. "Low” is mis-analyzed as adverbial sa in first two parses.

[11.1.1]
The first three parses arc correct but distribute In incorrectly ("surging” should be local, I
assume).

The massive number of parses appears to be a function of conjunction; whether there are, in
fact, 55 distinct and grammatical analyses remains to be determined. In the absence of the
conjoined material (that is, with the first comma and everything to its right deleted), there
are only three parses.

(12.1.1)
Seanner problem. ”.” cannot be input.

The second two parses take "point” as the (arguably intransitive) main verb.

[13.1.1]
Punctuation error. This sentence is ungrammatical as punctuated. It has been reanalyzed
iuto two clauses. However, it may still be unacceptahle: "failed” would seem more likely to
take the sac, rather than the oil pressure, as its subject.

Second clause : Conjunclion problems . For some reason, three assertions are not parseable
in conjunction rules gencrated from this grammar. This forces 13.1.1b to be parsed as three
ltve’s, but the absence of rv prevents the attachment of their pn's ("to 72psi”, etc). Thus
only the readings in which ”increased” and "dccreased” are past participles in rn remain.
With the addition of "has” (see table), the correct parse is, in fact, the first parse generated.

Also, "then” (but not "and”) as the conjunction allows for an incorrect reading in which a
?copied nullobj” is created in the first conjunct.

[14.1.2]
Perhaps the sixth (rather than the fifth) parse is the most accurate, since it attaches
"below” as object rather than sa. In general, sa attachment of subcategorized-for pn’s is not
regarded as an error, unless the verb + pn form a virtual idiom.

The variety of parses arises frum the different attachment possibilities of "for two minutes”,
the ”when”-clause, "below 65 psi”; the two analyses of "65 psi alarm setting”; and the
analysis of subject as gerund or Inr.

Also, the fact that the entire scntence can be initially misanalyzed as an Inr contributes to
the long parsing times.
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[14.1.3]
Two ambiguitics in the absence of conjunction (nominal o= adjectival analysis ol “low”,
"following” as *p or *ving) combine with a threc-way conjunction ambiguity ("remncte or
local” analyzed as a conjoined adjadj or a conjoined Inr, the first one headed by unllu).
With the latter, there is the anbiguity between distributed or local scope for tpos.qpos.
The correct parse is assumed to be the first, in which "low” is adjectival,” following” is a
preposition, and "remote or local” is a conjoined plirase in adjadj.

(14.1.4]
In the parse listed as correct, "in appearance” is a sentence adjunct. Jowever, the fourth
parse, in which it is a right adjunct of the adjective "dark”, is probably still more accurate.

Adverb problem . Clearly a finer-grained analysis of adverbs is necessary. In the hrst two
parses. "very” is analyzed incorrectly as an adverb. The adverb features developed by
Sager will clearly prove uselul here, but there are difficulties in applving them. There is no
cne fealure which is associated with all and only those adverbs which are acceptabie in sa
position. [For exainple, not all adverbs which may occur in sa position are marked with the
feature "dsa”: veither "yet” (as in "She has not eaten luuch YEI”) and "there” (as in "He
was happy THERE") is dsa. There is a group of features one or another of which charac-
terizes any adverb which may appear in sa; this group includes dsa. dlv, drv, drw. However,
any adverb input by the SDC lexical entry procedure has an empty feature list, so a restric-
tion limiting adverbs in sa to those bearing one of these [eatures would require cousiderable
lexical work. Finally, an atiermpt to exclude sa analyses of adverbs like "very” by forbid-
ding adverbs with certain features (such as dla - left adjunct of adjective) will prove too
strong, since, e.g., "always” is marked with the feature dla as well as drv/drw/dlv.

[15.1.2]
I assuine that "oil pressure normal” is not to be taken as part of a conjoined ohject of "indi-
cate”, as the color of oil would not be an indicator of oil pressure. Thus the analysis of this
sentence as 2 compotind is assumed to be correct.

First clausc : Shapes necds to be developed so as to recognize part numbers for this domain.
Currently, 23699 is parsed only as qpos.

[16.1.1]
This sentence presents a nuniber of difficulties.

Grammatical error . "Alarm were received” should perhaps be "alarms were received”,

Multiplc sa's . The correct analysis of this sentence would seein to involve two initial sa’s,
something cucrently disallowed by the grammar. Thus ”approx 90 sec after cluich cugage-
ment” is incorrectly parsed as an appos attached to "turbines”.

Treatment of apposatives ; This points up the inadequacy of the current appos rule, which
substitutes for rn and is therefore not associable with a head noun which itseil contains an
.

Conjunction. The rules do not currently allow for conjoined In, so that ”(low lube oil} and
(fail to engage) alarms” cannot be correctly parsed. (And the contextually appropriate parse
of "disk and sac alarms are required” cannot be generated. )

There are an extraordinarily large number of parses in which the cc=junction is associated
with the introductory pn in sa, the subiect being "alarms”.

Structure of NP . Also, the bnl rules do not currently allow for modification in npos, as in
"low lube oil alarm”.

This sentence clearly requires further woik, because of the indequacy of the parses chtained
and the very long parsing times.
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. Conjunction. This sentence does not parse without addition of "were” to second conjiuet.
'y Coujunction rules do not secru to handle (verb) gapping, even without the “sloppy identity”
that holds here hetween the overt and implicit instances of "be”. (?Sac was repaired and
' disk replaced” is also rejected.) We could allow "and” to join conjuncts, but this seems
; dubions: cf. "sac was repaired - replacement of blade” vs *"sac was repaired and replace-

ment of blade”.

[17.1.1)
This is parsed as a compound, with nstg_frag the first element. The second parse is the
wore accurate one: "one” is in qpos wodifying nulln. (In the first parse, "oue” is the head
nvar.) As with other fragments, only parses with the first fraginent option to succeed are
list2d in table.

Note that zerocopula reading of first conjunct is ruled out by assorted heuristics {{d_of},
{w_nouunull_In}).

[19.1.1]
Punctuation. Apostrophe must be added.

(19.1.3]
Appos . The first three readings construe the second conjunct as an apposative on the first;
appos and null options in rn should probably be re-ordered.

Conjunction . Are the twelve conjunction readings distinct possibilities? The contextually
correct reading comes late because earlier readings copy the pnpn attached to the final cou-
junct ("of pressure regulator”) into earlier conjuncts, while the correct reading would seem
to be the local one.
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(19.1.4]
Scanner problem. Word-internal dash not currently recognizahle.

Wagree . Sentences such as this require that wagree be relaxed t¢ ~ilow plural subjects with
"is”. (Cf. "Peanut butter and pickles is a horrible combination”).

[20.1.1]
Conjunction . Parsing times seem extraordinarily long for this sentence, even given its
numerons unexpected conjunction ambiguities (the initial pn may bhe taken as containing
three conjoined NPs; the first four readings, for example, take "start” as the first of three
conjoined NPs; the next five or more take "pressure” as subject).

Upon removal of the first conjunct ("air pressure dropped below 30 psi”), a single (correct)
parse is generated in 11 sec (25 to NMP), as indicated in table.

[26.1.2)
The conjunction and pn attachment possibilities in this sentence are legion, and have not all
been examined; in addition, there is an ambiguity between npn (coute‘(tually inappropriate)
and nstgo object analyses. (Tlu npn object option has pval ”in”, as in "We engaged them in
conversation”.)

26.1.5]
Xor problem . Because there is an assertion reading (with "contributor” the nstgo object of
active "believed”), the correct zerocopula parse (in which "contributor” is the remanants of
active sobjbe) is not generated. However, selection can easily rule ont this reading.
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[27.1.1]
Xor problem. Because there is an assertion parse (with "cngage” as main v..0), the contex-
tually correct tvo parse is not generated.

Re the long time to first parse: note that the analysis of "experienced” as prenominal *ven
creates a severe garden path.

[29.1.1]
Input. Punctuation error.

"Open and inspect” cutered as idiom in lexicon.

(29.1.2]
%' e extraordinarily long parsing time for this sentence needs to be investigated. (Note that
it does present a cousiderable garden path to the parser, since the entire string "engaged ....

sac” could be analyzed as an NP.)
The various analyses depend upon analysis of the two [ving nvar| sequences as Inr or gerund

(in both cases) and on pn attachment. The selectior of the eighth parse as the correct one
needs to bt verified (accidental logout prevented closer inspection).

[30.1.1]

Structure of NP . "One” can be parsed a= nvar (in first parse) or q. I mark the first parse as
correct, though presumably the second i- the truly correct one. Will this create dufficulties
for semantics?

Notc that zerocopula analysis is prevented by requirement that predicate ncminal have non-
null In (compare "party a disaster” with ”party disaster”).

(30.1.3]

Scanner problem. Word-internal slashes not accepted.

(30.1.4]
Note that the requirement that In b~ nonaull, {w_nonaull_In}, eliminates other zerocopula
analyses.

[30.1.5]
{w_nonnull_in} eliminates other zerocopula readings.

[30.1.8]
Comma is now allowed porct-subject in zerocopula, which may add considerably to the
number of parses for zerocopulas and compounds.

[32.1.3]
Grammatical error . "I'resent” should have been "presents”. I assume (without conviction)
that ”"over temp” is equivalent to "overheating”; thus it is entered in the lexicon as an
idiom.

The nn suhcalegorization for "present” has been removed from the lexicon, as it sounds
ungrammatical to me and contributes an additional 20 parses to this sentence. However,
addition of npn subcategorization adds parses.

The variety of parses arises [rom the various pn attachment possibilities, the ambiguity of
"start up” as an idiomr ur noun followed by preposition; and, of course, the scope possibili-
ties associate ith conjunction.
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[32.1.4)
The meaning of this sentence is unclear: are the pulsations really pulsations in air pressure ¥
The seutence as punctuated wonld seem to have no other analysis.
The correct analysis is assumed (without conviction) to be that in which "with” is in pn
object of "begin” and "under” is in sa.

(33.0.0]
"Replace” would have to be entered as a noun to parse this header, but see 34.1.6 for conse-
quences of this.

[33.1.1)
The gerund and ving/nvar readings are prevented by {d_nullLnsr} and {w_ving_lnr}.

(33.1.2]
Although the fourth parse is listed as the correct one ("when” in sa, "below” in object), the
first parse might be adequate ("when” in rn, "below” in sa).

[34.1.4]
Although the fourth parse (sven object, "from” in pn object) is listed as the correct one, the
first is perhaps adequate: nstgo object, "from” in sa.

[34.1.6]
What is "LA” here? Part of "TODD”? An abbreviated predicate of some sort? A locative
phrase? It is treated here as simply *n.

The first four analyses can be eliminated if "replace” is not categorized as a noun (necessary
for 33.0.0, which is perhaps a frozen p' ~ase anyway; perhaps an elliptical tv)

(36.1.1)
Wagree should perhaps be modified to allow for plural verbs following phrases like
number of NP”. (In this case, however, the verb is singular.)

»

Shapes (?): "13 sac” is parsed incorrectly as [qpos + nvar|; a more complete treatment of
equipinent names in this corpus is in order.

d_lv} should be modified to rule out second parse in which "recently” is in lv of "using”.
g

(36.1.2]
Note very long time (219 sec) to first parse. Correct parse is fourth.

{d_init_sa} disallows the reading(s) in which conjoined Inr’s are flanked by vingo sa’s.

"As” is (incorrectly) treated as a conjunction in certain parses because it is listed in the
lexicon as a spword.

(36.1.3]
Adverb problem . Again, "low” is parsed as an adverb in sa in the first reading.

'The very long parsing times need to be examined. (Note that times are shortened by adding
"sar engaged time limit” as an idiom -- first parse in 71 sec, 100 sec to correct parse --
rather than parsing sac (oddly but not really inadequaiely) as an [leda + ven].)

Also, there appear to be some duplicate parses.

(36.1.4]
The various well-formed but contextually incorrect parses generated include analysis of ”
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as preposition (rather than particle), and of "revealing ..." as a gerund. {cf. "For years they
talked about revealing the secrot of their great wealth”)

[36.1.6)
What does this mean? Xor will only allow the tvo reading.
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