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PREFACE

One of the major findings in the AGARID Flight Mechanics Panel (FMP) AGARDograph No.279. Survey of Missile
Simulation and Flight Mechanics Facilities in NATO™ by Willard M.Holmes, was the fact that. “Notably missing from avast
majority of fucilitics were any established or formal procedures for accomplishing any fevel of simulation model validation.”
The AGARD FMP felt this omission warranted further action and subsequently recommended the formation of Working
Group 12, Validation of Missile System Simulation™.

Once approved by the AGARD National Delegates, Working Group 12 hebd four meetings over the 1982—1984 time
periad as follows: () 21 October 1982, London, England: (b) 5—6 May 1983, Miinchen, West Germany: (¢) 2426
October 1983 Eglin AFB FL. USA _and finally (d) 27—29 March 1984, Paris, France.

This report documents the working group findings. The working group consisting of Mr M..Douat. France: Mr Werner
Bub. Germany: Mr Klaus Hausel. Germany: Mr Karl Ernst Plau, Germany: Mr Amilcare Gazzina, [taly: Mr B Wanstall,
United Kingdom; Mr D Hyde, United Kingdom: Dr Willard Hotmes, United States: Mr Lawrence Byrd. United States
(representing the AGARD Guidance and Control Pancl). and Mr Ronald Anderson, United States.

RONALD O.ANDERSON
EMP Member
Chairman, W12
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1. INTRORUCTION

The AGARD Flight Yechanics Panel (FMP) has been concerned with the
problem of missile simulation in general, and cooperative NATO
developments of rissile syster simulations, test, and evaluvation as
related to missile system flight mechanics in particular. As a result,
the FMP sponsored a survey of missile simulation facilities reported in
AGAPDograph No. 279, "Survey of Missile Simulation and Flight Mechanics
in NATO," by Willard M. Holmes, April 1983. One of the key findinge in
this survey was that very little effort is being expended in missile
simulation validation. Furthermore, validation techniques themselves
are generallv not standard; coften being ill-defined or undocumented.

This fact motivated the formation of FMP Uorking Greup 12,
"Validation of Missile Svstem Simulation.”" This repcrt documents the
group firdings.

Although there is no shortage of reference matevrfal on missile
simulations per se, there seems tc be no "history" on the subiect, Tike
the manned simulation community, fe.g., The Pilot Maker, by Flovd 1.
Kelly as told to Pobert B, Parks, Grosset and Dunlap, 1670). The manned
simulaticn world, fourded first in training simulators and later in
research anc development simulators, is also just now realizirpg the need
for simulation validetion,

Perhaps, in both cases, the evolution of simulation equipment from
extremely crude mechanical devices to modern electronic "arcade game
simulators” happened so fast that it is only recentlv that people bepan
to ask, "Do thev really work™? Or, perhaps the early equipment
relizbility problems were such that everyone was quite happy if the
simulatier appeared to be "workirg", let alone providing "useful”
results.

In ary event, times have changed, and in both manned aircraft
simulations and missile simulations the question of validation is
becoming of more a2rnd more serious concern.

But where does core start in terms of defining how tc validate
missile simulations when few organizations do any formal validation now
and there are no agreed upon standards whatsoever? This was the
extremely bread and difficult question the working group had to
repeatedly ask itself.

After a number of {alce starts, the working group concluded that
the most impertant objective was to find a "method" of organizing
simulatior validation techniques rather than a collection of actual
methods., In adcition, the concept of "confidence”" 1M missile
simulations began te plav a dominant role irn the group thinking from the
very start oi the activity, That is, the purpose of the validation was
as important as, or perhaps more important than, the wmethods therselves.
In addition, many of the thoughts on validation metheds seemed nmuch
easfer to organize 1f one thought in terms of developiug confidence in
the hehavior of a simulated mecdel. Therefore, a pertaps larger portien
of the group effort was expended on a hierarchical model representation
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of Confidence Level in Model Behavior (CL.IMR) that included documenta-
tion that is integral to the total process to insure "confidence”" in the
final result. Tn fact, this documentation may instill more confidence
than origirally envisioned. This "organization of thought'" provides one
of the major portions of the group final results.

The remainder of this report is organized as follows. A
Terminology Section is provided to include some fundamental definitions.
Vhile not intended to be '"final™, this section presents a good start on
a standard set of terms. The next section on the CIL.TMB process forms
the heart of this report and is by far the most important contribution
the group could provide within the time span available. Popefully, this
section will form a basis for further work in the area plus a
stand-alone start toward a unitfied approach to nmissile system simulation
validation,

The next section on Computer Languages could also be a separate
working group topic, being only touched upon here.

Next, a brief section on Software Validation/Verification/
Assessment Methods follows., This section could easily be the foundgation
of a working group report by itself, but this task was clearly teyond
the two-year effort of the present activity.

Finally, overall recommendations are presented. As might be
expected, the extremely difficult subject has led to a number of
suggested follow-on activities for FMP consideration.

Throughout the working group activitv, the members were extremely
conscientious and devoted to their task. Each meeting generated a mound
of documentation to be shared by the other members prior to the next
meeting. These notes, or "homework", are too voluminous to reproduce
here, however, the information was invaluable in the develcrment of this
tinal repert and in forming the thoughts of each group member. The
members themselves represented one of the most professiomal groups che
Chairman has ever been asscciated with, and hopefully this final report
reflects this fact. TIf not, the problem was the sheer cemplexity and
difficulty associated with the working group task and not the quality
and enthusiasn of the memhers themselves,




I1. TFRMINOLOCY
2.1 INTRODUCTION

The following general terminclogy was adopted by the working group.
This terminolegy is a somewhat modified version of the list that appear
in the March 1979 issue of SIMULATION:

To prcvide a proper framework tc review the credibility of a
simulation, it is convenient to divide the simulaticn environment into
three basic elements as cdepicted in Figure 2-1. The inner arrows
describe the processes which relate the elements to each other and the
cuter arrows refer to the procedutes wvhich evaluate the credibility of
these processes. This basic picterial concept can he further refined as
shown in Figure 2-2:

Fach of the basic elements and their interrelationships are dealt with
in the following set of definiticre:

2.2 DESCRIPTION OF TERMINOLOGY

MISSILE SIMULATION A1l aralvtical, digitesl computer,
hvbrid computer, or
hardware-in-the-loop dynamic
evaluations of tactical missiles to
pain irnsight about reality

MODEL DCCUMENTATTON Systematic and coherent written ard
grapbical representation of trhe
associated data hase accordirg to a
specified format and with a specific
purpose

REALTTY An entitv, situation, or system vhich
has been selected for aralysis

CCNCEPTUAL MCDFL. Model tuilder's perception ard
understanding of the svstem to be
simulated. Tt censists of a
hypothetical complete explanation of
how the svstem functions, It often
takes the form of verbal description,
complemented by block diagrams, flew
charts and systems specifications,

Tn most cases, the large complexity
of the conceptual model precludes its
consideration as a possible
simulation model. 1In view of the
requirements of the intended
simulation studies, the nodeler
estahlishes the complexity of the
simulation model ard degree of detail
necessary., This information,
generally in descriptive (verbal)
form, complemented by block diagrams




DOMAIN OF INTENDED APPLICATION
(0T CONCEPTUAL MODEL)

LLVEL OF AGREEMENT
(CF CONCEPTUAL MODEL)

MODFI. DUALTFICATION

COMPUTERIZED MODFL

MODEL VERIFICATTON

and flow charts ceonstitutes the
Conceptual Simulation Model or
abbreviated to Conceptual Mcdel, At
the same time, this reprecents the
requirements on the formal simulation
model

The formal model provides the
tectnical description of the
simulaticn model, 7Tt takes the form
of mathematical equatiors, adequate
description of logic flow and rmodel
data, complemented bv the necessary
detailed text. Toth the conceptual
and the formal medel together form
the thecretical model

Prescribed conditions for which the
COMCEPTUAL MODFL is intended to match
REALYTY

Fxpected agreement betweer. the
CONCFPTUAIL MODFL and RFALITY,
consistert with the DOMAIN OF
INTENDED AFPITCATION and the purpose
for which the model was built

Determination of adequacy of the
CONCEPTUAL MODEL to provide sn
acceptable T.EVEL OF AGRFFMFNT for the
UOMAIN OF INTFNDED APTLICATION

This may involve a compariscn cf
alternate methods of missile
simulation to establish credibiliry
with two or more independent data
sets or results

An operational computer program which
implements a CONCFPTUAL MODFL

The process of showing that the
proposed conceptual and the
associated formal model are an
adequate and consistent
representation of the svstem to be
simulated, all in view of the
intended application. The method
used is basically expert criftique,
which makes use of expertise and past
experience in order to assess the
adequacy of the conceptual model and
the derivation of the formal model.
Suitable documentation should allow

ool




DOMAIN OF APPLICABILITY
(OF COMPUTERIZED MODEL)

RANGE CF ACCURACY
{OF COMPUTERIZED MODEL)

IMPLEMENTATION

PROCRAM VERIFICATION

MODFIL VALIDATION

ASSFSSMENT

N

following and understanding the idess
of the model btuilder in deriving the
theoretical model

Prescribed conditions for whichk the
COMPUTERIZED MODEL has been tested,
compared against REALITY to the
extent possible, and judged suitable
for use (by MODEL VALIDATION, as
described below)

Demonstrated agreement between the
COMPUTERIZFD MODEL and REALITY withirn
a stipulated DOMAIN OF APPLICARILITY
The process of programming the formal
model on an adequate computer. It is
recommended to applv software
engineering methods such as top-down
design, structured programming,
top-down implementation and testing,
etc.

The precess of demonstrating that the
formal model has been correctly
implemented on the computer. This
includes source code inspections,
code walk throughs and tests of the
model behavior predicted on the basis
of the theoretical model (analytical
solutions, behavior for small
signals, etc.)

The process of demonstrating through
objective testing that the
theoretical model and its
implerentation form an adequate
representation of the system to be
simulated, judged in view of the
intended application. Model
generated output data are being
compared against actual data ohtained
by experiments performed on the real
system

The process of epplying subiective
judgment (i.e., expert opinion) to
arrive at conclusions concerning the
adecuacy of the missile design,
hardware, simulations
(hardware~in-the-loop and
mathematical), and testing
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CERTTIFICATTON DOCUMENTATION

MODEL. CERTIFICATION

Documrentation to communicate
information concerning a model's
credibility and applicability,
containing, a¢ a minimum, the
following basic elements:

(1) Statement of purpose for which
the model has been built

(2) Verbal and/or analytical
description of the CONCFPTUAL MODEL
and COMPUTERIZED MODEL

(3) Specification of the DOMAIN OF
APPLICABTLITY and RANGE OF ACCURACY
related to the purpose for which the
model is intended

(4) Descriptiorn of tests used for
MODEL VERIFICATTON AND MODEL
VALIDATION and a discussion of their
adequacy

Acceptance by the model user of rhe
CERTIFICATION DOCUMENTATICN as
adequate evidence that the
COMPUTERTZIED MODEL can he effectively
utilized for a specific application




TIT, CONFIDENCE TEVFL IN MODFI. BEEAVIOR {CI1LTMR)
3.1 INTRODUCTION

CLTMR (Coriidence Levels Tn Model Behavior) is 2 five level
hierarchical process for representing information about a model such
that a thirc rarty user can readilv develop confidence in the model's
tebavior. The casual observer of the tormat for CLIME process mav
conclude that this ie a special! but comprehensive docuwmentation
prccedure., However, a closer lcok by the rore than casual observer
interested in simulation model development will reccgnize a hierasrchical
data representaticn structure for achieviug a specific purpese. A
closer examination of CLIME reveals that a type of knowledge bare is
specified. This kuowledge base serves as s guide for rreducing
information and simulation model generated data required to develop
confidence in the model's abilitv tc achieve the intended purpose.

The term "kuowledge base" as used here includes two components:
facts about the demain of intended applicaticr and heuristics or rules
of thumb for sclving problems in the domair of interest. An example of
the facts associated with a particular mode! might include the
differentjal ecvations describing the dvramics of the modeled process.
Also, textbooks and icurnals provide widelv shared facts generailv
accepted by sinulation modelers. Heuristics, on the other hand, are
"educated puesses" or rules of goed practice acquired by the experienced
modeler over vears of experience in developing and implementing
simulation rmodels. These educated guesses are what the experienced
rcdel developer uses as a2 gride in making many decisions during the
model development process. Due to oversight and many other reasons,
seldom if ever are the heuristics of the modeler reported for a
particular model cevelopment. This resuits in an inadequate knowledge
base for establishing model credibility., All evperienced or expert
model developers have their own '"rules of thumb"” for solving particular
sirmulation design and modelivg problems. CGiven several equal viable
choices that mav be available to the modeler, his rules of thumb will
influence a particular choice in establishing the basic structure c¢f the
model. Assumptions wade in developirg and implementing the model
reflect the heuristics cf the modeler, as well as assumptions made about
the domain of intended application, Fstablishing credibilitv with
second and third party users of a model requires that more than just the
facts about a model be reported. In addition, relevant heuristics used
by the modeler must also be captured, i.e., a knowledge base must be
available and in a usable form,

# maior element in developing model credibility is the assumptions
made by expert modelers related to model verification and validation. A
missile model that is validated by going from an aralvtical model to
tlight test data does not have the =ame level of crec¢ibility as a model
that was validated using intermediate stages of sub-system testing and
model validation combined with hardware~in-the-lcop operation. This
assumption appears to be made about the hardware-in-the-loop cption,
even if the number of real world flight tests are less than the flights
with the aralvtical model option. Tf this is a rule of thumh of a
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modeler, this will more thtan likely influence the structure of the
svstem and subsystem nrodels and the data recorded from the validation
teste,

The CI.IME process, as describea here, can be viewed as a process
for capturing knowledge about a model sufficient to develop levels of
corfidence in the behavior of the meodeil in question for a particular
domain of application. In additiop, CLIMB functicens as a practical
hierarchical knowledge structure for identirying model opevatior using
at least three components: (1) documentation format, (2) krowledge
base requirements and (3) a guide for simulation model development feor
generating results conducive to increasing confidence in model
performance. Vher good model development practices are used, thz CLIMB
process captures that porrion of the knowledge tase available during
model development and validation efforts. Using this approachk, CLTMB
does not restrict the cheoices of the model developer, but specifies what
kuowledge should be reccorded once choices are made. This includes all
stages of model development and validation typically associated with
missile syster development. These stages include: (1) the analvtical
model, (2) subsystem testing and mcdel validatien, (3) bardware~in-the-
loop operation and (4) testing of the real world system with model
updates and validation.

3.2 BACKGROUND ON THE DFVELOFMENT OF CLIMR

Results from a studv of 24 major simulaticn facilities in five
member nations in the NATO community (Ref ) established the need {or a
procedure that would serve as a guide for develcoping confidence in
sirulation models. Tnterviews wjith facilitv managers, model developers,
and simulationist during on-site visits identified at least three
elements that must be included in anv effective procedure for developing
confidence ir simulation model bebavior. The elements are identified
as: (1) documentation guide and format, (?) a structure for representing
domair specific knowledges and, (3) a guide for generating simulation
model data bases appropriate for building confidence in the mndel’s
behavior.

Documentation determines the life, death, duration, and quality of
a model’'s existence. Results from the referenced study revealed that
the largest and most active simulation facilities had little or no
guidelines for documenting the simulation model development and
validation efforts. In some instances, military specifications were
used to meet documentation requirements. For the most part, model
developers were left to choose what was to be documented and how it was
to be recorded.

Reviewing model documentation reports generated from different
departments within the same organization did not instill confidence in
completeness or usability of the contents. The general view of
documentation as derived from this study can be depicted as shown in
Figure 3.1. Bits and pieces of data are acquired during and after the
model developmer* effort and put together as a documented data base for




the model. The data, freocuentlv with missing critical information, is
assembled through a process that results ir a multi-volume set of
documents., All toc frequentlv, this dazzling arrav of paper, charts,
and graphs lerd little or no motivation to potential users to rake a
serious lcok at the mocel. A conclusion from this observation is that
documentation should be an integral part of the model development
process,

Model validation techniques were not used in any systematic fashion
in a vast majority of the facilities surveyed. Irn a few facilities, the
approach was to attack the model at all levels using numerous methods
and techriques to correlate the simulation results. Other validation
efforts attempted to apply specific techniques to particular parts of
the rodel, The spectrum of validation efforts can he viewed as using
the random tool box approach in accomplishting model validation as
depicted in Figure 3.2, Here, validation is mostly considered an
operation that takes place after the model is designed and developed
using whatever tcools that are readily available.

Results from interviews conducted during this stucdy indicate that
in practice, a8 hierarchy of validation methods are used for cernfidence
building in simulation models. The methods ncst frequently used are
{1) expert copinions, (2) data plots with overlavs, and (3) charts and
graphs with mathematical analysis techniques. The vast maiority of
responses to the question "What procedure do you use tc vaiidate your
simulation models"? was to execute and charge the model until there was
a "Good Feeling" about the model. How is this "Good Feeling"
communicated to a second or third partv? The typical response was that
the interested party must exercise and change the model and compsre daca
with various sources, just as the developer did to understand and gain
jesight into the model behavior.

A second conclusion from this study is that expert opinions, data
plots, and mathematical analyses are important methodologies, but are
vot the main issues to be addressed in developing confidence in
simulation medels, These results indicate that the basic iscues are the
nature of the model and real world data bases. The model either
rerresents a theoretical svstem or a real warld syetem. The real world
system is associated with laboratory test data, hardwere-in-the-loop
operation and real world data. if a theoretical meode! produces data for
which no real world system exists, then onlv a limited confidence level
cculd be established in the model's behavior., However, if the model
produced data that could be comparea with real world svstems or other
validated nodels, an increased level of confidence in model behavior is
established. Additionally, if model generated data compares with
results preduced frorm a hardware-in-the-lcep simulation, then ancther
increase in level of confidence can be establisted, This process
continues unti! muitiple sets and sources of real wevld systerm dota are
compared with model generated data, producing an ever, higher level of
confidence in medel behavior. The process of relating confidence levels
and data bases is graphically depicted in T'igure 3.3,
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All the validation methods and mathematical tocols can be used to
perform data analysis at each CLIMB level: data plots, overlays, Monte
Carlo analysis, chi-squared and Kolmogorov-Smirnov test, hypothesis
testing, comparison of means and variances, etc. However, the
confidence level in model behavior will not increase beyond a level
determined by the nature of the data available to compare with the model
generated data. In order to increase credibility, there must be a
source of data at a progressively closer and closer level to the real
world system. The elaborate use of expert opinions, data plots, and
mathematical analyses onlv erhance the "Good Feeling" about the model
performance at a particular confidence level, but does not provide a
basis for increasing the confidence level in a model's ability to
reflect the real world. This observation is graphically represented by
the staircase levels of confidence and associated data base showr in
Figure 3.3,

3.3 APPLICATION OF THE CLIMB PROCESS

The conceptual structure of the CLIMB process was developed during
the first meeting of the working group. Details of the five level
structure evalved through repeated review and application of the concept
to existing simulation models. Results from individual modeling efforts
were used to develop the details at each level of CLTMB ‘Appendix A).
This provided both a brcader view of the application and greater depth
in defining the knowledge base for thke hierarchical levels. An existing
documented simulation model was recast in the CLIME format through level
three (Appendix B). This exanmple provided the opportunity to identify
significant operational consideration in the application and use of the
CLIMB process with existing models,

The application of CLIMBR to these existirg models dewonstrated
vividly to the members of this working group the effectiveness of the
C1.IMB process, revealing irn several instances irnsufficient cata in the
nodel generated data hase and the lack of infermation regarding mode?
operation. Conclusions can be drawn about the use of CLIMB in two
areas. One, the most eificient 2nd evtfective uses of CLIME zre in the
areas of establishing a tasic framewcrk for new wmedel develepment and
validation efforts. The knowledge required for desired confidence
levels will be available during development with straight forwerd
documentation resulting. Two, investing the manpower and computer
resources {or the application of CLIMB to developed or existing
simelation mocdels will be most effective in areas where: (a) the rmodel
will be used and may be updated bv third parties not invelved in the
development, e.g., international transfer ¢f models and /h) the model
will be used over extended periods where the developer would net be
available to establish confidence in the mcdel behavior, i.e., medels of
cperational weapons systems that require modeling aad analysis support
from different groups over the life of the system.
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2.4  SUMMARY OF TPE CLIMB PROCESS

The CLIMP (Confidence Levels in Model Behavior) process is a
hierarchical process for developing conridepce ir simulation models
through the integrated use of documentation, identification of
appropriate knowledge bases for a given level of confidence, and =
progressive use of analvsis tools to broaden the confidence in model
performance., A summary of the essertial information for each idertified
CLTME level is as follows:

CLLTMB TEVEL 1: Model Sumrmary, Results and Conclusion., This level
includes information on the objective of the sirulation, medel
developer, function of the model, domain of application, major
assumption made ir model development, criteria for model validaticn and
the results of model application, At this level, only functional
cisgrams with major subsystems and critical varizbles are identified.
The overview nature ot rhe information here is intended to give the
potential model user sufficient information to take tte first step in
reviewing the model capability without getting lost in details. Expert
opinicn is typically the majer tool for confidence building at this
level with descriptive rather than technical documentation.

CLLIMB IFVEL 2: System Models and Submodels Theoretical and
Tndirect Data Bacse. The data base source is from theoretical models or

existing validated models. Method of data comparicsen is included along
with technical and descriptive documentation of submodels. A berchmark
scenario with model results are given along with verification proceaures
of any computer implementation.

CLIMB LEVEL 3: CSubsystemr Real World Dsta Base. This level
includes real worid data for at least crne major subsystem to be compared
with the simulation model generated data. Documentation is provided for
the total complex model including benchkmark results. Data collection
and validation methods are described.

CLIMB LEVEL 4: Ferdware-In-The-Loop Operation Data. This data
base includes results from a Hardware-Tn-The-Loop (LVIL) simulation with
maior subsvstem models being replaced with actual hardware operation.
Methods of data base cerparisons are identified along with criteria for
subsystem model validation, Specifics on the computer configuration for
HWIL operation is also given.

CLIMB LEVEL 5: Total Real Vlorld Systems Operations. A data base
is available from the real world system test and operation. As a
minimum, the critical variables are compared with corresponding svstem
data. Results of validaticer of system variables are given along with
methods of validatien according to established validation criteria,

A detailed outline of the elements in the total CLIMB process is
reported in Appendix A.
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IV. COMPUTER I.ANGUAGFS
4.1 ADA-BASED SIMULATTON LANGUAGES

The fact that ADA has been declared to be the stardard for embedded
software in the future has some impact or dyvnamic system simulation
languages. The simulator, besides being used as a tool for system
development, is also used as a systerm integration facility that includes
the integration of embedded software. This second domain of applicaticn
has a growing importance. Since the operational software to be embeddea
has to be written in ADA, there is a strong need tor the integration
facility software also to be written in ADA because there will be no wav
to interface ADA to any other language. Such interfacing would be in
direct contradiction to ADA's design target of software reliabilitv.
This means that today's simulation languages will no longer be
applicsble for the purpose o! embedded software integration. Thus, a
new generation of simulation languages will have to be introduced even
though it may not really be possible to de this in the given time span.
One possibility to overcome the time problem is to stay with the
existing simulation languages and to modii'y the compiler to transiornm
from the native simulation language code into an ADA source code program
that will operate in a preprogrammed ADA simulation svstem. This would
be equivalent to the existing languages that use FORTRAN as an
intermediate language.

In order tc start as soon as possible with new software, PASCal
could be used until ADA becomes available. LDesides the aspect of
embedced software integration, ADA can be helpful in identifying modern
softvare techniques that chould be included in future simulation
langrages. Examples of such broadly accepted common features would be:

- GOTO--free structured programming techuiques

- modularizaticen of programs into complete,
self-contained sub-mcdules

~ mandatory declaration of variables, etc.
4,2 SIMULATTON SYSTEM ENVIRONMIET

There is a great number of prohblems related to simulation and
projects making use of simulation tools. Some of these problems that
are normally not mentioned when dealing with simulation languages
include:

(1) Life cycle maintenance costs for weapon

performance simulation prograns
r

(2) Fase of software maintenance during development

Item (2) is very important and needs tc bte discussed further.

During a project involving a great number of engineers, it must
never happen that a copy of a "reference standard program" is made which




is not made from a certified source program and not clearly identified
and registered,

Any change to the reference stardard program has to be fmmediately
duplicated on all existing copies af that reference program so that,
during development, this requirement cannot be fulfilled without
activating a considerable amount of mavpower. Therefore, one design
objective for future simulation languages should be to offer tools for
facilitating such "software consistency management" work,

The software management problem automatically leads to the problem
of describing the envirounment of the program, It is rot sufficient to
define only the program itself and the language used for the
compilation, tut all environmental conditions have to be described such
as computer type and model, operating systems, libraries, etc. Tt would
be most desirable if future simulation languages be included as an
integral part of a bigger simulaticn system environment description with
system features like those mentioned software consistencv maragement
features being included. There are a great number of problems that are
most common in today's simulation facilities and that could be avoided
by a well designed enviromment and a language supporting that
environment. Therefore, it seems to be reasonable to suggest further
investigations in that area.

4.3 LANCUACE FEATURLS

A wish list of desirable language features has been compiled. This list
is presented here without comments just for information:

- portability

~ 1improved error debugging, error aveoidance, automatic detection
of errors (computer/language/compiler problem)

- output/plot capability, stripplot, plot overlay, specific plot
for pin-pointing e.g., showing jumps of the discrete
controllers,

~ non-ideal behavior of digital controllers
. synchronization, time deiay, time matching ("discrete time
event")
. fixed pcint arithmetic, scaling, overflow, ADC, DAC

- simnlation of noise

- statistical runs, Monte Carlo rums, statistical evaluation,
connection to statistical programs ,

- connection to control analysis plus synthesis programs for
verification, analysis, synthesis, optimization "AMALYZ"

~ integration algorithms plus step sizes
multiple integration algorithms plus step
sizes interpolation, extrapolation




configuration control

simulation of specific points such as friction ("discrete state
event')

real time capability plus hardware-in-the-loop capability
modularity (i.e., easy decomposition of models into sub-units)
structured programming techniques

automatized “software consistency control” administering the
different releases and versions of library programs

decompositien of a simulation "program'" inte "wodel" anc driving
environment "experiment”

data base concept for result data and post-processor programs




V. SOFTWARF/VERIFICATION/VALIDATION/ASSESSMENT METHODS
5.1 TINTRODUCTION

Foilowing much discussion/debate by members of this working group,
a general consensus was reached that a detailed trecatment of specific
verification and validation techniques, their merits, drawbacks, etc.,
as applied to guided missile simulation development would far exceed the
scope and time limitations imposed on WG-12 and, therefore, not be
attempted. It was decided instead to concentrate the group's primary
efforts on outlining the CLIMB process previocusly discussed. Although
the primary efforts of this working group were not directed at exploring
the merits of verification and validation techniques, for completeness
an attempt is made in this section to identify many of the popular
approaches with a specific effort made to identify references so the
reader can explore in more detail particular approaches of 1interest.

Cerncistent with the terminology established in Section II, Figure
.1 illustrates graphically the interrelaticnships between verification,
validation, and assessment. As can be seen in the figure, all key
elements of verification stem from some form of mathematical or computer
code checks performed on the simulation to verify that the answers
produced bv the simulatior are consistent with theory. One key answer
is that to the question, "Is the simulation code error free and does it
produce answers ccnsistent with the math model?" Tt car also be seen
from the figure that a rather large menu of verification options and
technicues are commonly used. Vith the increasing use of highly
structured and sometimes sutomated simulation languages, techniques as
these are graduzlly being incorporated directlv into the languages, thus
making the verification process easier and more straightforward te
accomplish. Fach of the verification techniques illustrated in the
figure are discussed in Paragraph 5.2 below.

Validation, on the other hand, requires real world data to compare
against simulation resvltsy not theoretical predicticns as is the case
for verification, As shown in Figure 5.1, some form of hardware testing
must be conducted to obtain the recessary real world data. These tests
generally consist of bench test, hardware-in-the-loop (FIL) simulation,
and free-flight trials. Unlike verification, which as discussed above
is beginning to take on a rather structured straightforward approach and
can very closely approach an absolute, validation is still widely
varying and subject to individual preferences and technique. To
accomplish model and simulation validation (usally accemplished
simultaneously), some form of ctjective mathematical method must be
applied to compare available real world data to simulation predictions.
Additionally, the real world data base used for validation must be
independent from that used in the original model development. A good
example of this is the validation of a missile aefodynamic model using
data obtained from actual vehicle flight testing when the original model
had been developed from wind tunnel data or aerodynamic prediction
computer programs, Several mathematical methods being used by members
of this working group for validation and others reported in open
literature are discussed in Paragraph 5.3 below.




The last topic to be discussed In this section of the report i-
assessment. Assessment, as shown in Figure 5.1, plays a sigrificant
role in the missile overall design, development, and testing process.
Two types of assessment are identified in the figuie; one, in-hcuse and
two, third party. Although each type involves subjective judgment,
consistent with the terminelegy in Section TI, ore feeds information
back into the missile desigr process while the other feeds information
to the customer's management decision process, The general assescment
rroblem along with details of both assessment tvpes are discussed
further in Paragraph 5.4 below.

5.2 VERIFICATTON/VALIDATTON METEHODS
5.2.1 Systematic Program Testing: (A difficult task,)

One of the largest illusions in sctrware development is the
belief that it is possible to get by with little program testing and
verificatrion (Ref 2). According tc studies in the USA (Ref 2), the
verification requires 30% - 507 of the total project costs (Fig 5.2
The higher the portion, the more complex the system. No methods,
techniques and tools are available to generate programs without errors,

It is said that the originators of programming, among others, John
ven Neumann, have been totally surprised by the error-rate of their
programs (Ref 4). Methods for a mathematical proof that the program is
faultless have not been fully developed up to now. So the testing is
the only means for minimizing the error-rate (Ref 5). The testing
begins with the functional specificaticr, continues with the
verification of the different modules and ends with the integration test
(Figs 5.3 and 5.4).

There exist some general rules, which can help to minimize the
errors:

- Well defined specification and program design, a farsighted
program structure and terminology

- Careful coding

- Design of the program with regard to testing; Implementation of
testing aids already in coding (Ref 6)

- Advanced computer tools for formal testing computers, languages
and compilers with improved error avoidarnce

- Selection of adequate desigr and test strategies (Fig 5.5):

. "Top~down”. The modules are substituted by program "stubs."
If the overhead program has heen tested, the stubs are
replaced by detailed modules (Ref 7)

. "Bottom-up". The design and testing begins with the lower
modules. The upper programs or calling programs, are
substituted by test drivers that are later replaced by real
programs (Ref 8)




"Hardest-First". The programming and testing Legins in the
middle with difficult modules. The program grows both up ard
down (Refs 9 and 10).

Fach of these strategies has its advantages and disadvantages and
there is re clear recommendation in the software engineering
literature as to which of these methods is the best.

There are two approaches for the determination of test cenditions:
the "black box" arnd the "white box" approaches. The "black box"
approach considers the module to be tested ss black box between the
input and output without being interested in the inner details of this
box or module (Ref 11). The "white box" approach, on the other hard,
studies the details of the module or test object in order to derive the
test conditions. Thus, the amount of test cases can be minimized.
However, the test object has to be understood very well by the tester.
A tester, who is not familiar with the details of the program, should
begin with the "black box" approach (Ref 12),

Tt is recommended that a test laboratory book be kept in which &1}
test conditions and results are documented, Fig 5.6 and 5.7 show
typical test systems, Fig 5.8 shows the "dual program analysis'" is that
used at NASA.

Management and costs of testing and quality assurance (0QA). The test
management has to take into account: (a) costs of testing (Table 5.1),
(b) planning of testing, (c) organization of testing, (d) specification
of testing, and (e) revision of testing., The testing of a program
consists of the following test phases:

~ Static formal tests -~ The program is compiled but not vet run.
~ Dynamic formal tests -~ First runs with debugging aids.

~ Test of the modules -~ Module verification.

- Irtegration test - Verification of the overall system.

- Final acceptance test (Ref 13),

The first two formal tests rely heavily on the available computer

and its larguage. Typical methods available in CYBFR-Fertran V and ACSL
are shown in Tables 5.7 and 5.3 and Appendix C.




The earlier the quality assurance starts, the cheaper it is in
proportion to development costs of the program; i.e.,

- 0.093 if started at program specification
- 0.125 if started at debugging

The more favorable the test conditions, the cheaper the quality
assurance becomes:

- 0.125 with favorable conditions
~ 0.420 with unfavorable conditions

The larger the system (> 64 k), the better the relation of
quality assurance costs to development costs become:

Favorable conditions:

32% for small systems (< 32 K)
12% for large systems (> 64 X)

Unfavorable conditions

69% for small systems (< 32 K)
42% for large systems (> 64 X)

Table 5.1: Costs of Testing and Quality Assurance Derived from IEEE

Studies.

Static

formal tests

source code inspection

inspection of the Fortran-list precompiled by the simulation
language

inspection of the cross reference listing

inspection of the load list

inspection of the program portahility (Compilation of the

program in the "ANSI-mode (Fortran) to ascertain the

statements flagged as 'non-ANSI™).

Dynamic formal tests

Runs with '"no preset = zero". (Some computers do not have
this option by which the error rate is increased)

Runs with "DEBUGGING AIDS"

- ACSL DEBUG

- Cyber Trace back (Post mortem dump, which prints a readatle
summary of the error condition and the state of the program

at the time of failure in terms of the names used in the
original program.) .

- Cyber Interactive Debug facility (CID).

Table 5.2: Computer Tools for Formal Testing
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The further tests are called verification tests., A typical test
consists of the following phases:

- Recognize an error

- Make a hypothesis about the location where the error will
occur and the source of error

- check the hypothesis by the available computer tools and
detailed "test-print-outs"

- correct the error.

The first phase, recognizing an error, is the essential aud most
difficult point of the verification.

Ve define an error as the difference between exact solutions and
simulated solutions. The main difficultyv with simulation pregrams is
that the exact solution is only known for simple modules under certair
restrictions. With complicated mocdels, the exact solution mav onlv bhe
approximated by numerical simulation techniques. In the next section,
methods are described for verifying and checking these approximations.

5.2.2 Ceneral Verification Methods for Missile Simulations

There exists an extensive number c¢f publications on the theme
"verification of software", but nothing specific has been published with
respect to "verification of missile simulations'. The only exception is
the paper of S. Schlesinger from the Aerospace Corporation, E1l Segundo,
California (Ref 14). With the example of the simulation of ar analog
autopilot, tvpical verification tests are described.

Tn the following, we applv the verification methods te the
simulation of a mere modern wmissile, which uses microprocessors instead
of the former analog controllers., Tt turns out that simulating digital
control systers, which are also called "sampled-data contrel systems',
is a preat challenge from the point of simulation and theory. The
following is intended to remain not onilv general, but to illustrate some
problems with examples resulting from experiences with a large ¢ - DOF
simulation written in ACSI and Fortran V. The verification methods that
have been applied include:

- Verificaticr of the equations of the model

- Hand check

- Verification asgainst existing and relevant theory
- Verification against other simulation programs

- Degeneracy tests

then parameters are selected to eliminate the effect of a
particular feature ir a model, then the resulting output from

- = - - _ - - ‘




5.2.2.1

the computer simulation shall act as if the characteristic
rodelled by the eliminated feature is, in fact, totally absent

Consistency test

Similar simulation cases yield essentially similar

results even though stated to the computer model with differing
combinations ot descriptive parameters,

Verificaticn of integration algorithms, stepsizes, sorting and
timing. Sorting ard timing errors may introduce additional time
delays to the cverall system

Logic tests - branch/path tests

Integration tests

The purpose of integration tests is to verify the interface
between (verified) modules from a static and dynamic point of
view,

Stochastic test

Tmplementation of testing aids already in coding

These testing aids are recommended:

Switches for degeneracvy tests. For example a rate gyro mav he
simulated

CY¥SW = 0, no errors, no time lag
=1, errors, no time lag
= 2, errors, time lag

Switches for consistency tests. A typical application mav be
switches for verifying the subsystems "Autopilot + Airframe" in
pitch against the yaw channel. The test ccorditions must be
such, that according to the theory, the pitch and

yaw channel must yield identical results.

Switches and test driving signals for opening control loops. A
typical example is that of the most inner loop; it is first
verified by means of a deterministic signal (step, ramp,
sinusodial signal). After this test, the next upper control
loop is closed.

Specific "test-print-outs" for logic-, branch-, path- and
timing- testinp.

Ve distinguish:

Deterministic verification: The data of the plant are fixed and
the test driving signals are deterministic.
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- Stochastic verification: A stoechastic sigpnal is used as test
driver. Alsce, the plant data mav statisticaily varv according to
the assuned tolerances (3 ¢ values),

A general rule savs, that a simulation rust first be verified bv means
of deterministic metheds.

5.2.3 Specific Verification Methods for Missile Simulations
5.2.3.1 Verificatior of the equations of the model

Several equations are reeded to represent the imsge of a spatial
target as seen by the missile seeker head. For verifving these
equations, one must know the terminolegy ard derivation of the
equaticns, which should be documented and sc detaileg that they car be
verified bv arother person.

5.2.3.2 PBand checks
Fxamples arve:
~ Verificaticns of the correct implementation of the aerodynamics.

- Verifications of the integration algorithms by a sinusodial
input signal which is integrated twice. The result should
agair be a sinuscdial signal.

- Graphical verification of the image processing of the seeker
seeing a spatial target,

5.2.3.3 Verification against existing and relevant theorv

Guidance and centrol theory has become a well established topic
with a bistoryv of roughly 50 vears and an extensive number of
publications. However, there exists a large pap between the fairly
sophisticated theorv and the simple PID-controllers and PN-navigatiocn,
which are predominantlv used in practice. One of the reasons for this
gap is the fact that modern control theory is quite difficult to applv.
The theory of sampled data control systems is especially much more
difficult to apply than the conventional theory for continuous systems.
Fig 5.9 illustrates this. Calculating the exact time response, x, to
the deterministic inputs, x , which may be a step, a ramp or a
sinusodial signal, requires considerable skill in z-transform analysis
(Ref 15) and a substantial number of sophisticated numerical
calculations even though only a simple digital PD-controller has to be
analyzed. Also, random inputs, such as the measurenent noise in Fig 5.9
may be taken into account. For example, there exists a theory for
calculating the variance of the output, x, due to the noise output,
n(t).

Special computer programs for control analysis and design exist.
An example is the Computer Aided Control! System Design (CADSD) from ETH
Zentrum, TInstitute for Automatfic Control, Zurich, Switzerland (Ref 16)
which consists of:




- SIMNON - A simulation program for a continuous system with
discrete-time regulators (sampled data systems)

- IDPACK - A program system for data analysis and identification
of linear deterministic stochastic multi-input, single-output
systems

- SYNPAC - A state-space oriented control systems design program
- POPAC - A frequency-domair oriented design program, and

- MODPAC - A program for transformations between different control
svstem representations

Another method exists for analving the digital control by means of
approximations. This method has the benefit that a special control
analysis program is not necessary and hand checks may be used, thus
providing more insight into potential problems. For example, the
digital controller (Fig 5.9) can be converted into an analog controller
bv use ¢f a bilinear transformation and the sampler + zero order hold
may be approximated by a first order Pade time lag (v = T/2) or a time
delay(e = T/2), Thus the conventional methods in the s-plane wmay be
used. Blakelock (Ref 17) calls the first approximation "digitization"
method and compares it with the exact z-transform method.

There are manv other theories available, which may be used for
verification of simulations:

Nonliear Control Theory
- Kalman Filter Theory

- Guidance Theory
Conventional and modern guidaunce theory with deterministic and
stochastic inputs. A typical example is to verify the miss
distance due to noise of the seeker,

- Strapdown Algorithms Theory
5.2.3.4 Verification against other simulation programs

Fxamples of this method of verification include:

- 6 DOF against 3 DOF

- 3 DOF against 3D (3-dimensional with trimmed aerodynamics)

- 6 DOF (CSMP) against 6 DOF (ACSL) (Verification of the
conversion from ore simulation language/ccmputer to another
simulation language/computer,)

5.2.3.5 Degeneracy test

Degeneracy implies simplifying the phenomena being modeled by
selecting certain special parameter values. An example follows:
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FTor the stabilization of the seeker platform, the following
degeneracy test has been conducted:

- Simulate the gyros and look-angle pick offs without errors and
time lag

- Let the two-axis statilization degenerate to a pitch-only-
stabilization.

Under these simplified conditions, the stabilization should be perfect.
In this manner, errors in the pregram can be detected much easier.

5.2.3.6 Consistency tests

See Paragraph 5.2.2.]1 under the testing aid titled "Switches for
consistency tests,"

5.2.3.7 Verification of integration algorithms and stepsizes, sorting,
timing and repeatability

Similar to guidance and control theory, the theory about
integration algorithms has become a well established topic with a long
historv. However, there exists a large gap of knowledge between the
numerical mathematician and the practical simulationist. Furthermore,
it turns out that algorithms that had been extremely powerful for the
simulation of continuous systems, such as the Adams multistep methods,
are no longer optimal for problems having frequent discontinuities (Ref
18). Modern algorithms, which are commonly called Adams PECE (Predict,
Evaluate, Correct, Evaluate) automatically vary the stepsize and order
for solving a problem to a given requested accuracy. W. Bub shows in
Ref 19 that it is possible to evaluate the numerical stability and other
features of integration algorithms by means of the z-transform * and
recermends Adams multistep methods for the solution of linear transfer
functions, The other class of integration algorithms are called
Runge-Kutta methods. They are most widely used for the numerical
soluticn of first-order, first-degree equations. In contrast to the
Adams multistep algoritims, they are self-starting.

"Runge-Furta" methods are easv to implement or a digital computer
and are prohablv preferable to predictor-corrector techniques for most
purposes. Their main disadvartage is that it is difficult to keep a
check on the truncation error. The simplest wav to check a soluticn is
to repeat it with a halved step length - though more efficient means are
suggested in specialist texts. A further point is that the widely used
fourth-order Runge-Kutta method requires four evaluations per step of

..the function "f", compared with at most two per step of a

predictor-cerrector solution of comparable accuracy. The latter method
may, therefore, be more suitable in cases where it is verv complicated,
so that its evaluation is expensive in computing time. (Ref 20)

* Numerical mathematicians use other methods.




After this general literature overview, we shall deal with the
problem of simulating a fast digitally controlled missile, whose
smallest canpling time, T, must be very small due to the required high
bandwidth of seeker head stabilization and autopilot. The main issues
are:

(a) Optimal integration algorithm and stepsize (assumption: the
program uses a unique integration algorithm and stepsize)

(b) Verification of the sorting and timing

(¢) Simulation of the non-ideal behavior of the digital
controllers

(d) Multiple integration algorithms and stepsizes to save
execution time.

(a) Choice and verification of the integration algerithms and
stepsizes

A peneral rule of thumb is that the stepsize, h, should be at least
h=1/2T ., , withT ., = rinimum of the smallest sampling interval T,
smallest ?%36 constag%nr, smallest 1t = 1/w_, smallest 1 = 1/w . The
last 2 expressions refer to the bandwidth of the noise, ?espect?vely the
frequency of the sinusodial signal (see Fig 5.9). Tn this case, the
sampling time was the main driver for the stepsize., The cheapest
algorithm is the Adams-Bashfeorth 1 (AB 1), which requires only one
evaluation per step of the derivative function "f" (see below). 7Tt has
been compared with the Runge-Kutta 2, which requires two evaluations per
step. The starting algorithm of the AB 1 has been executed only at the
beginnirg of simulation and not as theoretically required at each
discontinuity (i.e., sampling interval). Experience with a large
program (30 integrators) was that h = 0,5 T was sufficient for RK 2, but
not for AB 1, which requires in any case h = 0,25 T. With this
stepsize, the AB 1 is still slightly inferior to the RK 2 with
h=0.5T.

Adams-Bashforth (AB 1)

t=0 X > X

o} o
t=h 1 7% * h 7
Starting algorithm
= n
Xy = X+ h/2 (xo + xl) > %,

t = 2h x, =x, + h/2 (3 x - x,)

2 1 0 1
t = 3h LR P + h/? (3xi_1 - xi_?)
b (3z - 1)
This can be expressed as z-transfer function x(z)/x(z2) = ———com——o—r
2z (z - 1)
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Runge-Kutta 2. order (RK 2)

X+l = X + a ko + (1 - a) k1
with ko = h X.» X =X (t = tn, v = xn)
= = - o) = -
kl h x (t tn + h/2 (1 a), x X, + hxn 1/2 (1 a)
a = 2/3
4 |
X h —
i
Xn + 2/3
Xn
$ —
n n+ 2/3 n+1
*n *n + 2/3 an + 1
*n *n + 2/3 n+1

The chosen way of verifying the numerical solution was to repeat
runs with a halved step length and to introduce a severe test signal
such as a sinusodial perturbance. At the beginning, the difference was
considerable. One could think that this was the proof that the smaller
stepsize had to be taken. However, it turned out, that also sorting and
timing errors contributed to the difference.

(b) Verification of the sorting, timing and sample devices

With simulation languages, there exists an automatic program
sorting. ACSL automatically sorts the model definition code that is
placed in the DERIVATIVE section. The statements within PROCEDURAL
blocks are not sorted. The PROCEDURAL block is positioned according to
the input and output variables of the PROCEDURAL header. Sorting errors
result especially in that case where not all output and input variables
are in the header. On the other hand, too many variables in the header
may result in "program unsortable.'" Another problem is the simulation
of digital algorithms. A large missile simulation contains wmultiple
sampling devices and different time delays.

The following verification methods have been used:

~ Runs with "no preset = zero" to detect initialization
errors.

- Verification of the repeatabilitv; 2 runs,’ which are repeated
in one JOB, must yield identical results.

=~ Runs with additional evaluation of the DFRIVATIVE section at
each communication interval (which is identical to the
integration interval). The comparison with runs where this
additional evaluation is omitted must yield identical results.




- detailed "test print outs" for the testing of the different
sampling and delay devices.

(¢) Verification of the simulation of the non-ideal behavior of
the digital controllers

The non-ideal behavior consists of computation delays,
asynchronous sampling and delays, errors due to fixed point arithmetic
and overflow. Usually, these effects are assumed to he negligible.
However, in epplications with fast control systems, these effects may
cause limjit cycles, time matching problems and transient effects and
therefore cannot be neglected (Ref 21). Modern simulation languages
are improved with respect to these features. The ACSL version 8A now
offers the macro SKEDTE (Schedule Time Fvent), which can be used to
simulate a computation delay, AT , after the Analog-Digital-Conversion
(ADC). Such a feature of the simulation language must be verified bv
means of detailed test print outs.

(d) Verification of multiple integration algorithms arnd stepsizes

The simulation of fast digital control systems requires small
variable stepsizes and special integration algorithms. The slower
motion of the missile may be simulated with larger stepsizes and
multistep ADAMS algorithms. With ACSL, more than one DFRIVATIVF section
may be used, each with its own independent integratior algorithr and
stepsize, Although this technique can save execution time when
correctly used, any implementation must be approached with caution
since, in general, incorrect answers will be obtained unless the model
is divided into blocks with a full understanding of the effects of
computation delays for variables that cross block boundaries (Ref 22).

Languages are offered, which perform the necessary syntax analvsis
and partition the problem into a sequential and a parallel part.
Special methods must be developed tc verify these sophisticated
simulations,

5.2.3.8 Logic tests - Rranch/Patch tests

In designing an appropriate structure and logic of the overall
program, the "top-down" design is recommended. The more sophisticated
modules are substituted by program stubs., Special logic drivers ang
logic verification tests may be used.
5.2.3.9 Integration tests

The verification of the overall missile system must be based on
verification tests generated by means of the subsystem simulations.
Special testing aids (switches, test drivers and test-Zprint-outs) are
helpful in comparing the overall program apajnst the subsystem program,
5.2.3.10 Stochastic verification

The aim of stochastic verification is to verify:

-~ the statistical behavior of the input
noise(variance, bandwidth)




- the statistical behavior of the output noise
against the theory (if possible) or other programs

~ whether the number of statistical runs is
sufficient

The following two examples illustrate this verification:

First, Fig 5.10 shows the "measured" mean squared value as a
tunction of the number of runs N_,. The theoretical value is 100 m.
turns out, that NS = 100 yields errors up to 107 and is to small.

Finally, Fig 5.11 shows the noise reduction of a typical
Kalman-Filter with time-dependent gain. If 1000 runs are evaluated,

simulation results agree well with the theory.

What we can learn from these examples, is that a statistical

It

the

verification is extremely expensive. On the other hand, if only a few

statistical runs are performed, the statistical errors may be
considerable,
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5.3 VALIDATIOMN MFTHODS
5.3.1 The Ceneral Validation Problem

Validation represents, perhaps, the biggest challenge facing
today's simulationist, Reviewing the definition on validation presented
in Section I1, one can see the difficulty of the task. Validation tests
the agreement between the model and the real world system being modeled.
The two kev words in this definition are tests and real world. The
requirement to apply mathematical tests to compare the model and real
wvorld separates validation from assessment. This also makes validation
an objective process, separating it from assessment - a subjective
process. The definition of validation by implication requires the
existence of a real world data base before validation comparisons are
possible, This real world data base is generally constructed through
four primarv metheés: (1) Bench tests; (2) BIL tests; (3) Field
meacsurements {target signatures, etc.); and (4) Flight trials (captive
and free-flight). Tt should also be noted that for model validatior to
be pessible, the real world data base used for comparison must be
independent from that used in the original model development process.
During early stages of missile system development, model validation and
system testing for assessment purposes become irseparable. Flight
tests, once exclusively reserved for system performance demonstration,
are now often ajmed at providing real world data for model/simulation
validation. Even with the increasing emphasis on the availability of
independent data sources for validation, the process is not absolute.
Simulation predicted system performance will never exactly match actual
system performance under all conditions. Results being reported in
current literature on missile simulation validation suggests that the
proper question is not "Is the model valid"? but "How valid is the
model"? Some measure of acceptable error between the model and real
world must be established. It is precisely this problem that gives rise
to numerous mathematical techniques to quantify the acceptable error for
validation purposes. Several of the most popular validation techniques
used in guided missile simulations are discussed below.

5.3.2 Specific Validation Methods
5.3.2.1 Pilot Overlays and Graphical Comparisons

Plot coverlay and graphic techniques involve the comparison of
real world data to that produced by the simulation using plots. It i
bv far the most popular validation technique. Graphical comparisons and
cross plotting of variables is limited only by the imagination of the
simulationist and the availability of real world data. The major
difficulty with the technique is "How close is close enough"?
Generally, "expert opinion" must decide this issue. Common practice
using Overlay and Graphical validation techniques is to plot real world
test data and establish a somewhat arbitrary, but small allowable error
that the simulation must stay within to be considered valid., Fxpert
judgment is usually the basis for establishing the allowable error.
Acceptable error is generally established between ore and ten percent
depending on the particular state variables being considered and the
intended application of the simulation. The major advantage of this




technique, aside from its simplicity, is the avtomatic and verv graphic
validation audit trail develcped for the simulation/model documentation
package. For additional intormation ard examples of this techrique,
consult (Kef 23),

5.3.2.?2 Correlation Ccefficients

the generation of correlation coefficients is a well knowr
mathematical technique to measure the time correlation of twe processes,
1f, for example, the time history of a missile system state variable or
irternal subsyctem variahle were recorded during a live flight test and
the time history of the same variable generated by the simulation were
precessed to obtain a faverable correiation coefficient (approaching
1.0), the two processes (one real, the other simulated) are considered
equal. Only one computer run and free-flight trial is necessary to
conduct this test. Generally speaking, correlation coefficients measvre
the degree to which two time-varying signals compare. A perfect match
with flight test data cbviously represents a valid computation of a
variable. The application of correlation mathematics represents a
strenuous test jor simulation validity. Not only must amplitude
characteristics match tc obtain a good correlavien coefficient, but
phase is also extremely importaut. Verv small deviations in missile
svsten models will create sipnificant phase changes con some state
varisbles, especially for ron~linear medels, resulting in rather
dramatic shifts in correlation ccefficients. For this reason,
correlation ceoetticient techniques are not often used for validation. A
detailed discussion of correlation mathematics and examples of their use
mav be found iun (Refs 22, 24 and ?5).

5.3.2.3 Theil's Inequalitv Coefficient

A technique developed bv Theil has been used by economists to
validate simulations that include econometric models. Theil's
inequality coefficient, "U", provides an index that measures the degree
to which a simulation model provides retrospective predictions of
observed historical data. '"U" varies between zero and one: if U=0, the
predictions are perfect, if U=1l, the predicticns are very bad. Although
Theil's theory was developed for economic models, in recent years much
success has been demonstrated in ite application to dynamic scientific
models. FExamples of its use for missi{le simulation validation are
contained in (Refs 26, 27 and 28).

5.3.2.4 Chi-Square and Kologorov-Smirov Tests

The chi-square and Kologorov-Smirov tests are two special types of
hypothesis tests often used to establish the equivalence of a
probability density function of sampled data (in this case, simulation
output) to some theoretical density function (in this case, real world
data). Fach of these tests derive a figure~of-merit to characterize the
goodness~of-fft between two probability density functions. The
chi-square test general procedure involves the use of a statistic with
an appropriate chi-zsquare distribution as a measure of the discrepancy
between an observed probability density function and the theoretical
density function. A hypothesis of equivalence is then tested by




studying the distribution of this statistic, 7The main problem of the
chi-square test is that it is relatively sersitive to ner-normalitvy.

The Kologorov-Smirov test, on the other hand, is a Cistributiorn-free
(nonpararetric) test. It involves specifying the cumulative frequencv
distribution of the simulated and actual data. Unlike the chi-square
test, the figure of merit or goodness-of-fit is not a statistica?
variable and is, therefore, not sensitive to nermality. For more detail
concerning exact implementation procedures for each oY these tests see
Refs 23, 25 and 29.

5.3.2.5 Monte Carlo Bourdarv Generation

Monte Carlo Beundary Generation is a well known technicue invelving
multiple runs of a simulation, ircluding ajl known noise and error
sources, to establish accumulated statistica! properties ¢! selected
state variables as a function of time. Using tle overlav graphics
methods discussed ir Paragraph 5.3.2.]1, the mean and standard deviation
of the selected variahbles are plotted ac a function cof elapsed simulated
missile flight time. if real world flight trial data for similar launch
conditions overlavs the Monte Carlo generated simulation data within the
cstablished btounds (usuallv one sigma), the simulation is ccnsidered
valid for that variable. CGenerating similar plots for al'! critical
state variables and internal svstem variables will fully validate tte
sinulation. Two major differences distinguish the Monte Carle Roundary
Technique from the Plot Overlav and Craphical Cemparison Technique as
described ir this repcrt. One, the validation boundaries ere applied tc
the simulated data for the Monte Carlo technique with flight test data
overlaved within the defined boundaries to establish simulation
validirv, and two, the validation houndaries represent statisticslly
generated error properties based on multiple simulation runs instead of
a sirple filight test trial with ¢mall, but somewhat arbitrary error
boundaries applied as is the case for the Plot Overlay and Graphical
Validation Method. The maicr disadvantage of the Monte Carlo Validation
Technique should he rather cobvious by now; that is, computer coste,
Purdreds of runs are sometimes required to obtain accurate statistical
properties and to acsure adequate confidence levels are obtained. The
application of special programs for statistical analysis is also
scmetimes required.

5.3.2.6 Spectral Analysis

Spectral aralysis is a class of mathematical processes that
consider the spectral content cf data. These include techniques as
Power Spectral Density, Cross Spectral Density, and others. Spectral
analysis provides a means of objectively comparing time series data
generated by a computer simulation with an observed time series obtained
from real world data collection. Spectral analysis 1s aimed at the
quantification and evaluaticn of uncorrelated data after the data bas
been transformed into the frequency demain. By comparing the computed
spectra of simulation output data and corresponding real world data, it
can be inferred how well the simuiation resemhles the system or
subsystem it is intended to emulate, Unlike manv of the other
validatior techniques discussed ir this report, spectral sralysis does
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not inherently produce figures~of-merit to quantifv gpoodness-of-fit
between simulation output and real world data., Spectral analvsis is
extremely dependent on expert iudgment to answer the question "How close
is close encugh"? For more discussiecn covering the manv spectral
analysis techniques and examples «f their use, consult Refs 20, 31, 32
and 33,

5.4 ASSFSSMFNT:
5.4,1 The Ceneral Assessment Prohlem

Assessment, as defined and used in this report, includes all
activities involving the application of subiective iudgment (i.e.,
expert opinion) to answer the question "U/ill the svstem/subsystem design
meet specifications"? Assessment involves subjective evaluatiorns of all
aspects of the weapon system development precess, including, but not
limited to: system simulations, hardware bench tests, captive flight
tests, free-flight tests, hardware-in-the-loop tests, etc. Manv or the
mathematical processes and techniques applied to missile simulation
validation are usefu! in acquiring data to help answer the assessment
question. The kev to understanding the difference between validation and
assessment is in the use of the data. That is, validation corcentrates
on the performance of the simulatior (i.e., Nces the simulation properiy
emulate the design?), while assessment concentrates on the performance
of the svetem begin simulated (i.,e., Does the design meet specifica-
tions?) Assescsrment begins verv earlv in the weapons development process
and continues throughout the Yife of the project. As illustrated imn
Figure 5.1, there are twe distinct tvpes of assessment. One, in-house
accomplished bv the system prime centractor, aud the other, third party

accomplished by the customer or a third party contractor empleved bv the -

customer.

In-house assessment 1s identified in Figure 5.1 by the boxes
representing four major data sources; the mathematical simulation, the
HIL simulation, missile desigr data, and missile hardware data. The
tigure clearly illustrates that in-houge assessment plays a key role in
the system/subsystem design process. Although subjective in nature,
in-house assessment offers the first opportunity te compare simulation
predicted performance (generallv generated during the simulation
verification and validation process) tc customer requirements (system
design specifications) and feeds back information to the design process.
This feedback often results in system design wodifications which in turn
result in simulation medifications creating the need for additional
passes through the simulation verification and validation process.
During svstem/subsystem design activities, in-house assessment and
simulation verification and validation are inseparable, each feeding the
other until a design is finalized. ‘

Third party assessment, on the other hand, involves independent
evaluation of the entire missile system/subsvstem development and
demonstration process, and as such, has little direct impact on the
svstem design., Some indirect influerce is presert, however, due to the
use of third party assessment data for customer management decisions and
the impact these decisions may have on syster specifications., As

e e . ooty et
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pointed out by Richard Richels of the Electric Power Research Institute,
"Decision makers are becoming incressingly annoyed that different
analyses get quite different answers to the same problem." When this
happens, it is natural to want to take a closer look at the simulatiomn
models employed and find out why such differences result. This all to
familiar situation has led to the increasing use of third party
assessment to provide an independent check and balance on the weapons
development process and to provide customer management (f,e., decision
makers) with unbiased nonparochial informaticn on system/subsystem
designs and performance limitations.




VI SUMMARY AND RECOMMENDATIONS

In summary, the Working Group found that the conclusion reached in
ACARD-AG-279, “Survey of Missile Simulation and Flight Mechanics
Tacilities ir NATO" regarding the gereral lack of uniform accepted
missile simulation validations methods was indeed correct. In addition,
the need for such nethods is becoming increasingly apparent ir all of
the participating Vorking Group countries. This was clearly evident in
a very recent article in AGARD Highlights, "Missile System Simulation
and Validation,” by Dipl.-Ing Roland Cauggel of BG1, March 1984, (It is
interesting to note that this paper discusses "Simulation Levels'" very
similar to the "CLIMB Levels" in Section 111, apparently conceived
independently from the Working Group activity.)

1t is one thing to establish that uniform validation methods are
reeded; yet another thing to develop these methods. As stated in
Section T Introducticn, the Working Group feund the latter a formidahle
task. Nonetheless, the general tramework of s validation, or more
precisely, "simulation confidence building procedures" is presented ir
Section ITT., Tt was very difficult to overcome the temptation to
associate this spproach with "documentation alone." While the
appendices do show the documentatior application, the concept is in fact
much broader,

Numerous discussions by Working Group members were required to
develop a "unified" urderstanding of the process itself and its broader
use. Even as this report was wrirter, some members felt that the
process may be toc complex or too difficult to understand, and
therefore, perhaps will never be used. On the other hand, almost all of
the Working Group members felt that a primarv activity by the group is
to "preach"” the "process" to others in their recpective countries.
Publication of this Advisorv Report should support this recommendaticn.

Other specific aspects of missile system validation were ccvered
(e.g., computer languages, verification/validation/assessment methods)
in Sections IV and V. However, these treatments were of necessity quite
limited. Each area covered, in fact, serves as a topic for additional
Working Groups or, perhaps, AGARDographs. BRut before recommending any
specific actions of this type to the Flight Mechanics Panel, the Working
Group felt this report should be published and widely circulated within
AGARD for comment on the overall topic. Only after feedback from
experts and potential users should additional action be taken by the
panel.
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APPENDTYX A
DEVELOPING '"CONFIDENCE LEVELS IN MODFL BFHAVIOR"

OR THE "CLIMB" PROCFSS

CLIMB LEVEL 1. MODEL SUMMARY, RFSULTS AND CoNcmpystove

l.evel 1 includes identification of the mode! developer, summarv of the

model, and general description ot the model witt ~implitied diaprame,
The objective of the simulation, domain f interded application and
criteria for model validaticv is stated heve. The model'e criticnl
variables and major assumpticns uced ir nmede!l devcloprent are identitied
and conclusions on overall mede! pertormarcre fe <toter.

1. MODEL ORIGIN AND RFLATFD IMFORMAT O™

Total name of simulation medel

Name of developing crganization

Address of organizationr

Name of contact for additional intormatior about rodel
Address of contact tor model fnfermation
Telephone number of contact

Organization for which model was developed
Address of organization

Contact person

Telephone number of contact

Keywords for data base processing

o e e b e e b e
« . . .
= O 00 N NN

]

2. OBJECTIVES 1IN DEVELOPING THE SIMULATION MODEIL

2.1 Objectives of the simulation
2.2 Background information leading to model development

3. MODEL SUMMARY

3.1 Definition of terms (omitting all symbols)

3.2 Conceptual model showing major input/output variables

3.3 Summary statement and descriptive documentation on model
application

3.4 Nature of model (Discrete, Continuous, Stochastic, etc.)

4, FUNCTIONAL MODEL

4,1 Description of functional model

4,2 Simplified functional diagram with major subsystem and
major variables identified ‘

4,3 Definitions of and comments or major variables in
functional diagram

4.4 Critical variables identified for model validation

5. MODEL APPLICATION

5.1 Domain of intended application of simulation model
5.2 Major assumptions used in developing the wmodel




.3 Major known limitation in domain of application
A Nonobvious exclusions from model
.5 Inputs to and Outputs from Model

won

6. PHILOSOPHY

6.1 Criteria for validation
6.2 Methodology for validation

7. SUMMARY COMMENTS CN SIMULATION TMPLEMEKRTATICN

7.1 Type computer and operating system for simulation
7.2 Computer language or simulation language used

8. STUDIES CR AREAS WHFRE MODEL HAS BEEN USED

g.1 Specific studies where model was used
8.2 Related model backpround

S. COMMENTS ON MODEL PLERFORMANCE
. Summary of validation results

1
.2 CLIMR levels achieved
3 General conclusions on model performance

O O O

10. APPLICABLE DOCUMENTS

CI IMB TLEVEL .. SYSTEM MODELS AND SUBMODELS THEORETICAL AND INDIRECT
DATA BASES

fimulation model and submodel performances are compared with theoretical
models and/or existing appropriate validated simulation models. Methods
cof comparing model performances are jdentified and results given at the

level of visual inspection, expert opinion and plot overlavs. Analysis

mnethodology with assumptions and deficiencies are identified.

1. SYSTEM MODEL ELEMFNTS

Ceneral description of system model

Block diagram of system mode?

Identification of major subsystens

Assumptions and justifications used system model
development

— mnt s s
o s e
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2. IMPLEMENTATION DESCRIPTION
2.1 list of computer variables ’

2.2 Processing methods used and relevant parameter
ident{ification (i.e., integration methods, initialization
methods, computer word length, etc.)

.3 Required program library elements

4 Required computer resources

N PO
.




3. SYSTEM MODEL VERIFTCATION

3.1 Criteria for model verification

3.2 Tdentifv methods used for model verification
3.2 Identify data base used for model verification
3.4 Results from model verification

4, VALIDATION OF SYSTFM MODEL'S STOCHASTIC COMPONENTS

4,1 Tdentification of stochastic components
4.2 Criteria for achieving validatioen
4.3 Validation methods and techniques used
(Comparisons of means, variances, distributions, etc.)
4.4 Data bases used for validation
4.5 Results from validation effort

5. VALTDATION AGAINST QTHFR FXISTINC MODELS

5.1 Identification of existing models used

5.2 Criteria for achieving validation

5.2 Validation methods and techniques used
(Comparisons of mears, variances, distributions)

5.4 Data bases used for validation

5.5 Results from validation effort

6. SUBSYSTEM CHARACTERIZATTON AND BRIEF DESCRIPTTON OF SURSYSTEM MODFLS

6.1 General description cof model
6.2 Block diagram of subsvstem medel
6.3 Criteria for validarion
6.4 Validation methods used
6.5 Validation results
7. BENCHMARK TEST CASE
7.1 Description of benchmark test case
7.2 Input data and computer cenfiguration for test run
7.3 Output data or sample results for critical variables
7.4 Criteria for acceptabilitv of benchmark results

8. COMPUTER PROGRAMS

8.1 I'ser instructions
8.2 Computer listing

9. PROGRAM VERTFICATION

1 Criteria for verification

2 Identify methods for verification

.3 Identify data base used for program verification
4 Results from program verification

10, APPLICABLE DOCUMENTS
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CLIMB LEVEL 3. SUBSYSTEM REAL WORLD DATA RASF

Real world data is usually available on at least one major
subsystem for comparing with simulated model results. Schematics and
technical documentaticn of the total complex model is included only if
the need arises resultirg from the validation efforts described here.
Statistical, logical, or deterministic metheds are identified for
achieving validation of the subsvstem model, Acceptability of the
submodel is noted.

1. REAL WORLD SUBSYSTEM DATA

i.1 Identification of subsystem.

1.2 List of variables for which measured data exist. (Real
world data recorded in a format consistent with the
format of the simulated generated data.)

1.3 Data in hard copy, i.e. charts, graphs, plots, etc.
provided to correspond tc the critical variables
identified in CLIMB LEVEL 1, The source should be
identified of any additional data available.

2. EXPERIMFNTAL TEST ENVTRONMENT

The descripticen includes information at the subsystem level not
shown in CLIMB LEVEL 2 diagrams, i.e., inputs, outputs, test points,
scale factors, submodel linkages, etc.

2.1 Scerario used to excite subsystem

2.2 Descripticn of test experiment

3. METHODS AND TECHNIQUES USED TN COLLECTING REAL WORLD DATA

3.1 Data collecting metheds
3.2 Error sources associated with input and output
measurements
3.3 Analysis performed on input and output measured data
2.4 Contact for further information on measured data
- Name

- Company address
- Telephone number
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4, TEF APPROACH USED FOR VALTDATING THE SUBMODEL USING THE REAL WORLD

DATA

4.1

4.2

Criteria for validation
Validation methods used
Validation results

Model changes due to validation effort

S. TECHNICAL DOCUMENTATION FOR EXCITAT1ON MFTHODS (FXCITATION SCURCES
MAY BE DIFFFRENT FOR SUBMCDEI. AND RFAT VORLD SUBSYSTFMS)

5.1

5.2

5.3

5.4

5.5

5.6

Description of excitation method(s)

Documentation of excitation data

Documentation of real world subsystem respcense
Documentation of submodel response

Computer program listing of excitation methods (The
computer Jisting of the submodel simulation will be shown

if different than the listing shown in CLIMB LEVEL 2)

Excitation program for hardware test configuration

6. USER INSTRUCTION FOR TEST SET UP

7. BENCHMARK FOR TEST SET UP

7.1

7.2

7.3

7.4

Description of benchmark test case
Initial conditions for test set up
Qutput data or sample results for critical variables

Criteria for acceptable benchmark results

8. APPLTCARLE DOCUMENTS

CLIMB LFVEL 4.

HARDWARE-IN-THE-LOOP CPERATIUN

A data base is available from a hardware-in-the-loop operation
using a major subsystem hardware component, e.g., for missile systems,
an autopilot, sensors/seekers, embedded computers, actuators, etc. A
typical process is to include hardware used to collect data from CLIMB

LEVEL 3.

Results from the model versus hardware performance comparison
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is reported with specifics on methods used for data comparisons and
performance validation. Included are specifics on any additional model
development environment for RF/EO/IR seekers.

1.1

1.2

1. DESCRIPTION OF HARDWARE-IN-THE-LOOP (HWIL) SYSTEM

Description of hardware to be used for HWIL operation.

Description of computer system (Analog, Digital, Hybrid)
used for HWIL operation., Specifically, was the all
digital simulation program partitioned between a digital
and analog computer?

2. PARTITIONED MODEL FOR HWIL OPERATION

2.1

2.2

2.4

Diagram of the partitioned model showing elements of the
model to be replaced with hardware (Hardware is defined

as any outside element cornected to the digital, aralog,
or hybrid computer relating to the real world svstem.)

Assumptions and criteria for selecting the particular
partitioned configuration of the model,

Model variables partitioned between the digital and
connecting systems, including the analog computer.

laentify the wodel variables showing range and sczle
factors for the connecting syctems.

3. PESULTS OF HARDWARE IN TRE LOOP OPERATION

3.1

3.2

3.3

Time history plots of critical variables showing the

all digital computer results and HWIL results (Method of
showing results includes means and variances for systems
with random components.)

Identify any data analysis performed for comparing the
all digital and HWIL results, i.e., time correlation
analysis, distribution function testing, power spectral
density testing, etc,

Jdentify and change the all digital simulation
model based on results from HWIL operation,

4, COMPUTER PROGRAM

4.1

Partitioned digital program

4,1.1 Identify changes or modification to the
digital computer program required for HWIL
operation, i.e., use of real time library
subroutines, integration methods, etc.




4,1,2 Input conditions and test scenario for
executing the all digital simulation
partitioned for HWIL configuration,

4.1.3 Expected output data from test scenario

4.1.4 Identify special program development for HWIL
operations, i.e., real time data recording,
online data analysis real time interrupt
drivers

4.1.5 List special programs required for
real time or HWIL operatiomns.

4.2 Connecting Systems

4.2,1 Identify the critical variables between the
digital program and connecting svstems.

L.2,2 Identify error sources associated with
connecting system variables,

4.3 todel Variables

4.3.1 Show verification of the partitioned model
2gainst the unpartitioned model

4.3.2 Show verification of the FWIL system
apainst the partitioned model

4.4 ifodel Validation

4.4.1 Validation of the partitioned model against the
unpartitioned model.

4.4.2 Verification of HWIL system against the
partitioned model,

CLIMB LEVEL 5, TOTAL REAL WORLD SYSTEMS OPERATIONS

A data base is available from operating the total real world
svstem. As a minimum, results are reported on the validation effort for
the system's critical variables operating in the domain of intended
application. Specifics or validation methodology and performance
comparisons are reported. FEvaluation and ccnclusions are made regarding
the system model performance and deficiencies.

1. CONCLUSTONS AND COMMENTS ON MODFL VALIDATTON EFFORT USING RFAL
WORLD SYSTEMS TEST RESULTS




S3

DESCRIPTIVE SUMMARY OF REAL WORLD TEST CONDITIONS AND TEST RFSULTS

SYSTEM TFST ENVIRONNENT

3.1
3.2

3.3

3.4

Purpose of test

Description of test measurement methodology

Location of test site and ambient conditiors as related to
system tests; i.e., temperature, pressure, wind velocity,

humidity, etc.

Error tolerances in the measurement system

DESCRIPTION OF TEST SCENARIO USED TO STIMULATE THE REAL WORLD

SYSTFM

4,1 Description of target or system test driver

4,2 Target or test driver initial conditions

4.3 Method used for reconstructing system test driver. (An
example for a missile system, reconstructing the target
trajectory would be required.)

4.4 Reconstructed system test driver data

REAL WORLD SYSTEMS PFRFORMANCE RECONSTRUCTTON

5.1 1Initial corditrions on system parameters as measured

5.2 Method of system performance reconstruction

5.3 Recorstructed system performance data (Fxample: Missile
position and velocity history, time of flight to closest
approach, position of closest approach, etc.)

5.4 Measured data on system's critical variables

STRUCTURIKG OF SIMULATION MODFL FOR SYSTEM TEST CONDITICKS

Identify simulation model variables initialized using system
test data.

Tdentify assumptions made about simulation model initial
conditions for operating with system test conditioms.

Simulation model generated data using real world system test
conditions.
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ANALYSIS OF SIMULATED MODEL GENERATED DATA AND SYSTEM TEST RESULTS
7.1 Identify methodolegy of data comparison.

7.2 Results of comparing simulation model generated data and
system test results.

IDENTIFY AND EXPLAIN DISCREPANCTES BETWFEN ADJUSTED MODEL GENERATED
DATA AND REAL WORLD SYSTEM TEST RESULTS

RECCMMENDATION FOR MODFL IMPROVEMENT
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APPENDTY B
EXAMPLFS OF THFE "CLIMB" PROCESS

The obiective of this appendix is to illustrate the use of the
Confidence Levels in Model Behavior (CLIMB) process using as examples an
actual simulation of an electrical actuation system for a missile,

These examples follow the outlines of CLIMP lLevels 1, 2 and 2 presented
in Appendix A. The simulation was performed at
Messerschmitt-Bolkow-Blohm Gmbll urder the code ramed FLACT 2,

CLIMB LEVEL 1 FEXAMPLF

1. MODFT, ORIGIN AND RELATFD TNFOKMATION

1.1 Total Name of Simulation Model

ELACT3: Tlectrical Actuation Svstem

1.2 Name of Developing Orgarization

Messerschmitt-Bolkow-Blohm CmbH

1.3 Address of Developing (Crganization

Messerschmitt-Bolkow-Blohm CmbH
Abteilung AE13

Postfach 801149

D-8000 Munchen 20

W-Cermany

Telex: 5287-0 mbb d

1.4 Address of Contact for Model Information

- Person: Werner Bub
- Address: same as Paragraph 1.3
- Phone No: 089-60004125

1.5 Address of Contact for Additional Information About Model

- Persons:

Fridbert Kilger, Phone No 089-60002302
Herman Neubauer, Phone No 089-60006364
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- Address:

Same as para 1.3

1.6 Organization for Which Model was Developed

Same as para 1.3

1.7 Contact Person

- Perscen:
Alfred Huber, Phone No 089-60000815
- Address:
Same as para 1.3

1.8 Keywords for Pata Rase Processing

Electrical Actuator, Missile Simulation

2. OBJECTIVES IN DEVFLOPING THFE STMULATION MODEL

~
.

Objectives of the Simulation

In tactical missile svstems, a set of four fins moved bv actuators
usually constitute the control surfaces of the missile airframe. These
are contained in the autopilot loop to produce the three rotational
degrees of freedon of the missile,

Objective of the development of the present model was to provide a
subsystem model of an electrical actuator system, taking hinge moments
into accournt, that could be included in an overall missile system
sirulation medel.

2.2 Background Tnformation Leading to Model Development

The Model was developed in 1978 to be used for simulation of the
EMS Fxperimental Missile System.

3. MODEL SUMMARY

3.1 Definition of Terms ’

Commanded fin Input variable, fin deflection demanded from the
deflection autopilot system

External hinge Input variable, hinge moment generated by the
moment aerodynanic fin forces and moments




Device locked
Actual fin de-
flection

Motor speed
Commanded motor
current

Actual motor

current

Motor feeding
voltage

hy

Logical input variable, if true, the actuator
is lccked in its initial position

Output and state variable, actual angular posi-
tion of the shaft on which the fin 1s mounted

Output and state variable, angular speed of the
shaft of the electrical motor

State variable, output variable of the actuator
controller

Output and state variable, actual motor current
generated in response to demand from actuator
controller

Cutput variable, voltage across the terminals of
the electrical actuator motor

- —
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3.2 Conceptual Model Showing Major Input/Output Variables

Actual fin deflections, motor speed, motor voltage and motor current are
computed as a function of commanded values for desired fin deflections,
tlie moments actually acting on the hinges, and a lcgical variable which
determines whether the device is locked or unlocked. Fig 1 shows the
basic furctions which model ELACT3 performs.

commanded fin deflectioun actual fin cdeflection
i o
hinge moment FLACT3 motor speed
$ o
locked/unlocked rctor current
'—1 ——

Fig B-1 Basic Model Functions

3.3 Summary Description of Model Application

Model ELACT3 car be used in the scope of missile medels if a model
of the aerodynamic hinge moments acting on the fins is available.
Interded applications are:

- Autopilot studies
-~ System simulation studies - if hinge moments have a sensible
effect on system performance or if an estimate of overall power

consumption during & mission has to be obtained

- Actuator design studies for verification of basic design
parameters

~ Usage as a model of a typical electrical actuator svstem for
other applications where load moments are important

3.4 Nature of Model

’

The model is continuous, i.e., it is described by three ordinary
differential equations. The model is basically of deterministic nature
in the sense that it does not contain any internal sources of noise.
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4, FUNCTTONAI. MODEL

4.1 Description of Functional Medel

Since the influence of external hinge moments is taken into
account, a physically functional model is necessary. Therefore, the
model is composed of the actuator centroller, the electrical power
arplifier, the electrical shunt moter with gear drive, and pickups for
motor speed and fin position. The dynamics of the power amplifier as
well as the dynamics and higher order effects of the rotor circuit are
neglected. The overall dyramics for small signals corresponds to a
third order transfer function. DlNonlinear behaviour is the result of
limits for motor current, motor voltage, and motor speed, which are
represented in the model.

4,2 Functional Block Diagram and Major Variables

The model is cowrpesed of the following functional blocks:

- Actuator controller

Flectrical power amplifier

Flectrical motor with associated gear drive

Sensors for fin position and motor speed

The relatrionship between these furction of blocks are depicted 1in
the following functional hlock diagram:

locked/ hinge actual
unlocked mom At fin deflection
commanded power motor + sensors
— Ty
in controller amplifier gear
deflection
motor motor ¥ motor
voltage current speed
Fig B-2 Functional Rlock Diagran
4.3 Definition and Comments on Major Variables in Functional

Block Diagram

Same as in Paragraph 3.1




4.4 Critical Variables for Model Validation

- Actual fin deflection
- Motor speed

~ Actual motor current

MODEI, APPLICATION

v
.

5.1 Demain of Intended Application of Simulation Model

|
|

The model can be used without special precautions within the domain
defined by its basic design parameters (max fin deflection, max
defleticn rate, max binge moments, bandwidth, etc.).

5.2 Major Assumptions Used in Developing the Model

Ir view of the real actuator system and of the intended
applications, the model represents the following features:

- Third order dvnamics
- Motor current
- Frictiorn and hinge moments

- Limitations in actual fin deflection, motor speed and motor
current

- Rigid body dvnamics

5.3 Major Known limitations in Domain of Applicatiocn

If the design of the real actuator svstem is sound, the neglected
effects much as backlash, gear efficiency, elasticity of mechanical
parts, motor commutation and cogging effects, deterioration of magnetic
flux ard the dynamics of the power amplifier should nct have a sensible
effect on the static and dyuamic behavior of the device and therefore
also on the model.

5.4 Non-obvious Exclusions from Model

Neot identified in present model,

5.5 Inputs to and Outputs from Model

5.5.1 Models Providing Inputs

The inputs to model TLACT3 have teo be provided ty:

- An autopilot model which calculates desired fin
deflections
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- A model of hinge moments which computes the aerodynamics
lcad moments acting onr the actuator hinge as a function
of fin incidence.

5.5.2 Models Using Outputs

The principal output of model ELACT3 is actual fin deflection.
This output provides data to compute aerodynamic forces and moments
acting on the missile body and on the actuator hinges. Additional
outputs can be used to monitor actuator performance. The output motor
current in conjunction with a power supply model can be used to
determine power consumption over missile flight time.

6. MODEL VALIDATION PEILOSOPHY

6.1 Criterion for Validation

Criterion for validation requires that the model response and the
response of the real actuator system be matching reasonably well from av
engineering point of view using the same kind of system excitation and
observing the variables identified in Paragraph 4.4.

6.2 Methodology for Validation

Validation was performed against data obtained from bench test with
the real actuation system. A step function for 'commanded fin
deflection" was applied as an input test function. The system response
with respect to the critical variables identified in Paragraph 4.4 were
recorded on a3 multi-channel recorder. The corresponding test was
performed with the model and the critical variables were recorded on
plots using the same format and scale factors as on the multi-channel
recorder. Comparison was performed by visual overlay of the two system
responses., Quality of coincidence was judged by engineers experienced
in actuator design and in missile modelling. WNo formal measures for
goodness of fit have been used.

7. SUMMARY COMMENTS ON SIMULATION IMPIFMENTATION

7.1 Tvpe Computer and Operating System

The Model is implemented digitally on ar CDC 6600 Computer under
NDS 1.4, level 552,

7.2 Language
Standard ANSI-FORTRANM 1V,

8. STUDIES OR AREAS WHERE MODEL HAS BEEN USED

8.1 Specific Studies where Model was used

The model was used for the purpose mentioned in Paragraph 2.2,




oL Felated Model Background

8.2.1 Similar Models

Model ELACT3 is a member of a familv of several actuator models:

- ACT1: First order gereral actuator model with position
and speed limits.

- ACT?: Second order general actuator model with limits
for acceleratien, speed and position,

- ELACT3: Third order electromechanical actuator model,
taking limits and hinge moments into account.

- ELACT4: Detailed model to be used in electrical
actuator design studies.

8.2.2 Model Structure

Model FLACT3 is a stripped version of model ELACT4 that used for
design of the actuator, The newly developed actuator system was
acceptance tested against results obtained with ELACT4., 1In ELACT3, only
those features are represented that are necegsary to meet the objectives
mentioned in Faragraph 2.1. The choice has been made by engineers
experienced in actuater design and in missile system modelling.

£.2.3 Model Data

The parameters and constants for the model have heen taken from
model FLACT4 #nd have been validated bv measurements on the actual
system during its development,

9. COMMENTS ON MOPTI PERFORMANCE

9,1 Summarv of Validation Results

Since ro device was available which would be capable te applv a
defined moment on the hinge of the real svetem under dynamic conditions,
validation was possible only without external load.

For the tests performed, coincidence of the variables "fin
deflection" and "motor speed" was very good whereas the motor current of
the model matched the current of the real system reasonably well onlv
during acceleration and deceleration phases. A large ripple, which is
induced in the real system by motor effects such as cogging,
commutation, etc., does not exist in the case of the model since motor
effects are not included.

The way mechanical friction was Tepresented in the model was not
reasonable. Vhen the model approached a steady state, a limit cvcle
was generated; the characteristics of which are very sensitive to the
implementation parameters (e.g., integration step size).
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9.2 CLIMB Level Achieved

CLLIMB Level 3 has been achieved.

9.3 General Conclusions on Model Performance

ELACT3 is a reascnable mode] of a third order actuation system.
The static and dynamic performances are well represented. The represen-
tation of the motor current in the model allows the correct represen-
tation of degradation in dynamic performance when the current reaches
its limitation bounds as well as tco obtain an estimate of electrical
power consumption, whereas, the representation of motor current with
respect to time is poor bhecause of the neglected high crcder eiffects.
Cauticen has to be observed when using the mechanical friction feature of
the model, as explaived in Paragraph 9.1.

When the model is used within an autopilot loop, steady state
conditions will practically never bhe reached and the limit cycle will
probably rever be excited. Therefore, if one wishes to derive an
estimate of power consumption of the actuation system, the model could
be used taking friction into account if the necessary caution is
observed.

10. APPLICABLF DOCUMENTS

FLACT4, Documentation of the Design Model of au
Electrical Actuation System.

CLIMB LEVEL 2 EXAMPLE

1. SYSTFM MODF1L ELEMENTS

1.1 Gepneral Description of System Model

The model is composed of the following functional blocks:

Actuator controller

Electrical power amplifier

Electrical motor with associated gear drive
- Sensors for fin position a2nd motor speed
These car readily be identified in Fig B-3.

1.2 Block Diagram of System Model

Represented by Fig B-3

1.3 Major Subsystems
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1.3.1 Actuator Controller

The actuator controller is a PID-controller, the three coefficients
of which are calculated from the denominator polynomial of the desired
third order overall trarsfer function.

1.3.2 Power Amplifier

The power amplifier provides a current to the motor that is
commanded by the actuator controller. Neglecting dynamic effects, it is
represented by its steady state behavior taking into account limits for
motor current and voltage.

1.3.3 Flectrical Moter/Gear/l.oad

The model of this block uses the basic laws of a dc shbunt motor,
neglecting the dvnamics of the rotor circuit. The gear is represented
by its ratio and its coefficient for friction,

1.3.4 Sensors

The pickups for motor speed and fin deflection are modelled by
error terms for set-off and scaling errors.

1.4 Mcdel Tnterface

1.4.1 Model Tnputs

Mpemonic Type Symbol Dimension Meaning

Name

L LOGTCAL LI - Device locked if true
DT REAL - s Communication interval
STC REAL o rad Commanded fin deflection
MH REAL my Nm Hinge moment

Tab 1, Tnputs to ELACT3
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1.4.2 Model Qutputs

Mnemonic Tvpe Symbol Dimension Meaning

Name

ST REAL o rad Fin position

DSI REAL éN rad/s Motor speed

1C REAL ic A Commanded motor current
™ REAL i]M A Actual motor current
uc REAL u, \' Motor feeding voltage

Tab 2 Outputs from ELACT3

1.5 Assumptions and Justifications Uised for System Model

See Paragraph 10, B-1l.

1.6 Mathematical Model

In the following paragraphs, the mathematical model of the
electromecharical actuation system will be described. The mcdel
variables are listed in Tab 3, the medel constants and parameters are
listed in Tab 4, and the detailed hlock diagram of the svstem is shown
in Tig B-3.

The following conventions have been used for notation:
- Constants and parameters: Capital letters
- Variables: Small letrers
- Subscript "M" stands for "Noter"

- Subscript "m" stands for "Measured value"

- Subscript "c¢" stands for "Commanded value"

- "V" indicates "value of limitation for variable v"
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Mnemonic  Type Symbol Dimen- Meaning Remarks

Name sion

IC REAL 1c A Commanded motor State variable
current

SIC RFEAL 9. rad Commanded fin Toput variable
deflection

SIM REAL o rad Measured fin
deflection

DSI REAL & " rad/s Motor speed State/output var.

DSIM REAL 6M rad/s Measured motor

m speed

™ RFAL iM A Actual motor State/output var.

uc REAL u. v Motor feeding Output variable
voltage

UE RFAL up A Motor EMF

ST RFAL o rad Actual fin de~ State/output var.
flection

LL LOGICAL LI logical "Device locked" Input variable

MM RFAL Ty Nm Motor moment

MH REAL L™ Nm Fxternal hinge Tnput variable
moment

Tab 3. Model Variables
- A ‘
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Mnemonic Type Symbol Dimen~  Value Toler- Defini- Meaning

Name sion ance tion by

oM REAL w /s 185 - DATA System design parameter

B REAL b - 3.1 - DATA System design parameter

C REAL c - 4,0 - DATA System design parameter

KG REAL KG - 96 - DATA Gear ratfio

Kl REAL K1 As b m? ‘/CM + 67 DATA Controller parameter

K2 REAL K2 s c/(b w) + 67 DATA Controller parameter

K3 REAL K3 1/s w/b + 67 DATA Controller parameter

K4 REAL K4 - 1 + 27 DATA 5-sensor, scaling error

K5 REAL KS - 1 + 0,57 DATA o-sensor, scaling error

DELSI REAL Ac rad C + 0.006 DATA c-sensor, set off error

SDMAX REAL ?%1 rad/s 288 + 57 DATA Contreller, limit

SIMAX REAL 0 rad/s 0.349 + 37  DATA Limit of commanded fin
deflection

RM REAL RM a 5.4 5.4..6.8 DATA Motor resistance

CE REAL CE Vs/rad 0,0707 + 107 DATA Coefficient of EMF

CcM RFAL CM Nm/A 0.0707 ¢+ 107 DATA Motor constant

MG REAL J Nms2 10-5 + 107 DATA Moment of inertia

ICMAY RFALI '?; A 6.76 + 5% DATA Limit commanded motor
current

UCMAX REAL Ti v 56 DATA Power amplifier max.
output voltage

CR REAL CR - 0.2 + 507 DATA Coefficient of friction

MR REAIL MR Nm 0.02 + 507% DATA Friction moment

MHMAX RFAL ’M‘H Nm ’r‘c €y K¢ DATA Max. hinge moment

Tab 4,Model Parameters and Constants

.
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1.6.1 Actuator Controller

The differential equation for the PTD-cortroller, taking the gear

ratio KC into account, is as follows:

(ic) =K, « K, « K (0C - om) ~- K 1° 0 - K1 . K2~ 0

1 3 G Mm Mm

with the limits

N
[ky « ¥g (o - ol oy

ic < I
c

If LL = true (device locked): ic = 0.
In the real system ¢ is generated by a differentiating retwork
(Ref Fig B-3). For the model, o,, is generated from the equilibrium of

moments, Ref Paragraph 1.6.3. o is formed by multiplication with K,,
Mm 4
Ref Paragraph 1.6.4,

1.6.1.1 Computation of Controller Parameters

The overall transfer function of the actuator system, neglecting
the dvnamics of the motor current circuit, is:

1
c(s) = . oc(s)
J K s
3 2
e s~ + S e 4+ ]
K KyCx Ky Ky

Given the transfer function of the desired behavior of the actuator
system

1
o(s) = e o (s)
v B4 &4 c
w w v
we get by comparison of coefficients:
2
Kl = b e w e J/CM
K2 = /b w
Ky = w/b

J 18 the total moment of inertia of the motor{gear/fin assembly,
defined at the motor side of the assembly. This way it is possible to
calculate the coefficients of the actuator controller, given the dynamic
design parameters w, b, c.

e -

——_ et —
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1.6.2 Power Amplifier

The task of the power amplifier is the tramsformation of the
commanded motor current, as computed bv the actuator contreller, irto
real motor current. The bandwidrh of the real device is around 600 R
This is larpe compered with the bandwidth of the overall actuator svafem
and can therefore certainlv be neglected for the intended purpose of
this medel.

The steady state equations of the power amplifier are.

LE = CF . O’n

I'(\ = ic . 1%1

”~
if |uC|>UC: u, = Lc- sign (1C)

iM = (uC - uE)/RM

1.6.3 Motor/Cear/Load

t

Moment, penerated by the motor:

=C 1
L YRR VARV

Fquilibrium of moments:

JCM =my+m - Cpe ‘mL‘- sign (oH) - MR » sign (UN)
™, = /Y
Fy = Joy de + by

= J(ON / kG)dr + oo

it
Qe

n
pe]

If LL = true (device locked): Ty Mo

o=0 = Ac
1.6.4 Sensors

The feedback values for the controller, motor speed and actual fin
deflection, are measured by a tacho generator and a potentijometer. The
tacho generator is represented by a scaling error:

Mm _ N

g =K ¢0
= K4 o]

oMm 4 "M
The position pickup is represented by set-off and scaling error:

om = K_ ¢ 0 - Ao

5
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2. IMPLEMENTATION DESCRIPTION

The model is implemented digitally as a single subroutine named
FLACT3, written in Standard ANSI FORTRAN 1V.

2.1 lL.ist of Computer Variables

The computer variables, apart from temporary variables, are listed
in the following tables:

Input Variables Tab 1
Output Variables Tab 2
Model Variables Tab 3
Model Parameters and Coustants Tab 4
Implementation Variables Tab 5
Implementation Parameters Tab 6
Mnemonic Type Definition by Meaning
LL LOGICAL input true = initialization
false = integration
idertical to "device
locked"
TERR INTEGER condition within Error indicator
ELACT 3
TR INTEGER ELACT 3 Counter for integration
control

Tab S.Implementation Variables

Mnemonic Type Definition by Meaning

DT REAL input Communication interval

DTRM REAT. ELACT3 Inte;nal integration step

DTRMO REAL DATA Upper bound for integration
sten

IRM INTEGFR ELACT3 Number of integration steps

per communication interval

TAB 6. Implementation Parameters




2.2 Processing Methods

2.2.1 Function Allocation

The functions are performed as described in Paragraph 1.6. There
is a clear correspondence between the implemented code and those
functions.

2.2.2 Integration Method

For integration of the differential equations, the Euler method
is used. Because of the dynamics of the modeled device, usually a
smaller integration step, DTRM, than the communication interval DT has
to be used. During initilization, FLACT2? computes a suitable
integration step size, assuring that it is an integral fraction of the
communication interval not greater than DTRMO:

DTRM = DT/n < DTRMO

with n = suitable integer:

n int [DT/DTRMO + 0.5]

At every call to FLACT3, n integration steps are performed. This
is controlled through the variable IR and parameter IRM (= n).

2.2.3 Model Parameters and Constants

Model parameters and constants are defined by DATA-statements
within FI.ACT3. They cannot be altered by calling the subroutine. There
is no stochastic variation of model parameters implemented.

2.2.4 Initialization

The first call to ELACT3 must be an initialization call. This is
performed by calling ir with the input variable LL = TRUE . State
variables are set to initial conditions, the controller coefficiernts are
computed as well as the interral integration step size, and the error
indicator TERR is reset. Initialization calls can be repeated.

2.2.5 Error Detection

The error indication is set to 1 if the externsl hinge moment
exceeds 807 of the maximum hirge moment defined as

AN
MH - Tc * CM * KG ,

2.3 Required Program Library Flements

Apart from standard run time, librarv routine FLACT3 does not call
any subroutine.

2.4 Required Computer Resources
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2.4.1 Required Periphersl FEquipment and Data Files

The program does not need any peripheral equipment or data files.

2.4.2 Memory Requirements

Subroutine ELACT3 occupies 152 60-bit-words of main memory on CDC
6600.

2.4.3 Running Time

The execution time per call to ELACT3 with 5 internal integration
steps on a CDC 66000 Computer is 480 sec.

3. SYSTEM MODEL VERIFICATION

3.1 Criteria for Model Verification

The following criteria have been used for model verification:

(a) Model responses to step input functions should be as predicted
by theory and as expected due to an expert's understanding of
the system (plausibility).

(b) Tnsensitivity of model behavior with respect to digital
integration parameters,

3.2 Methods Used for Model Verification

The methodology used for model verification is summarized in Tab 7.

3.2.1 Dynamic Model Behavior Test

Objective was to assure that the model behaves dynamically as
expected from theory and from an experts' experience.

3.2.2 Sensitivity with Respect to Implementation Parameters

Objective was to assure that model behavior deoes not depend on
implementation particularities and parameters,

3.3 Pata Bases used for Verification

3.3.1 Dynamics Model Behavior Tests

3.3.1.1 Reference Data Base

3.3.1.1.1 Model Behavior without Mechanical Friction

Neglecting mechanical friction (MR = CR = 0), the following tests
have been performed. .
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Test A:

Test B:

Test C:

75

Operation in nonlinear domain,

Rectangular input, ¢ = %t 0.26 rad, no external load,
change in o_ every 400 ms.

The transitfon slope of o 1s required to correspond to
maximum motor speed divided by gear ratio:

 Mmax " 288/96 = 3 rad/sec

Therefore, neglecting the dynamics of the system, the
transition time of o between steadv state values should
be approximately

t = Ag/g = 0.52/3 = 0.173 sec
Max

The motor current i, 18 required to overcome mechanical
inertia during the acceleration/deceleration phases. As
soon as motor speed A, reaches its saturation value of
288 rad/sec or the va¥ue zero, motor current iM has to go
to zero.

Operation at the limits of linearity.
Rectanpular input, o = + 0.07 rad, no external load,
change in ¢, every 400 ms.

Operation in the linear domain.
Rectangular input, 0 = * 0.017 rad, no external load,
change in o, every 400 ms,

The required model response can be calculated
analytically, using the desired transfer function (see
Paragraph 1.4.1.1):

(s) =

with parameters w, b, ¢, according to Tab 4.

For thics small step input, no ore of the limitation values 1is
reached and the fmplemented model should reproduce the analvtical
solution with high accuracy.

Test D:

Nonlinear operation with external hinge moment. Rectangular
input, ¢ = * 0.26 rad, mH = ~15 Nm, change in o _ every

c
400 ms.

As long as neither currents nor voltages reach their
saturation values, the time histories of o and 4, should be
the same as with Test A. Also i should show theMbehavior
as in Test A, but with a constant offcet value which is
necessary to compensate for the external load., This offset
value should be




Tt

-my, 15
i, = - = = 2,21 A
MGy e ke 0.0707 * 96
3.3.1.1.2 Model Behavior Including Mechanical Function

Above Tests A through D have to be repeated with mechanical
friction, 1.e., M, = 0,02 Nm and C_ = 0.2. In test cases without
external load, the behavior of o afd &,, should be identical to the
results without friction. During non—éteady states, motor current
should be increased by

R 0.02

M, = ~-- « sign (&M) = e s sign (6M) = 0,28 o sign (EM)
Cy 0.0707

In test case D (with evternal load) the motor current is increased bhv
2 * 0. (S
M LT /K 0.02+15+0.2/9

) = e sign (éM)=0.725. sign (o
0.0707 !

3.3.1.2 Model Generated Data Base

The integration step size used was 1 ms, The data is recorded in
form of plots in a fermat similar to the one obtained from a mulci-
charnel recorder. The first line shows the input variable « , the
following cnes the critical variahles defined in Secticn IO,CB—I.

3.3.1.2.1 Model Behavior without Mechanical Friction

Test A: Operation in nonlinear domain, Fig B-4 (At end of CLIMB
Level 2).

Test B: Operation at the limits of linearity, Fig B-5.

Test C: Cperation ir the linear domain, Fig R-6.

Test D: Nonlinear Operation with external hinge moments, Fig B-7.

3.3.1.2,2 Model Behavior Tncluding Mechanical Friction

Test A: Cperation in the nonlinear domainr, including mechanical
friction, i.e., VR = N,07 and CF = (.07, Fig B-R8,

3.3.?7 fensitivity with Respect to Tmplementation Parameters

Using Test C as tect case, the sensitivity of model response
with respect to integration step size DTRM has been investipated.
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3.3.2.1 Reference Data Base
Test C: Operation in the linear domain, without mechanical

friction, analytical solution, Fig B-9.

3.3.2.2 Model Generated Data Rase
Test C: Operation in the linear domain, without mechanical

friction, results of runs with DTRM = 0.0005 s, 0.00] s
and 0.002 s, Fig B-10.

Test C: As above, but with DTRM = (0.002 s, 0.003 s and 0.004 s,
Fig B-11.
Using the same test case, the model, including mechanical friction
was exercised., Fig B-12 shows the results in the case of DTRM = 0.00]
s, Fig B-13 with DTRM = 0,002 s.

3.4 Results from Model Verification Efforts

3.4.1 Dynamic Model Behavior Tests

Criterion was reasonably coincidence between the two data bases
from an engineering expert's viewpoint. Plot overlays have been used,
but no quantjtative measures for goodness of fit were used. Tn
addition, the model generated data did not expose any anomalies or
unexplainable effects,

The results of the comparison are summarized in the following:

3.4.1.1 Model Behavior Without Mechanical Friction
Test A: Operation in nonlinear domain, Fig B-4.
The transition slope of , as retrieved from the plot,
is:
Cvmax " 0.52/0.172 = 3,02 rad/sec

which matches well the theoretical value of 3.0 rad/s.
The steady state value for b( in the plot is 290 rad/s,
as compared with theoreticalﬁy 288 rad/s., Motor current
i,, behaves as expected, it is proportional to o,,. The
magnitude cannot easily be verified at this stage.

Test P: Operation at the limits of linearity, Fig B-5. & is
just reaching its saturation value. Model performance
does not show anvy anomalies or unexplainable effects.

Test C: Operation in the linear domain, comparison with
analvtical solution of Fig R-9,

Model behavior, Fig B-6, matches verv well the analytical
solution. The model shows a little, unsignificantly
higher overshoot, Motor current cannot be compared since
it has not been calculated in the case of the analytical
solution.

o

e a




Test D: Nonlinear operation with exterral hinge moments, Fig B-7,
T The curves are identical with these of Fig B-4 (Test A)
with the only difference that i, shows ar cffset of
2.25 A in order tc compensate for the external hinge
moment :

= 1. ¢« C o = 7. . 0 . = 15,
m, Iy CH KC 2.25 +0.0707 96 5.77 Nm

as compared with the applied value of 15,0 Nm.
As long as the motor current i, is not saturated,
external lcads do not have any effect on the dynamic

behavior of the actuation systen.

3.4,1,2 Model Behavior lncluding Mechanical Friction

Test A: Operation in the nonlinear domain, Fig B-8., Motor
current is now required not just during the acceleration/
deceleration phases, but in to overcome the friction
moment MR‘

The current during constant motor speed, is 0.3 A, This
corresponds to a motor moment of

My = CH . iM = 0.0707 « 0,3 = 0.0212] Nm

which matches verv well the supposed value of M_ = 0,020.
The transition slope, is practically the same as in the
case without friction,

However, when the system is approaching a steady state,
i.e., § 2 0, a 1imit cycle is generated, having
characteristics that are very sensitive to the particular
implementation. 1In the present case of a digital
implementation, frequency and amplitude of the limit
cycle are highly dependent on the particular integration
step size chosen., This means that the proposed model of
mechanical friction is not reasonable.

Since the influence of friction on the dynamic bebhavior
of the actuator system is negligible, :t is recormended
that the model be operated with M = C_ = 0.

When the model is used within an autopilot loop., steads
states will practically never be reached and the limit
cycle will probably never be excited. Therefore, if one
wishes to derive an estimate of power consumption of the
actuator system, the model could be ured by taking
friction into account,

3.4.2 Sensitivity with Respect to Integration Step Size

The criterion was that the model response should be reasonably
insensitive with respect to step size,NTRM, as judged by an expert
engineer,
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Fig B-10 shows that there is no significant difference between the
responses with DTRM = 0.0005 s and DTRM = 0.00] s, vhereas a clearly
visibhle divergence car be stated for DTRM = 0.002 ¢,

Fig B~11 shows that already DTRM = 0.002 = causes the model to
become unstable.

Therefore, the value DTRM = (0.001 s appears to be a reasonable
choice.

Using the same test case, the model including mechanical frictieon
was exercised, Fig P-12 shows the limit cycle in the case of DTRM =
0.001 s. Fig B-13 shows the results obtained with DTRM = 0,007 =, Tt
deronstrates the sensitivity of the characteristics of the 1init cycle
with respect to integration step size. This confirms the sratement wade
in Paragraph 2.3.2.2 about the questionnabhle applicabilitv of the model
including mechanical friction terms.

4, VALTDATION OF SYSTEM MODFI'S STOCHASTIC COMPONENTS

The present model wa: basically a deterministic nature in the sense
that it does not contain auy internal sources of noise. Tn the real
svetom, most of the parameters describing the model are subject to
rander variations because of component tolerance, ref Tab 4. This could
be taker inte acccunt in the model by random variation of relevant
parameters prior to each model run. However, this feature has not been
implemented in the present model.

5. VALIDATION ACAINST OTHEK EXTSTING MODELS

lo Validation against other models have been executed,

6. SUBSYSTEM CHARACTFRIZATTION AND BRIEF DFESCRTPTION OF SURSYSTEM
MODFIL.S

Not applicable.

7. BENCHMARK TEST CASE

7.1 Description of Benchmark Test Cases

The test cases used for verification of the dynamic behavior of the
model as described in Paragraph 3.2.7.] should be used as benchmark test
cases.

7.2 Input Data

Input is a rectangular variation of the variable ¢ (8IC) as
described in Paragraph 1.4.1. ¢

7.3 Output Data

The output data is recorded in Figs B-4 through B-8, as described
in Paragraph 1.4.2., For the benchmark tests, the data base described in
Paragraph 1.6 becomes the reference data base.
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7.4 Criterja for Acceptability

Same as for verification tests, described in Paragraph 3.

8. COMPUTER PROGRAM

8.1 User Instructions

The model is implemented as a single subroutine called FLACT3. Tts
calling sequence can readily be inferred from the listing in the
appendix,

CAUTION: The contents of the state variables SI, DSI, IC must not be
altered between calls!

For initiatization see Paragraph 7.2.4 and for error detection see
Paragraph 2.2.5.

8.2 Computer Listings

The complete source listing is not included.

9. PRCGRAM VERIFICATION

9.1 Criteria for Verification

The following criteria have been used for program verification:

(z) Correct implementation of the mathematical model of
Paragraph 1.6,

(b) Program code in compliance with Programming Standards.
(c) Portebility of the program code.

9.2 Methods used for Program Verification

The methodology used for model verification is summarized in Tab 8.
Program verification has been performed by computer code analysis.

Ohjective was to assure that the model has been correctly
translated into portable computer code,

Three types of aralyses have been performed:
(a) Source Code Tnspection
(b) Inspection of Cross Reference Listing

(c) Source Code Compilation in "ANSI-Mode."
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9.3 Data Bases used for Program Verification

9.3.1 Source Code Inspection

Model Generated Nata Rase: Computer Listing

Reference Data Dase: Description of the mathematical model of
Paragraph 1.6 plus Programming Standards, Paragraph 10, B-3.

9.3.2 Inspection of Cre=s Reference Listing

Mode]l Generated Pata Base: Computer Listing
Reference Data Rase: Requirements List of Paragraph 10, B-5,

9.3.3 Source Code Compilation in "ANST-Mode"

Model Generated Data Rase: DNiagnostic messages by compilation run
in "ANST-wode', Section 10, B-6.

Reference Data Base: ANST-FORTRAM Standard as implemented in the
compiler of Section 10, B-6,

9.4 Results from Program Verification Efforts

9.4.1 Source Code Trspection

Formal source code inspection was performed by the Ouality
Assurance Dept of MBB-UA. Criterion required the compliance of the
computer listing with the mathematical model as described in Paragraph
1.6 as well as with the Programming Standards of Paragraph 10, B-3.
This criterion was fulfilled.

9.4,2 Inspection of the Cross Reference Listing

The cross reference listing, as generated by the compiler, was
inspected bv the Ouality Assurance Dept of MRB. 1t fulfilled the
criterion to comply with the requirements list of Section 10, B-5,

9,4.,3 Source Code Compilation in "ANSI-Mode"

Inspection of the source code by the Ouality Assurance Dept of MBR
has shown that it is 1n compliance with Paragraph 10, B-4, Compilation
of the program in the "ANST"-mode did not result in any statement
flagged as '"non-ANST",

10, APPLICABLF DOCUMENTS

P-1 MODEL DOCUMENTATTON, ELACT3
FLECTRICAL ACTUATION SYSTEM, CLIMR 2 Tevel 1
April 1984




B-2

B-3

B-4

L-5

B-6

B-7

REPCRT on ACCFPTANCE TESTS of the RFAL ACTUATOR

Richtlinier zur Programmerstellurg (Programming Standards)

Internal MBB-Paper (in German)

Sandra Summers, Jean Fox
Writing Machine Independent FORTRAN

Software Vorld Vol 9, Vo 2

Checklist for Inspection of Cross Reference Listing, as Generated
by CDC-FORTRAN-Compilers.

Internal MBB-Paper

CDC-FCRTRAN-EXTENDED VERSTON
REFERENCE MNANUAL 60997800

CPC~NOS VERSION 1

REFERENCT MANUAL, 60425400

CLIMB L.EVFEI. 2 F¥AMPLE

1.

1.1

Electrical actuator system to drive the fins of the experimental

RFAL WORLD SUBSYSTEM DATA

identification of Subsystem

FMS missile system,

1.2

List of Variables for Which Measured Data Fxist

Symbol Variable
Model Real System
o o commanded fin deflection
c RC
€

g IeM actual fin deflection
Oy Orm motor speed
iM iAM actual motor current

- & a L
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1.3 Data in Hard Copy Ferm

Attached to the erd of CLIMB Level 3 in Figs R-14 through B-1l6.

z. EXPERTMENT. <1 ENVIRONMENT

2.1 Scenario Used to Excite Subsystem

Laboratory bench tests have been performed with the real actuator
svstem by applying step inputs, Test conditions A through C as
jdentified Paragraph 8, R-9, have been used. Since nc device was
available which was capable to apply a defined moment on the hinge under
dynamic conditions, Test D could net be made,

2,2 Description of Test Fxperiment

The test experiment is outlined in Fig B-17. The real actuator
system consists of twe subassemblies:

(a) The actuator electronics, including the actuator controller
plus the power amplifier

(b) The mechanical parts: DC-motor, gear and sensors

Three power supplies were used to feed the actuater electronics:

- 2 each Newlett Packard HP AO12A,
providing power to the power amplifier.
Voltage setting: + 56 V, precision t 0.5V
Current limitation value: 10 A, precision * 1.0 A
- 1 Dual Power Supply Hewlett Packard EP 6227 B,
providing power to the actuator controller.
Voltapge setting: * 15 V, precision * 0.5V
Current limitation: 0.2 A, precision * 5 mA

The input step function to the actuator system was provided by an
FXACT Function Cenerator, Type 255. The control setting was:

- Qutput: according to desired square wave amplitude, scale
factor 28.65 V/rad for actuator input

- Frequencv: 4 liz

~ Waveform: rectangular

The variables were reccrded on a Gould Brush 4 Channel Recorder,
Type 2400,
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Scale factors and settings were as follows:

— Paper speed: 250 mm/s

- Recordings:

Channel tlo Variable Scale Factor Channel Setting
f.s. = 25 lines

1 S 0.5 V/deg = 28,65 V/rad 9.0 V = 0.312 rad

2 O 0.5 V/deg = 28.65 V/rad 9.0 V = 0,312 rad

3 6TM 11.94 mV/rad &1 6.C V = 500 rad/s
= 4

4 LI 1 V/A 6.25V = 6.25 A

The points where above variables have been probed are depicted in
Fig B-18.

The recording format corresponds to the one used in the model
generated data base for verification, see Paragraph 8, B-9, in order to

facilitate comparisons by plot overlays,

3. METHODS AND TECHNIQUES USED IN COLLFECTING REAL WORLD DATA

3.1 Data Collection Methods

Laboratory bench test with real actuator system, step input applied
using a square wave generator. Output reccrded by a Brush 4-chanvel
recorder,

3.2 Frror Sources
3.2.1 Input Measurements

The apparent rise time on the irput step function is a function of
the recorder (bandwidth approx 50 Hz) arnd not of the generator. This
has been verified by using an electroiic scope. The accuracy of the
recordings is 0.7 percent of full scale,

3.2.2 Output Measurements

The same conditions apply.

3.3 Input /OQutput Data Analysis
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3.3.1 Input Data

No analysis performed.
3.3.2 Output Data
No analysis performed.

3.4 Contact for Further Information on Measured Data

Person: Rudolf Mer:z
Address: Messerschmitt-Bolkow-Blohm GmbH
Abteilung AE132
Postfach 801149
D-8000 Munchen 80
W-Germany

Phone No.: 089-60006536

4. VALIDATION APPROACH

4.1 Criteria for Validation

The model responses to various step inputs should match reasonably
well the real world data that has been generated under the same
conditions. This is to be judged by expert engineers that are
experienced in actuator design and missile system simulation. No
quantitative measures for goodness of fit have been used.

4.2 Validation Methods Used

The method of comparison of the two dataz bases was plot overlays
and experts' judgment,

4.3 Data Bases Used for Validation

4,3.1 Reference Data Base

Reference data base is the real world data as shown in Figs B-14
through B-16. The test cases correspond to the omes described in
Paragraph 8, B-9.

Test A: Operation in the nonlinear domain, Fig B-14.

Rectangular input o, = + 0.26 rad, no external load.

The first channel shows the step input. The deviation from an
ideal step is due to the limited bandwidth of the recorder
(Roughly 50 Hz).

The second channel shows actual fin deflection. The slope of
the ramp is

Ovmax = 0.52/0.168 = 3.095 rad/sec




Test B:

Test C:

4.3,2

The third charrel records the output of the tachc generator
which serves as the sensor for metor speed. The measured
value shows a ripple which is due to the cogging effects of
the motor. The frequency of the ripple is:

10 periods/(21 mm: 200 mm/s) = 95 Hz,

Motor speed (revolutions per second) is:

3,095 s 96 = 297.1 rad/s = 47.3 Hz,

which matches ideally taking into account that the motor has 2
pairs of poles.

The fourth channel, motor current, is shcowing a large ripple
which is induced by motor effects such as cogging,
commutation, etc., as explained above.

Operation at the limits of linearity, Fig B-15.

Rectangular input Cc = * (.07 rad, no external load.
Operation in the linear domain, Fig B-l6.

Rectangular input ¢o = * 0.017 rad, no external load.

Model Cenerated Data Base

The model generated data base used for validation is documented in
Paragraph &, B-9,

4.4

Test A:

Test B:

Validation Results

Operation in the linear domain.

lodel: See B-?, Paragraph R,

Real System: TFig B-14

The slope of the ramp 6M ax differs by 2.5%. The ripple on
top of the variable & q 3 Fig B-14 is not present in the case
of the model because Ehe causing motor effects like
commutation, cogging, etc. are not represented in the model.

In the fourth channel, motor current shows the greatest
difference, whereas, the dynamic behavior during the
acceleration/deceleration phases matches reasonably well. a

A large ripple that shows up is induced by motor effects such
as cogging, commutation, etc, that do not exist in the case of
the model since motor effects are not included.

Operation at the limits of linearity ’

Model: See B~9, Paragraph 8.

Real System: Fig B-15

As far as ¢ and &, are concerned, the model is showing a
somewhat higher overshoot. The correspondence of motor
currents is not very good due to the effects discussed above,
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Test C: Operation in the linear domain
Model: See B-9, Paragraph 8.
Real System: Tig B-16
Again, for ¢ and &, the match is very good with the model
showirg a little higher overshoot.

A summary of validetion results has been given in Paragraph 8 of
B-8.

4.5 Model Changes Due to Validation Effort
None.

5. COMPUTERIZED EXCITATION METHODS USED

5.1 Excitation of Real World System

The experiment used is described in Paragraph 2. No computer was
involved,

5.2 Excitation of the Model

The model was executed by a main program calling subroutine ELACT3,
The different test cases A through C were implemented by subsequent
manual changes.

6. USER INSTRUCTIONS FOR TEST SET UP

No special explanations necessary, obvious from description of test
set up.

7. BENCHMARK FOR TEST SET UP
7.1 Description of Benchmark Test Cases

The test cases used for the validation experiment as described in
Paragraph 2.1 and 4.3.1 should be used as benchmark test cases.

7.2 Initial Conditions for Test Set Up

Ref Paragraph 6. The EXACT Function Generator is set up to
generate square waves with a frequency of 4 Hz and various amplitudes
corresponding to the test ceses A through C. Scale factor is
28.65 V/rad.

7.3 Pesults for Critical Variables

Ref Paragraph 4.3.1 and Figs B-14 through B-16.

7.4 Criteria for Acceptability of Benchmark Results

Reasonable correspondence with data Figs B~14 through B-16, judged
from an engineer's point of view.




Method of comparison: Plot overlays.

APPLICABLE DOCUMENTS

MODEL DOCUMENTATTON, FELACT3, ELECTRICAI. ACTUATION
Level 1}
April 1984

dto., CLIMB Level 2
April 1984
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APPENDIX C

PROGRAM DERUGGING IN ACSL

One of the more important features of the ACSL language is the
availability of tools that assist in pinpointing errors. The first
thing is to establish a frame of mind that believes in the existence of
errors., 1t is difficult, in general, for the average user who writes a
model definition to believe that there are any errors. Accept the fact
that all programs have at least one errovr and part of the joy of coming
up with a finished product will be in finding it.

As the program is written, prepare the first run for debugging.
Set the stop condition (TERMT) for the first rum to a small value
(typically one communication interval will suffice) so that no time will
be wasted calculating the incorrect values. Use the 'D' option in the
translator so that the program will proceed to uncover as many errors as
possibie.

The first run through the translator will produce syntax error
indications and probably error messages as well., The translator
analyzes each statement in turn and if an error occurs it will be
indicated. The way the error is indicated is to write out again the
statement in error, including any continuations, with a line of
asterisks (*) underneath to indicate the acceptahble section. The
asterisk should stop just below where the errer is located.

Example:
X =Y + (STN(Y.Y))
*%*%*SYNTAX ERROR#*#**THE LINE IS LTISTED WITH A POINTER TCO THE ERROR
¥ = Y + (SIN(Y.Y})

kkkkkkhkhkhkhkk®

which shows that the period (.) separating the two Y's is not allowed.
It should be an asterisk (%) to indicate "multiply". Two points should
be noted when these errors are indicated. The first is that only the
first error in the statemernt will be indicated. If this error is
corrected, it may need a second (or third) run to uncover other problems
further into the statement. When you make a correction, take a long
hard look at the rest of the statement. The second is that line listed
may not Joock like the input text if continuation cards are used. The
error listing gives the complete string to be analvzed after the
trailing blanks have been squeezed from the end of any continued cards.

Fext, check for misspelling - variables that should have been the
same get keypunched wrongly or names that should have been changed,
overlooked. To check these, lock at the symbol cross-reference tables
listed at the end of the translator output. Any variables listed under
'VARTAELES NOT SPECIFTED IMN ANY BLOCK' will be misspellings, constants
you forgot to specify, or correct variables that had their name
misspelled at the statement defining them. They should have been
defined.
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Next, take note of any unsatisfied external references from the
load map. These will usually correspond to arrays you forgot to declare
in an ARRAY statement, Without this, they look just like functious.

The first run-time command should set up a debug action with
usually the first five or ten derivative evaluations sufficing. Include
the following card at run-time:

SET NDBUG = 10

Alternatively, an action can be scheduled that will ensure a debug
printout after every START until CLEARed:

ACTION 'VAR' = 0.0, 'VAL' = 10, 'LOC' = NDBUG

NOTE: While the system variable NDBUG is greater than zero, the
complete set of user variables is printed ocut and the the value of NDRUG
is reduced by one,

This output is probably the most important data to help in
debugging; the previous set of tools was merely to ensure that the
mechanics were correct - commas in the right place, spellings
consistent, etc. This debug output gives the actual numbers calculated
for every one of the state derivatives and intermediate variables. The
numbers should be examined carefully and checked for reasonableness
using knowledge of the system being modelled. It is a good idea to
start with initial conditions nonzero. If there are too many zero
values, the arithmetic calculations can conceal errors. For preference,
pick conditions so the derivatives all have a nonzero value which can be
checked. Check the values that are listed for the constants. Any that
have been preset in a CONSTANT statement and where the decimal point has
been left off will be listed as having a value of 0.0. This problem is
a very common error. Some arrays may be missing from this printout if
they happen to be longer than the integer contained in the system
variable MALPRN (Maximum Array Limit for Print Out). See system
variable summary for the default value.

Now try the first full run. Plan what significant output variables
will yield correct model operation. Specify these in an OUTPUT command,
increase the termination time and START.

It is at this point that the modeler's skill comes in to
rationalize the behavior of the simulation in terms of how the real word
system is expected to behave. About the only help that can be offered
is that once questionable areas have been uncovered, schedule debug
printouts to cover the area of interest so that as much information is
recorded as possible, Note that the debug output occurs after every
derivative evaluation, For Runge-Kutta fourth order integratiom, four
derivative evaluations are made for a time step (calculation interval):
one at the beginning, two in the middle, and one at the end. The
independent variable will appear to advance in half-steps with two
derivative evaluations taking place each step. An extra evaluation will
take place prior to each communication interval or trip threugh the
DYNAMIC section,




107

MEANING OF DEBUG PRINT OUT

The debug output is generated by gecing through the user dictionary,
which points to all variables in the user common block, ard listing the
values of each ovne by one. The first fifteen variables are ACSL control
variables that are defined as follows:

(a)

(v)
(c)

r (d)
(e)

(f)

(g)
(h)

!

(i)

1' (k)

f "

(m)

(n)

(o)

T - Real; Independent variable, May have been renamed in a
VARTIABLE statement

ZZTICG - Real; Initial condition cor the independent variable

CINT - Real; Current communication interval. May have been
renamed by CINTERVAL

ZZIFRR - Logical; Variable step error flag. May have been
renamed by FRRTAG

ZZNBLK - Integer; Number of DERIVATIVE and DISCRETE blocks in
use

ZZI - Integer; Distinguishes pre-initial (=0), START (=1) and
CONTIN (=2)

278T - Logical; Stop flag set by TERMT operator

ZZFRFL - Logical, Tirst flag set true at first derivative
evaluation of every step

ZZICFL - Logical; Initial condition flag set true at first
derivative evaluation of every run - immediately after initial
conditions have been transferred to states

ZZRNFL - Logical; Reinitialize flag set true by REINIT. Used
during inftialization (ZZICFL = ,TRUE.) and then turned false

ZZINS - Integer array of length number of DERIVATIVE blocks
giving number of state variables in each block

MINT - Real array of length pumber of DFRIVATIVE blocks givirg
minimum Iintegration step size for each block., Name may be
changed by global MINTERVAL statement

MAXT - Real array of length number of DERIVATIVE blocks giving
maximum integration step size for each block. Name may be
changed by plobal MAXTFRVAT statement

NSTP - Integer array of length number of DERIVATIVE blocks
giving communication interval divisor for each block, Name
may be changed by global NSTFPS statement

IALG - Integer array of length number of DERIVATIVE blocks
giving integration algorithm number to be used for each block.
Name may be changed by global ALGORITHM statement
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Next, in the debug printout comes the list of state variables in
DERIVATIVE block order and in alphabetical order within each block, with
their corresponding derivatives and iritial conditions on the came line.
If line width (see TCWPRN and HVDPRN) is sufficient (126) the corre-
sponding values of absolute error (XERR) and relative error (MERR) are
also listed on the same line. In general, the derivatives will all be
dummy variables (ZOnnnn form) except for those defined by the INTVC
integration operator.

All the algebraic variables follow the states in alphabetical
order. Any FOUIVALENCED variables are listed at the end. System
variable ZZSEED contains the random number seed variable which will
change (depends on machine type) with every call for a new random
number, ZZTLXP is a logical variable present in some machine versions
to request the reprieve/interrupt capability. If it is set false before
the first START, normal system dumps can be obtained if desired.

DEBUG

A call to this routine will produce a debug list of all variables,
excluding arrays greater than MALPRN (Maximum Array Limit for Print) on
both PRN and DIS units. The technique of setting NDPRUG to a positive
integer; yields a debug list at the end of every derivative evaluation.
While useful as a checkout tool with large programs, this action can
produce an overwhelming amount of output. Selective output can now be
obtained by:

IF (logical condition) CALL DEBRUC
included in the DERIVATIVF section. Including the statement
CALL DEBUG

in the DYNAMIC section produces the entire list at each communication
interval and is synonymous with asking for the OUTPUT of all variables.

Including
IF (DUMP) CALL DEBUG

in the TERMINAL section is a useful artifice since all final values are
displayed as well as the initial conditions for that run.

.
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