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SUMMARY

Initially, we consider the standard isonormal linear process $L$ on a Hilbert space $H$, and applying metric entropy methods obtain bounds for the probability, that $\sup_{c} Lx > \lambda$, $C \subset H$ and $\lambda$ large. Under the assumption that the entropy function of $C$ grows polynomially, we find bounds of the form $c\lambda^{\alpha} e^{-k\lambda^2/\sigma^2}$, where $\sigma^2$ is the maximal variance of $L$. We use a notion of entropy finer than that usually employed, and specifically suited to the non-stationary situation. As a result we obtain, in the non-stationary setting, more precise bounds than any in the literature.

We then treat a number of examples in which the power $\alpha$ is identified. These include the distribution of the maximum of certain "locally stationary" process on $\mathbb{R}^1$, as well as those of the rectangle indexed, pinned Brownian sheet on $\mathbb{R}^k$, for which $\alpha = 2(2k-1)$, and the half-plane indexed pinned sheet on $\mathbb{R}^2$ for which $\alpha = 2$.
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1. INTRODUCTION

We start with some motivation from the theory of empirical processes, letting \( X_1, \ldots, X_n \) be i.i.d. observations from some \( k \)-dimensional distribution, and assuming we want to test the hypothesis that the parent distribution is given by a measure \( \nu: \nu(A) = \mathbb{P}\{X_i \in A\} \) on the unit cube. A natural test procedure is to form the empirical measure \( \nu_n: \nu_n(A) = \frac{1}{n} \sum_{i=1}^{n} I_A(X_i) \) (\( I_A \) is the indicator function of \( A \)) and compare \( \nu_n \) to \( \nu \) via a Kolmogorov-Smirnov type statistic of the form

\[
\sup_A \{ \sqrt{n} |\nu_n(A) - \nu(A)| \}
\]

for some family \( A \) of Borel subsets of \([0,1]^k\). It is known (Dudley 1978, 1984) that \( \sqrt{n}(\nu_n - \nu) \) converges weakly to a Gaussian process on \( A \), under conditions related to the size of \( A \). Consequently, the study of (1.1) reduces, in the limit, to the study of the supremum of a particular Gaussian process over a class of sets.

Unlike the case for their Markov counterparts, however, it is well known that for Gaussian processes it borders on the impossible to obtain the exact distribution of their (global) maxima. For stationary Gaussian processes on the line, for example, there are only six covariance functions for which the precise distribution of the maxima of the corresponding processes are known (c.f. Slepian (1961), Slepian and Shepp (1976), Cressie and Davis (1981), Darling (1983)). For random fields on \( \mathbb{R}^k \) the situation is even worse, for there exists no non-trivial Gaussian field, either stationary or not, for which the precise distribution of the maxima is known. In certain specific cases, however, upper and lower bounds to this distribution are known.

Goodman (1976), for example, calculated good bounds for the cases of the pinned and regular Brownian sheets in \( \mathbb{R}^2 \). (See Section 4 for definitions).
These have been improved and extended to higher dimensions in Cabaña and Wschebor (1982), Cabaña (1984) and Adler and Brown (1986). All but the last reference deal only with sheets arising from the case \( \nu = \text{Lebesgue measure} \) in (1.1). The only other Gaussian field for which some (not wholly satisfactory) bounds are known is a two-parameter generalisation of Slepian's triangular covariance function (Cabaña and Wschebor (1981), Adler (1984)).

Needless to say, in more general situations, such as those arising from (1.1) when the parameter space may be a class of sets, virtually nothing is known on the exact distribution of the supremum.

Partly, or perhaps primarily, because of this dearth of results a large amount of effort has been expended in studying the asymptotic properties of Gaussian maxima. The most central, and most well known result in this direction is due to four authors, Fernique (1970, 1975), Landau and Shepp (1971) and Marcus and Shepp (1971), who proved various versions of the result that for any zero mean sample path continuous Gaussian process \( X(t), t \in S \), and \( S \) a metric space,

\[
\lim_{\lambda \to \infty} \frac{\ln P(\sup_{t \in S} X(t) > \lambda)}{\lambda} = -1/(2\sigma^2)
\]

where

\[
\sigma^2 = \sup_{t \in S} \mathbb{E}\{X^2(t)\}.
\]

An immediate consequence of (1.2) is that for all \( \lambda > 0 \), and any \( \epsilon > 0 \), there exists a constant \( K=K(\epsilon, \lambda_0) \) such that if \( \lambda > \lambda_0 \) then

\[
P(\sup_{t \in S} X(t) > \lambda) \leq K e^{\epsilon \lambda^2 - \frac{1}{4}\lambda / \sigma^2}
\]

(An even sharper result than this is due to Borell (1975). See comment 3 of Section 6.)
Our aim in this paper will be to perform a simple epsilonectomy - i.e. to remove the factor \( \exp(\epsilon \lambda^2) \) from (1.3). In general this cannot be done without paying some price, and in the cases we shall consider the price will be to replace this exponential factor by a smaller power factor of the form \( \lambda^\alpha \), \( \alpha > -1 \), so as to obtain bounds of the form

\[(1.4) \quad P\{\sup_{t \in S} X(t) > \lambda\} \leq k\lambda^\alpha e^{-k\lambda^2/\sigma^2}, \]

for large enough \( \lambda \).

Results like (1.4) are not new. They were obtained originally by Pickands (1969a,b) for the class of zero mean, stationary Gaussian processes on \([0,1]\) whose covariance function \( R(t) = E\{X(s)X(s+t)\} \) satisfies

\[(1.5) \quad R(t) = 1 - c|t|^\alpha + o(|t|^\alpha) \quad \text{as} \quad |t| \to 0, \]

where \( \alpha \in (0,2] \) and \( c > 0 \) are constants. Pickands showed that for each fixed \( h > 0 \) for which \( \sup_{\epsilon < t < h} R(t) = \delta_\epsilon < 1 \) for all \( \epsilon > 0 \)

\[(1.6) \quad \lim_{\lambda \to \infty} \frac{1}{\lambda^{2/\alpha} |\rho(\lambda)/\lambda|} P\{\sup_{0 < t < h} X_t > \lambda\} = hC^{1/\alpha}H_\alpha, \]

where \( H_\alpha > 0 \) is a finite constant depending only on \( \alpha \) and \( p \) is a standard normal density function. (Except for the cases \( \alpha = 1, \alpha = 2 \), the value of \( H_\alpha \) is not known.) This result has been extended to certain stationary random fields by Belyaev and Piterbarg (1972) and, more recently, to certain non-homogeneous processes on \( \mathbb{R}^1 \) by Piterbarg and Prisjažnjuk (1979). A proof of (1.6), along with historical details, can be found in Leadbetter, Lindgren and Rootzen (1983).

More recently Weber (1978, 1980) has obtained a set of results which, while they do not identify constants as in (1.6), provide bounds to the distributions of Gaussian suprema for the widest possible class of Gaussian processes,
including the set-indexed processes described above. However, as we shall show later, his bounds, when they are of the form of (1.4), do not always yield the smallest possible value of $\alpha$. We shall have more specific comments to make about Weber's results later.

Before saying any more, it is probably worthwhile at this point to explain to the sceptic what we gain from an epsilonectomy at (1.3) beyond the surgeon's natural pleasure of neatly removing an unnecessary appendage or, indeed, from sharpening the power in Weber's results. The first application is purely theoretical. Consider a function valued Gaussian process, i.e. a process $Y(t)$, whose value at a given time is a Gaussian random process. Such processes arise naturally in a number of ways, often by "relabelling", for example, a two-parameter process $X(s,t)$ to obtain a function valued $Y_t$ under the correspondence $Y_t(s) = X(s,t)$. Such processes include the Kiefer process (Kiefer (1972)) of empirical process theory. Iterated logarithm type results for the growth of $\sup_{s} Y_t(s)$ with $t$ have been studied in depth (see, for example, Goodman, Kuelbs and Zinn (1981)) and, to a heavy extent, are based on the inequality (1.3). Finer results, such as upper-lower class theorems for $\sup_{s} Y_t(s)$, are much harder to obtain (Kuelbs, (1975) is one exception we are aware of) as (1.3) does not provide fine enough information. A result of the form (1.4) does, however, fulfill this need, and is applied to this purpose to obtain upper-lower class theorems for empirical processes in Adler and Brown (1986). Establishing (1.4) in general, therefore, opens up the possibility of a general upper-lower class theory for function valued processes.

For the second application we return to our opening paragraph and the Kolmogorov-Smirnov type statistic (1.1). Although our results will bound the (asymptotic in $n$) tail distribution of (1.1), they will not really do so
sharply enough to enable, say, the generation of critical levels for statistical tests. This problem seems to be hard enough that for the foreseeable future this will be done by simulation techniques. What a bound like (1.4) tells the simulator, however, is that the critical levels depend on three parameters, $k, \alpha,$ and $\sigma^2$. As will be shown in Section 4, $\alpha$ and $\sigma^2$ can be obtained from our general theory, so that only one parameter remains to be estimated, making the simulation task much simpler.

The paper is organized as follows. In order to treat the most general processes possible, we shall work initially with the isonormal Gaussian process on Hilbert space. This, together with requisite entropy notions, will be described in the following section, where we shall also develop a version of Fernique's (1975) inequality, that will be the basis of all that follows. In Section 3 we shall present a number of theorems that show that by putting more and more structure on the parameter Hilbert space (via entropy conditions) finer and finer bounds on the distribution of the maximum can be obtained. Proofs are deferred to Section 5. Section 4 contains a number of examples, in which we apply the results on the isonormal process to specific problems. For example, we obtain sharp (in the sense of best possible power $\alpha$) bounds for the maximum of a rectangle indexed Brownian sheet. In Section 6 we conclude with some comments.
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2. THE ISONORMAL PROCESS AND A FERNIQUE INEQUALITY

The central idea is to study one, canonical, Gaussian process, and then relate any particular process to this one. It is defined as follows. Call a sequence \( \{X_n\} \) of random variables orthogaussian iff they are independent with \( L(X_j) \equiv N(0,1) \). Let \( H \) be a real, infinite-dimensional Hilbert space. A linear map \( L \) from \( H \) into real Gaussian variables with \( EL(x) = 0 \) and \( EL(x)L(y) = (x,y) \) for all \( x,y \in H \) is called the isonormal Gaussian process on \( H \). (c.f. Segal (1954), Dudley (1967, 1973)). For example, if \( \{x_n\} \) is an orthonormal basis for \( H \) so that for \( x \in H \), \( x = \sum_n x_n \), we can let \( L(x) = \sum_n Y_n \), where the \( Y_n \) are orthogaussian.

Since Gaussian distributions are uniquely determined by their means and covariances, the isonormal process \( L \) can be regarded as the only real Gaussian process. For, if \( \{x_t, t \in T\} \) is any real Gaussian process with mean \( Ex_t = m_t \), then \( L(x_t-m_t) + m_t \) is another version of the process, where we take \( L^2(\Omega, \mathbb{P}) \) for \( H \). On \( H, L \) "remembers" the covariance structure of \( x_t \), and, by its linearity, also keeps track of all joint distributions. Thus, we can in general neglect the specific joint distributions of \( x_t \) on \( (\Omega, \mathbb{P}) \) and work only with the abstract geometric structure of the function \( t \mapsto x_t - m_t \in H \). To see precisely how this works in practice, see the examples in Section 4.

In order to study the structure of \( H \), we shall require the notion of metric entropy. Let \( C \) be a subset of a metric space \((S,d)\). Given \( \epsilon > 0 \), let \( N(C, \epsilon) \equiv N_C(\epsilon) \) be the minimal number of points \( x_1, \ldots, x_n \) from \( C \) such that for all \( y \in C \) \( \min_i d(x_i, y) \leq \epsilon \). We assume \( N \) finite for all \( \epsilon > 0 \). Consequently, there exist sets \( A_1, \ldots, A_{N_C(\epsilon)} \) covering \( C \) such that for all \( n \) \( d(x,y) \leq 2\epsilon \) for all \( x,y \in A_n \). Set \( H_C(\epsilon) = \log N_C(\epsilon) \).
Then $H_C(\epsilon)$ is the metric entropy of $C$. Metric entropy is well known to play an important role in continuity problems for Gaussian processes. For example, $L$, restricted to $C \subset H$, is sample continuous if $\int_0^1 H_C^2(x) \, dx < \infty$. Metric entropy can also be used to study suprema problems. For example, Weber (1980) has shown that if $||x|| = 1$ for all $x \in C$, and certain other side conditions hold, then

$$P\{\sup_{x \in C} |Lx| > \lambda + \Pi_\lambda \} \leq \text{const.} \, N(C, v(\lambda)) \psi(\lambda),$$

where

$$\psi(\lambda) = P\{|Lx| > \lambda\} = \sqrt{2/\pi} \int_{\lambda}^{\infty} e^{-u^2/2} \, du,$$

$$\Pi_\lambda = \rho (\rho - 1) \int_0^{\rho v(\lambda)} [H(C, \epsilon) - \log \epsilon]^{-1/2} \, d\epsilon,$$

$$v(\lambda) = \inf \{0 < \epsilon < \epsilon_0 : h(\epsilon) \leq \lambda\},$$

$$h(\epsilon) = \epsilon^{-1} \left[H(C, \epsilon) - \log \epsilon\right]^{1/2},$$

$$\epsilon_0 = \inf \{0 < \epsilon < 1 : N(C, \epsilon) < 2\}$$

and $\rho \in (0, 1)$ is arbitrary. Assuming $\Pi_\lambda$ is small enough for large $\lambda$ (as is usually the case), that $v$ is at most polynomial, and that the entropy is polynomial, we see that (2.1) is a result of the form of (1.4), which is what we are seeking.

There are, however, two difficulties with Weber's result, insofar as general best upper bounds are concerned, and, in particular in relation to the examples from the theory of empirical processes that motivated us. The first is the assumption that $||x|| = 1$ for all $x$. It is possible to get around this in the general case by noting
\begin{equation}
\left\{ \sup_{x \in C} L_x > \lambda \right\} < \left\{ \sup_{y \in C'} L_y > \frac{\lambda}{\sigma} \right\}
\end{equation}

where \( \sigma = \sup ||x|| \), and \( C' = \{ y : y = x/||x||, x \in C \} \). It is not hard to see that the entropy function for \( C' \) follows the same general behaviour of that for \( C \), and since \( ||y|| = 1 \) for \( y \in C' \) Weber's result then gives a bound for (2.2). However, it is easy to check via examples such as Example 4.1 that this procedure does not give the sharpest bounds possible.

The second difficulty to somewhat more fundamental, and essentially insurmountable, even if Weber's results did not assume \( ||x|| = 1 \). It lies in the fact that a methodology based purely on metric entropy can never always give the best bounds. To see this, one example will suffice. In Section 4 we show how to calculate supremum distributions for general processes by assigning to each process a particular Hilbert space, and then studying \( L \) on that space. It is easy to see that the Wiener process, \( W(t), t \in [0,2] \) and the stationary Slepian process \( S_t := W_{t+1} - W_t, t \in [0,1] \) generate identical (up to a constant) entropy functions since

\[ E \{ |W_t - W_s|^2 \} = |t - s| = \frac{1}{2} E \{ |S_t - S_s|^2 \}, \quad 0 < s, t < 1. \]

Thus any bound for the suprema distributions of \( W \) and \( S \) on \([0,1]\) coming from metric entropy considerations involving only \( H \) must be the same. But it is well known that whereas \( P\{ \sup_{[0,1]} W_t > \lambda \} = O(\lambda^{-1} e^{-\lambda^2}) \), we have

\[ P\{ \sup_{[0,1]} S_t > \lambda \} = O(e^{-\lambda^2}). \]

In general, then, the problem is that different processes may have essentially the same metric entropy, but quite different suprema distributions.

In order to solve this problem we shall require finer partitions on \( C \)
than those obtainable just from entropy considerations. To this end, for given \( \delta \geq 0 \) set

\[
(2.1) \quad C^+_\delta = \{ x \in C : ||x|| > \delta \}, \quad C^-_\delta = \{ x \in C : ||x|| \leq \delta \},
\]

where \( C \subset H \) and \( ||.|| \) is the H-induced norm. Now define

\[
(2.2) \quad N^+_C(\delta, \varepsilon) := N(C^+_\delta, \varepsilon), \quad N^-_C(\delta, \varepsilon) := N(C^-_\delta, \varepsilon).
\]

Since \( C = C^+_\delta \cup C^-_\delta \), it is obvious that \( N_C(\varepsilon) \leq N^+_C(\delta, \varepsilon) + N^-_C(\delta, \varepsilon) \) for all \( \delta \) and \( \varepsilon \). We shall need one more entropy function,

\[
(2.3) \quad N_C(\delta_1, \delta_2, \varepsilon) := N(C^+_\delta \cap C^-_\delta, \varepsilon), \quad 0 \leq \delta_1 \leq \delta_2, \quad \varepsilon > 0.
\]

The motivation behind this last entropy function should be clear. The idea is to first break up \( C \) into regions over which \( L(x) \) has a variance \( (=||x||^2) \) within certain bounds, and then to measure the "size" of each of these regions via entropy considerations. This will provide the finer information we shall need (particularly for non-homogeneous processes for which \( ||x|| \) is not constant over \( H \)) to obtain sharp bounds for the distribution of \( \sup L(x) \).

We can now commence setting up the basic (Fernique type) inequality from which all our other results will ultimately follow. To this end, set

\[
\sigma = \sup_{x \in C} ||x||.
\]
Let $\delta_i$ be a sequence satisfying $0 = \delta_0 < \delta_1 < \ldots < \delta_m = \sigma$, with $m$ possibly infinite. For each $i=1,\ldots,m$ let $\varepsilon_{i,j}$, $j=1,2,\ldots$, be an infinite monotone sequence such that $\lim_{j\to\infty} \varepsilon_{i,j} = 0$. We shall use these two sequences to partition $C$ as the union of $C(\delta_{i-1},\delta_i)$, where

$$C(\nu,n)^+ = c^v_n = \{x \in C : \nu < \|x\| \leq n\}, \ 0 \leq \nu < n \leq \sigma.$$ 

Note that for every $j$ there is a finite collection of points of $C(\delta_{i-1},\delta_i)$, which we shall denote by $C_{i,j}$, satisfying

$$\#C_{i,j} = N_c(\delta_{i-1},\delta_i,\varepsilon_{i,j}),$$

(2.4)

for all $y \in C(\delta_{i-1},\delta_i)$ there exists an $x \in C_{i,j}$ such that $\|x-y\| < \varepsilon_{i,j}$.

(Here $\#A$ is the cardinality of $A$.)

We shall need one more double sequence $\lambda_{i,j}$, $i=1,\ldots,m$, $j=0,1,2,\ldots$, of positive numbers. Clearly

$$P(\sup |Lx| > \lambda_{i,0}\delta_i) \leq N_c(\delta_{i-1},\delta_i,\varepsilon_{i,1}) \psi(\lambda_{i,0}),$$

(2.6)

where

$$\psi(u) = \sqrt{2\pi} \int_{-\infty}^{\infty} e^{-x^2} dx.$$ 

(2.7)

Furthermore, for each $x \in C(\delta_{i-1},\delta_i)$ there is a point $x_{i,j}(x) \in C_{i,j}$ such that $\|x-x_{i,j}\| < \varepsilon_{i,j}$. Consequently
\[ P\left\{ \sup_{x \in C_{i,j}} |Lx - Lx_{ij}(x)| > \lambda_{ij} \epsilon_{ij} \right\} \leq N_{C}(\delta_{i-1}, \delta_{i}, \epsilon_{i,j+1}) \psi(\lambda_{ij}), \]

from which follows that

\[ (2.8) \quad P\left\{ \sup_{x \in C_{i,j+1}} |Lx| > \lambda_{i0} \delta_{i} + \sum_{k=1}^{j} \lambda_{ik} \epsilon_{ik} \right\} \leq \sum_{k=0}^{j} N_{C}(\delta_{i-1}, \delta_{i}, \epsilon_{i,k+1}) \psi(\lambda_{ik}). \]

Now note that, as \( j \to \infty \), \( C_{i,j} \) becomes dense in \( C(\delta_{i-1}, \delta_{i}) \). Consequently, choosing a separable version of \( L \) we obtain from (2.8) that

\[ P\left\{ \sup_{x \in C(\delta_{i-1}, \delta_{i})} |Lx| > \lambda_{i0} \delta_{i} + \sum_{j=1}^{\infty} \lambda_{ij} \epsilon_{ij} \right\} \leq \sum_{j=0}^{\infty} N_{C}(\delta_{i-1}, \delta_{i}, \epsilon_{i,j+1}) \psi(\lambda_{ij}). \]

It is now trivial to check the truth of the following inequality, which forms the basis of the remainder of the paper.

**Basic Inequality**

For sequences \( \delta_{i}, \lambda_{ij} \) and \( \epsilon_{ij} \) satisfying

\[ 0 = \delta_{0} < \delta_{1} < \ldots < \delta_{m} = \sigma \quad (m \text{ possibly infinite}) \quad \text{and} \quad \epsilon_{ij} \to 0 \]

as \( j \to \infty \) for all \( i \), separable versions of \( L \) satisfy

\[ (2.9) \quad P\left\{ \sup_{x \in C} |Lx| > \sum_{i=1}^{m} \lambda_{i0} \delta_{i} + \sum_{i=1}^{m} \sum_{j=1}^{\infty} \lambda_{ij} \epsilon_{ij} \right\} \leq \sum_{i=1}^{m} \sum_{j=0}^{\infty} N_{C}(\delta_{i-1}, \delta_{i}, \epsilon_{i,j+1}) \psi(\lambda_{ij}). \]

Note that this basic estimate is extremely general, and not particularly informative. Our task now will be to propose meaningful, checkable conditions on \( N_{C}(\nu, n, \epsilon) \), and, by judicious choices of the various sequences in the basic inequality, reduce the various sums in (2.9) to simple, useful, forms.
3. MAIN RESULTS

There are basically two types of possible growth rates for entropy functions that yield interesting results on sup Lx, polynomial growth of the form \( N_C(\varepsilon) \sim \alpha \varepsilon^{-\kappa} \), or exponential growth of the form \( N_C(\varepsilon) \sim \exp(\varepsilon^{-\kappa}) \). Faster than exponential growth rates yield discontinuous, unbounded processes for which no non-trivial bound on the distribution of sup L can exist, and slower than power rates are generally just not interesting. In this paper we shall study only polynomial entropies, and shall show how to relate the \( \kappa \) above to the \( \alpha \) of (1.4). For some remarks on exponential entropies, see Section 6.

Polynomial entropies, while initially seemingly restrictive, cover a wide range of examples, including random fields indexed by finite dimensional Euclidean space and processes indexed by spaces of sets, such as polygons, that are describable by a finite number of parameters. Processes indexed by Vapnik-Cervonenkis classes of sets or functions (c.f. Section 6) are also described by polynomial entropies. (c.f., for example, Dudley (1973, 78, 84).)

For the first result, we shall assume only minimal information on C, which also turns out to be all that is required if L is stationary on C (implied by \( ||x|| = \text{const.} \) for all \( x \in C \) and \( (x,y)=f(x-y) \) for all \( x,y \in C \) and some positive definite \( f \)). To be more precise, we assume there exist positive constants \( \alpha \) and \( \kappa \) such that

\[
(3.1) \quad N_C(\varepsilon) \leq N_C(0,\sigma,\varepsilon) \leq \alpha \varepsilon^{-\kappa}
\]

for small enough \( \varepsilon \). Then it is easy to show via the basic inequality (2.9) (c.f. Section 5) that for large enough \( p \geq 2 \) and all \( \lambda >(1+4\kappa\lambda p)^{1/2} \)
To the reader acquainted with Fernique (1975) this inequality should appear familiar, for he has a similar inequality for processes on Euclidean space. It is in fact a simple matter to derive Fernique's inequality from (3.2).

Via (3.2) it is not hard to prove the following result, closely related to Théorème 2.1 of Weber (1980) in the case $|x| = \sigma = 1$ for all $x$.

**Theorem 3.1** Suppose $N_C(\varepsilon) \leq a\varepsilon^{-k}$ for all $\varepsilon \varepsilon (0, \varepsilon_0]$. Define the following constants.

$$b = b(\kappa, \varepsilon_0) = \begin{cases} \max(\varepsilon_0^{-\frac{1}{8}}, 2, 2\kappa+1) & 0 < \kappa < 4, \\ \max(\varepsilon_0^{-\frac{1}{8}}, 2, 1 + \ln \kappa) & \kappa \geq 4, \end{cases}$$

$$M_1 = \frac{5}{2} a(\sigma + \frac{1}{2}) \exp\{(2\sigma + \frac{1}{2})/\sigma^2\},$$

$$M_2 = \frac{5}{2} a(\sigma + \frac{1}{2}) \exp\{(2\sigma + \frac{1}{2})/\sigma^4\}.$$ 

Then, for all $\lambda \geq 2b(\sigma + \frac{1}{2})^2$,

$$P\{\sup_{x \in \mathcal{C}} |L^x| > \lambda(\sigma + 2p\sigma^{-2}) \} \leq \frac{5}{2} a\lambda^{2\kappa-1} e^{-\lambda^2/2\sigma^2} \exp\{2(\sigma + \lambda^2)/\sigma^4\}$$

$$\leq M_2 \lambda^{2\kappa-1} e^{-\lambda^2/2\sigma^2}.$$ 

Two things should be noted about this result. The first is that since the assumptions assume nothing about the variation of $|x|$ on $\mathcal{C}$, (3.3) is unlikely to lead to sharp bounds for non-homogeneous processes. In fact, it doesn't. Secondly, the constants in (3.3), while a little unwieldy, are identifiable. As we assume finer structure on $\mathcal{C}$, while we shall get smaller powers for the power of $\lambda$ in (3.3), we shall lose track of the constants. (In principle, we could always keep track of the...
constants, but one reaches a point where they become so complicated that it no longer seems worthwhile to expend the not inconsiderable effort required to do so.)

Our first step away from homogeneity will be to divide $C$ into two regions, in one of which $||x||$ is close to its maximum $\sigma$, and to concentrate on the separate entropies of these regions. In particular, from experience with Gaussian processes on $\mathbb{R}$ (e.g., Berman (1985b)) we should expect that the distribution of $P(\sup_{x \in C} |Lx| > \lambda)$ for large $C$ should be determined primarily by the entropy $N_C(\delta, \sigma, \varepsilon)$ as $\delta \to \sigma$. This idea leads to the following result, in which, in most applications, we shall choose an $f$ such that $f(\delta) \to 0$ as $\delta \to \sigma$.

**Theorem 3.2** Let $f:(0,\sigma) \to \mathbb{R}$ be such that there exist positive constants $a, \kappa$ and $\varepsilon_0$ such that for all $\varepsilon \in (0, \varepsilon_0)$, $\delta \in (0, \sigma)$,

$$N_C(0, \delta, \varepsilon) \leq a e^{-\kappa}, \quad N_C(\delta, \sigma, \varepsilon f(\delta)) \leq a e^{-\kappa}.$$  

Then for each $\delta$ and all $\lambda > \lambda^*(\varepsilon_0, \delta, \sigma, \kappa, f)$ we have

$$P(\sup_{x \in C} |Lx| > \lambda)$$

$$\leq \frac{5}{2} a(\sigma+1) \exp\left(\frac{2(\sigma+1)}{\sigma}\right) \frac{\lambda^{-\frac{1}{2}} \lambda^{2\kappa} f(\delta)}{\sigma} \left[\lambda^{-2} + \frac{(\sigma-\delta)}{2}\right]^{-\kappa} e^{-\lambda^2/2\sigma^2}$$

$$\leq M \lambda^{-1} e^{-\lambda^2/2\sigma^2} \left[\lambda^{-2} + \frac{1}{2(\sigma-\delta)}\right]^{-\kappa}$$

where $M = \frac{5}{2} a(\sigma+1) \exp\left(\frac{2(\sigma+1)}{\sigma}\right)$ and $\lambda^*$ is the smallest $\lambda$ satisfying the following three conditions:

$$\lambda \geq \min(\kappa, \varepsilon_0) - \frac{(\sigma-\delta)}{2} \frac{1}{\kappa}.$$
\begin{align}
\lambda &\geq \max(2, e_0^{-\frac{1}{2}}, e^{-\frac{1}{2}}(\delta)), \\
(3.8) \quad &\lambda \geq \begin{cases} 
2(\sigma + \frac{1}{2})^2(2\kappa+1) & 0 < \kappa < 4, \\
2(\sigma + \frac{1}{2})^2(1+2\sqrt{2}\pi\kappa) & \kappa \geq 4.
\end{cases}
\end{align}

Note how the conditions on the constants are becoming unwieldy.

To see how this result works, let us prove a simple corollary.

The idea of the corollary is to introduce a parameter of "non-homogeneity", \( \alpha \), for \( C \) that describes the sizes of subsets of \( C \) over which \( ||x|| \) is close to its overall supremum \( \sigma \). Homogeneity is described by \( \alpha = 0 \), with increasing \( \alpha \) describing increasing non-homogeneity. The result is

**Corollary 3.1** Under the conditions of Theorem 3.2, if \( f \) satisfies

\begin{equation}
(3.9) \quad f(\delta) \leq c(\sigma-\delta)^\alpha
\end{equation}

for some positive \( \alpha \) and \( c \) then for sufficiently large \( \lambda \)

\begin{equation}
(3.10) \quad P\{\sup_{x\in C}\|Lx\| > \lambda\} \leq M\lambda^{-1} + 2\kappa/(1+\alpha)e^{-\lambda^2/2\sigma^2},
\end{equation}

where

\[ M = \frac{5}{2} a(c + 2^\kappa)(\sigma + \frac{1}{2})\exp 2(\sigma+1)/(\sigma^4). \]

(The interested reader can easily substitute into (3.6) - (3.8) to make the statement "sufficiently large \( \lambda \)" more precise.)

**Proof.** Set \( \delta = \sigma - \lambda^2/(1+\alpha) \), taking \( \lambda \) large enough for \( \delta \) to be positive. It is then straightforward to check that (3.6) - (3.8) are satisfied for large enough \( \lambda \). Clearly, as \( \lambda \to \infty \) we have \( \delta \to \sigma \). To
prove the corollary consider the last term in (3.5)

\[ \lambda^{2\kappa} \phi(\delta) + [\lambda^{-2} + (\sigma - \delta)]^{-\kappa} \leq c \lambda^{2\kappa} \lambda^{-2\kappa\alpha/(1+\alpha)} + (\lambda^{-2} + \delta^{-2}/(1+\alpha))^{-\kappa} \]

\[ \leq (c + 2\kappa) \lambda^{2\kappa} / (1+\alpha) \]

again for sufficiently large \( \lambda \). Substituting this into (3.5) establishes the corollary.

Note, again, that large \( \lambda \) sends \( \delta \) to \( \sigma \). That is, it is only the neighborhood in \( C \) for which \( \|x\| \) is close to \( \sigma \) that has any effect on the distribution of \( \sup |Lx| \). To convince ourselves that the assumption (3.9) has actually led to a sharper bound, we need only note that the power of \( \lambda \) in (3.10) is never larger than that in (3.3), where no such assumption was made.

Our next assumption on \( C \) will be that it possesses some sort of scaling property, in the sense that there are subsets of \( C \) which look much like \( C \) itself, except that the original norm has been changed by a scaling factor. The idea then is to partition \( C \) into a number of smaller pieces, study the supremum on each one of these via Theorem 3.2, (to yield Theorem 3.3) and then piece the various bounds together to bound the supremum over \( C \) itself, (Theorems 3.4, 3.5).

To this end, fix \( \theta > 0 \) and let \( G_{\theta} \) be a partition of \( C \) satisfying

(3.11) \[ \sup_{x, y \in A} \|x-y\| < \theta \text{ for all } A \in G_{\theta}. \]

Define \( N_{C}^{G}(\theta) := \#G_{\theta} \). Clearly \( N_{C}^{G}(\theta) \geq N_{C}(\theta) \), since the latter entropy is related to an \( G_{\theta} \) of minimal cardinality. In general however we shall want to choose \( G_{\theta} \) so that both entropies are effectively the same. Now we introduce the "scaling hypothesis", by assuming the existence of a function \( f \) and a constant \( a \) such that
(3.12) \[ N_A(f(\theta)e) \leq ae^{-K} \] for all \( A \in G_\theta \), and small enough \( \epsilon, \theta > 0 \). Such an \( f \) always exists. (Take \( f \equiv 1 \)!) Clearly, however, for this partitioning procedure to have any value, we shall want \( f(\theta) \downarrow 0 \) as \( \theta \downarrow 0 \). Nevertheless, it is not necessary to assume this at this stage, and the bounds in Theorem 3.3 and its corollaries are correct for any \( f \).

If \( f \) does not decrease to zero, however, they are uninteresting.

Note that it would be nice to replace (3.12) with the more pleasing condition \( N_A(f(\theta)e) \leq N_C(e) \) comparing entropies. However, such a condition turns out to be impractical in examples, since we generally do not have the precise form of \( N_C(e) \), but only its growth rate.

Note, also, that we can always take \( N_C^G(\theta) \) to be non-increasing, and, given some \( f \) satisfying (3.12), its left continuous monotone (non-decreasing) rearrangement also satisfies (3.12). Thus, in what follows, we shall always take \( f \) left continuous. Consequently, fixing some \( p > 2 \), the function

\[ g(\theta) := \theta + 2f(\theta)/p^2 \]

can also be taken to be left continuous, so that its inverse

\[ g^{-1}(n) := \sup \{ \theta : g(\theta) \leq n \} \]

is well defined. We can now state the following result which is closely related to Théorème 2.1.1 of Weber (1978) in the case \( ||x|| = 1 \). Our style of proof is completely different however.

**Theorem 3.3** Suppose \( N_C^G(e) < ae^{-K} \) for \( \epsilon \in (0, \epsilon_0] \), and that, for all \( \epsilon \in (0, \epsilon_0], G_\theta \) and \( f \) satisfy (3.12). Then for every \( p > \max(2, \epsilon_0^{-1/2}) \), any \( A \in G_\theta \), \( \sigma_A := \sup_x ||x|| \), and all \( \lambda > g(\theta)(1+4\kappa^2np)^{1/2} \)

\[ P(\sup_{x \in A} ||x|| > \lambda) \leq \psi([\lambda-g(\theta)(1+4\kappa^2np)^{1/2}]/\sigma_A) \]

\[ + 4ap^{2\kappa}\psi(\lambda/g(\theta)) \]

\[ + 4ap^{2\kappa}\sigma_A^{-1}e^{-\lambda^2/2\sigma_A^2} \exp(\lambda^2g(\theta)/2\sigma_A^4). \]
There is an easy corollary to this theorem that is far more illuminating. For large enough $\lambda$, set

$$\theta_\lambda = g^{-1}(\lceil \lambda^2 (1+4\kappa\lambda n)p \rceil^{1/2})$$

and substitute into (3.13). Then apply the standard inequality $\psi(u) < \sqrt{2/\pi} u^{-1} e^{-u^2/2}, u > 0$, to obtain

**Corollary 3.2** Under the conditions of Theorem 3.3 we have, for all $\lambda > \max(1.1, \{g(\sqrt{2})(1+4\kappa\lambda n)/2\}^{1/2})$, $\lambda \geq \theta_\lambda$, and $x \in \mathbb{R}$,

$$P(\sup_{x \in A} |Lx| > \lambda) \leq c_1 \lambda^{-1} e^{-k\lambda^2/\sigma_A^2} + c_2 \lambda^{-2} \exp\{-k\lambda^2(1+4\kappa\lambda n)\},$$

where

$$c_1 = 6\sigma_A e^{1/\sigma^2} + 4a\sigma^2, \quad c_2 = 2\exp(2\sigma^4(1+4\kappa\lambda n) - 1)$$

(The constant 6 in $c_1$ comes from $\lambda > 1.1$. In general, 6 can be replaced by $(1-\lambda^{-2})^{-1}$.)

An irritating aspect of both Theorem 3.3 and its corollary are that the constants diverge as $\sigma_A \to 0$. The same phenomenon occurs in Berman's (1985a) Theorem 3.1. In the following corollary, we show that this can easily be avoided via a simple trick, due, a referee tells us, to Lévy.

**Corollary 3.3** Both Theorem 3.3 and Corollary 3.2 hold if we replace $\sigma_A$ in the bounds by any $\sigma > \sigma_A$, as long as we then double the constants.

The proof is easy, so we give it now. Note firstly that if $Z_t$, $t \in T$, is any collection of a.s. bounded, zero mean, Gaussian variables, and $Y$ an independent zero mean Gaussian variable, then
To use this inequality, take $\sigma \geq \sigma_A$ and $Y$ zero mean Gaussian with variance $\sigma^2 - \sigma_A^2$, independent of $L_x$ for all $x \in A$, and define a new process $L^*$ by $L^*x = Lx + Y$. Consider the image of $A$ under $L^*$, call it $A^*$, as part of an $L^2$ space of Gaussian variables, where for any two points, $u, v$ in the image such that $u = L^*x, v = L^*y, x, y \in A$ their inner product $(u, v)_*$ is given by $E(L^*x, L^*y)$. Then clearly

$$\|u\|_* = \|x\| + \sigma^2 - \sigma_A^2, \quad \|u - v\|_* = \|x - y\|.$$ 

Consequently, $\sup_{A^*}\|u\|_* = \sigma^2$ and $A^*$ has the same entropy function as $A$. Let $I$ be the identity map on this set. Then $I$ is clearly isonormal on $A^*$, and $\sup_{A^*}\|u\| = \sup_A\|L^*x\|$. Thus, we can apply Theorem 3.3 and Corollary 3.2 to $I$ and then note (3.15) with $Z = L$ to prove the corollary.

Now let us pause for a moment to consider the import of Theorem 3.3 and its corollaries. It is clear from Corollary 3.2 that for large $\lambda$, we find that the dominant term in the bound is $O(\lambda^{-1}e^{-1/2\lambda^2/\sigma_A^2})$. But this is of the order of the probability that a single zero mean Gaussian variable with variance $\sigma_A^2$ is greater than $\lambda$. That is, we have replaced the supremum of $L$ over $A$ by its value at one point only. Essentially, this has been done by making $A$ small as $\lambda$ becomes large, since $A \in G_{\theta\lambda}$ and $\theta_{\lambda}$ will be small for $\lambda$ large. That is, we have achieved at this stage a discretization of the supremum.
problem. This is actually the heart of the solution, for all we need
do now is sum the bounds of Theorem 3.3 and its corollaries over the
various sets in $G_\theta$ to bound the supremum over the whole of $C$.

To sum these bounds efficiently, we require further assumptions
on the structure of $C$, as in the following two results, with which
we complete this section, and in which we finally give up trying to
keep track of constants. In the first result we shall, as in Theorem 3.2,
concern ourselves primarily with regions of $C$ of large norm.

**Theorem 3.4** Suppose $N_C(\varepsilon) \leq a\varepsilon^{-\kappa}$ for $\varepsilon \in (0,\varepsilon_0]$, and that there
exist constants $c$ and $\beta$ such that for each $\theta \in (0,\theta_0]$ there
exists a partition $G_\theta$ of $C$ and constants $n_\theta, \delta_0(\theta)$ so that

$$(3.16) \quad n(\delta, \theta) \leq c(\sigma - \delta)\beta N_C^G(\theta) + n_\theta \quad \text{for all } \delta \in (0, \delta_0(\theta)].$$

where

$$(3.17) \quad n(\delta, \theta) = \#\{A \in G_\theta : A \cap C^+ \neq \emptyset\}.$$

Then, there exist constants $c_1$ and $c_2$ such that for sufficiently
large $\lambda$

$$(3.18) \quad P(\sup_{x \in C} |L_x| > \lambda) \leq c_1 N_C^G(\theta, \lambda) \lambda^{-1-2\beta}(\ln \lambda)^{\beta} e^{-\lambda^2/2\sigma^2} + c_2 n_\theta \lambda^{-1} e^{-\lambda^2/2\sigma^2}.$$

Here $c_1$ and $c_2$ depend on $c, \beta, \sigma, \delta_0$, and an arbitrary $p$, but
not on $\lambda$. The factor $\theta, \lambda$ is defined at (3.14).

Our final task is to free ourselves of the logarithmic term in
(3.18) by partitioning $C$ even more finely.

**Theorem 3.5** Assume the assumptions of Theorem 3.4, but replace (3.16)
by: There exists a $\Delta_0(\theta)$ such that for all $0 < \delta_2 - \delta_1 < \Delta_0$
(3.19) \[ n(\delta_1, \delta_2, \theta) \leq c(\delta_2 - \delta_1)^2 N C G(\theta) + n_0, \]

where

(3.20) \[ n(\delta_1, \delta_2, \theta) = \#\{A \in G_\theta : A \cap C_1^+ \cap C_2^{-} \neq \emptyset\}. \]

Then there exist constants \( C_1 \) and \( C_2 \) such that for sufficiently large \( \lambda \)

(3.21) \[ P(\sup_{x \in C} |Lx| > \lambda) \leq c_1 N C G(\theta, \lambda) \lambda^{-1} e^{-\lambda^2/2\sigma^2} \]
\[ + c_2 n_0 \lambda^{-1} e^{-\lambda^2/2\sigma^2}. \]

We shall now see how to apply these results to specific examples.
4. **EXAMPLES**

Our examples are of two kinds. In some we simply re-derive known results. Our aim here is to show that the rather general theorems of the previous sections give, when applied to specific cases, the best possible results. The more interesting examples which (by "induction") we also feel give the best possible bounds, are new. In particular, Examples 4.3 and 4.4, which consider the suprema of rectangle and half-plane indexed Brownian sheets, represent the first time sharp (asymptotic) bounds have been obtained for set indexed processes.

All our examples deal not with the isonormal process on Hilbert space $H$ but with processes whose parameter space is generally somewhat simpler. Thus we shall have to translate these processes to the isonormal case. But this is easy, for if $X_t$ is a Gaussian process on, say, a metric space $(S,d)$ with continuous covariance function $R(s,t)$, then we simply identify $H$ with the $L^2$ space of $X$, and $C \subset H$ with the set \{$x \in H$: $x = X_t$ for some $t \in S$.\}. For $x=X_t$, $y=X_s$ in $C$ we have $(x,y)_H = R(t,s)$. Clearly $L$ is now the identity operator, so that $Lx$ is simply $x$ identified as a Gaussian variable rather than an element of $H$. Furthermore $\sup_{x \in C} |Lx| = \sup_{t \in S} |X_t|$.

Entropy calculations are only slightly more involved, for we shall generally partition $C$ by first partitioning $S$ (this is usually geometrically simpler) and then letting the above identification induce a corresponding partition on $C$. We shall work the first example carefully to explain what is happening. In the later examples, we shall skimp on detail.
Example 4.1. Let $X$ be a stationary, separable process on $[0,1]$ with zero mean and covariance function $R(t)$, which, for some positive $a_1$, $\beta$ and $\gamma_1$ satisfies

\[(4.1) \quad 1 > R(t) > 1 - a_1 t^\beta \quad \text{for all } t \in [0, \gamma_1]\]

Let $\sigma(t)$ be a positive, continuous, monotonically increasing function on $[0,1]$ such that for some $\gamma_2 > 0$, $0 < a_2 \leq a_3$ and some $\alpha > 0$

\[(4.2) \quad a_2 |t-s|^{a} \leq |\sigma(t) - \sigma(s)| \leq a_3 |t-s|^a \quad \text{whenever } |t-s| < \gamma_2.

Define now a scaled version of $X$ by

$Y(t) = \sigma(t)X(t), \quad t \in [0,1].$

We think of $Y$ as a **locally stationary** process, (c.f. Berman (1974)) and shall show that

\[(4.3) \quad P\{\sup_{[0,1]} |Y(t)| > \lambda\} \leq \begin{cases} 
  c_1 \lambda^{-1} e^{-\lambda^2/2\sigma^2(1)}, & \beta > \alpha > 0, \\
  c_2 \lambda^{-1-2/\alpha+2/\beta} e^{-\lambda^2/2\sigma^2(1)} & 0 < \beta \leq \alpha,
\end{cases}\]

for some finite $c_1$ and $c_2$ and all $\lambda > 0$.

Before we prove (4.3), which we shall do via Theorem 3.5, it is instructive to consider how close we could get to (4.3) via existing theory. If we apply Berman's (1985a) recent bound, then the best we can do is a bound of the form

\[(4.4) \quad P\{\sup_{[0,1]} |Y(t)| > \lambda\} \leq \begin{cases} 
  c_\lambda^{-1+1/\alpha} e^{-\lambda^2/2\sigma^2(1)}, & \beta > 2\alpha > 0, \\
  c_\lambda^{-1+2/\beta} e^{-\lambda^2/2\sigma^2(1)} & 0 < \beta < 2\alpha.
\end{cases}\]
This is clearly poorer than (4.3). [A proof of (4.4) follows easily from (4.5) below and Example 4.1 of Berman (1985a).] The above result could also be obtained, within the framework of this paper, via Theorem 3.3, which is effectively the analogue of Berman's result for the isonormal process.

One could also try to apply Weber's (1980) Théorème 2.1 here. In fact, his result is not strictly applicable, unless strict equality hold in (4.1) and (4.2). Assuming this, one obtains a result like (4.4), but with an extra factor of \( \log \lambda \) in the bounds. Thus Weber's result is weaker yet than Berman's.

Finally, before commencing the proof, we note that bounds similar to (4.3) have been obtained for processes displaying covariance behaviour similar to that displayed by our \( Y(t) \) by Piterbarg and Prisjaznjuk (1979). They actually do better than (4.3) for their case, for using arguments in the style of Pickands (1969a,b) they both identify the constants in their bound and show that the bound is sharp.

Throughout the proof we shall consider \( Y(t) \) to be both a random variable and a point in \( H \). From (4.1) and (4.2) we have that for all \( s, t \) with \( |t-s| < \gamma_1 \wedge \gamma_2 \)

\[
(4.5) \quad ||Y(t) - Y(s)||^2 = E(||\sigma(t)X(t) - \sigma(s)X(s)||^2) \\
\quad \quad \quad \leq a_3^2|t-s|^{2\alpha} + 2\sigma^2(1)a_1|t-s|^\beta.
\]

We now divide the argument to two distinct cases, and consider firstly \( \beta > 2\alpha \). Then, via (4.5),

\[
(4.6) \quad ||Y(t) - Y(s)|| \leq (a_3^2 + 2\sigma^2(1)a_1)^{\frac{\beta}{\alpha}}|t-s|^\alpha = a_4^\prime|t-s|^\alpha.
\]
To partition $C$, for each $\varepsilon > 0$, we simply partition the unit interval in sub-intervals each of length $(2\varepsilon/a_4)^{1/\alpha}$, and then map these intervals into $C$ by the correspondence $t \mapsto \gamma(t)$. Clearly then $N_C(\varepsilon) \leq (2\varepsilon/a_4)^{-1/\alpha}$ for small enough $\varepsilon$, so that we have polynomial entropy with $\kappa = 1/\alpha$.

(Actually, it is not quite true that $N_C(\varepsilon) \leq (2\varepsilon/a_4)^{-1/\alpha}$, for a true upper bound is $1 + [(2\varepsilon/a_4)^{-1/\alpha}]$, where, here, $[x]$ is the integer part of $x$. Nevertheless, to make life a little easier, let us agree here that henceforth every time we bound an entropy by some non-integer, we allow ourselves the freedom of adding a minor "integer-correction factor", if necessary. This involves no real loss of precision.)

To obtain (4.3), we shall apply Theorem 3.5. For this we need a handle on the function $n(\delta_1, \delta_2, \theta)$ of (3.19), and to determine the $\theta_\lambda$ for this problem. To do this, fix $\theta$, and let $G_\theta$ be the partition just described, but based on intervals of length $(\theta/a_4)^{1/\alpha}$. Subdividing each $A \in G_\theta$ according to the same principle, we easily obtain

$$N_C(\theta) = (\theta/a_4)^{-1/\alpha} \text{ and } N_A(\varepsilon, \theta) \leq \varepsilon^{-1/\alpha} \text{ for small enough } \varepsilon \text{ and } \theta.$$  

Fix $p \geq 2$, and compare this with (3.12). We see we can take $f(\theta) = \theta$ there, so that the $g(\theta)$ of (3.13) is given by $g(\theta) = \theta(1+2p^{-2})$, and the $\theta_\lambda$ of (3.14) by

$$\theta_\lambda = \lambda^{-1}[(1+2p^{-2})(1+4\pi p/a)^1\gamma]^{-1}. \tag{4.7}$$

Now take $\sigma(0) \leq \delta_1 \leq \delta_2 \leq \sigma(1)$ and consider the set $C_{\delta_1}^+ \cap C_{\delta_2}^-$. It is easy to see (we leave the algebra to the reader) that for

$$\delta_2 - \delta_1 = a_3 \gamma_2 \text{ this set is the image of an interval in } [0,1] \text{ of length between } a_3^{-1}(\delta_2 - \delta_1)^{1/\alpha} \text{ and } a_2^{-1}(\delta_2 - \delta_1)^{1/\alpha}.$$  

To finally bound $n(\delta_1, \delta_2, \theta) = \#(A \in G_\theta : A \cap C_{\delta_1}^+ \cap C_{\delta_2}^- \neq \emptyset)$ for
\[ |\delta_2 - \delta_1| < \Delta_0(\theta), \text{ set } \Delta_0(\theta) = \theta^2. \] Then since each \( A \in G_\theta \) is the image of an interval of length \( 0(\theta^{1/\alpha}) \) and \( C_{\delta_1}^+ \cap C_{\delta_2}^- \) the image of an interval of length at most \( 0(\theta^{2/\alpha}) \), we have that \( n(\delta_1, \delta_2, \theta) \) is at most two. Thus (3.19) is satisfied for all positive \( \beta \) with \( n_\theta = 2 \), and all the conditions of Theorem 3.5 are satisfied. Consequently (3.21) holds for every \( \beta > 2\alpha \). Take \( \beta \) arbitrarily large in (3.21) to obtain (4.3) and prove our result for the case \( \beta > 2\alpha \).

Now take \( \beta < 2\alpha \). Then by (4.6) we have for small \( |t-s| \) that
\[ ||Y(t) - Y(s)|| \leq a_4 |t-s|^\beta/2. \] The argument above thus gives polynomial entropy with \( \kappa = 2/\beta \). Defining \( G_\theta \) as the image of intervals of length \( (\theta/a_4)^{2/\beta} \), we once again find \( f(\theta) = \theta \) but now
\[ \theta_\lambda = \lambda^{-1}[(1+2p^{-2})(1+8|\ln p|)^{\beta}]^{-1}. \]

The set \( C_{\delta_1}^+ \cap C_{\delta_2}^- \) remains as it was above. Again take \( \Delta_0(\theta) = \theta^2 \) and consider \( n(\delta_2, \delta_1, \theta) \). If \( \theta \in (\alpha, 2\alpha) \) then, once again, as \( \theta \searrow 0 \) we find \( n(\delta_1, \delta_2, \theta) \leq 2 \) for \( \delta_2 - \delta_1 < \Delta_0(\theta) \). Consequently, in this case the argument is precisely as above, and we now have (4.3) for all \( \beta > \alpha \).

If \( 0 < \beta \leq \alpha \) the intervals mapping into \( G_\theta \) can be shorter than those mapping onto the \( C_{\delta_1}^+ \cap C_{\delta_2}^- \), (lengths \( 0(\theta^{2/\beta}) \) versus \( (\delta_2 - \delta_1)^{1/\alpha} \leq 0(\theta^{1/\alpha}) \)). Consequently, noting that \( N_C G(\theta) = (\theta/a_4)^{-2/\beta} \), we obtain
\[ n(\delta_1, \delta_2, \theta) \leq 2 + c(\delta_2 - \delta_1)^{1/\alpha} N_C G(\theta) \]
for some finite \( c \). That is, we have the right bound for (3.19) of Theorem 3.5. Substitution into (3.21) completes the proof.
Our remaining examples are all connected with Brownian sheets. Let \( \lambda_k \) be Lebesgue measure on \([0,1]^k\). The zero mean Gaussian process \( W \) defined on Borel sets in \([0,1]^k\) with covariance

\[
E[W(A)W(B)] = \lambda_k(A \cap B),
\]

is called the set indexed Brownian sheet. The pinned version of \( W \), denoted by

\[
\tilde{W}(A) := W(A) - \lambda_k(A)W([0,1]^k)
\]

has covariance

\[
E(\tilde{W}(A)\tilde{W}(B)) = \lambda_k(A \cap B) - \lambda_k(A)\lambda_k(B).
\]

For the special case of \( W \) indexed only by \( k \)-intervals of the form \( \prod_{i=1}^k [0,t_i] \), we write \( W(t) := W(A_t) \) and \( \tilde{W}(t) = \tilde{W}(A_t) \), and call \( W(t) \) and \( \tilde{W}(t) \) the point indexed sheet and pinned sheet, respectively.

\( W(t) \) is of particular interest as the natural \( k \)-dimensional generalisation of Brownian motion while \( \tilde{W}(A) \) arises as a weak limit in an empirical measure setting. (c.f. Dudley (1978).) We start with the point indexed pinned sheet.

**Example 4.2** Let \( \tilde{W} \) be a point indexed Brownian sheet on \([0,1]^k\). Then there exists a finite \( c \) such that

\[
P\{\sup_{[0,1]^k} |\tilde{W}(t)| > \lambda\} \leq c\lambda^{2(k-1)}e^{-2\lambda^2}.
\]
This result was originally established in somewhat greater generality in Adler and Brown (1985), where it was also shown that this bound serves, for different $\epsilon$, as a lower bound as well. It is not, however, obtainable from any other general Gaussian bound. Using Berman's (1984a) result, or our Theorem 3.3, the best bound possible is only $O(\lambda^{2k-1}e^{-2\lambda^2})$.

We rederive the result here to show how it can be obtained from the general theory. Once again, we shall apply Theorem 3.5, so we are basically concerned with finding a good bound for $n(\delta_1, \delta_2, \theta)$, and the other factors in (3.19).

We commence by noting

\begin{equation}
||\hat{W}(t) - \hat{W}(s)||^2 = E[(\hat{W}(t) - \hat{W}(s))^2] 
\leq \lambda(A_t A_s) \leq \sum_{i=1}^{k} |t_i - s_i|, 
\end{equation}

for all $s, t \in [0,1]^k$. Now, for each $\theta > 0$ set $m_\theta := \lceil k\theta^{-2} \rceil$ ($[x]$: integer part of $x$) and define the partition $I_\theta$ of $[0,1]^k$ by

$$
I_\theta = \{ A \in [0,1]^k : A = \prod_{i=1}^{k} \left( n_i / m_\theta , (n_i + 1) / m_\theta \right) n_i = 0,1, \ldots, m_\theta - 1 \}.
$$

Furthermore, let $G_\theta$ be the partition $I_\theta$ induces in $\hat{W}$, the $L^2$ space of $\hat{W}$. By (4.11), if $x, y \in A \in G_\theta$, then $||x-y|| \leq \theta$, so that $G_\theta$ is a partition of the type required for Theorem 3.5, and

\begin{equation}
N_C^{G(\theta)} = [k/\theta^2]^k \leq 3k^{k+2k},
\end{equation}
the inequality following by simple algebra. By (4.12), C has polynomial entropy with \( \kappa \leq 2k \). We now check the scaling property.

Fix \( \epsilon > 0 \), set \( p_\epsilon := [\epsilon^{-2}] \), divide each \( A_\epsilon I_\theta \) into \( p_\epsilon^k \) equal \( k \)-intervals, and map these into the corresponding \( A_\epsilon G_\theta \). Applying (4.11) once again, it is easy to check that

\[
N_A(\theta \epsilon) \leq 3\epsilon^{-2k} \quad \text{for all } \epsilon < (2k)^{-\frac{1}{2}} \text{ and } A_\epsilon G_\theta.
\]

Thus we can take \( f(\theta) = \theta \) in (3.12) and, for some \( p \geq 2 \),

\[
(4.13) \quad \theta^{-1} = \lambda^{-1}[(1+2p^{-2})(1+8kp)^{\frac{1}{2}}]^{-1}.
\]

All that remains is to investigate \( n(\delta_1, \delta_2, \theta) \). Firstly note that it suffices to consider \( \delta_1 > \frac{1}{k} \), for we can break up \( C \) into two parts, over which \( \|x\| \leq \frac{1}{k} \) and \( \|x\| > \frac{1}{k} \). Over the first part the inequality (1.1) gives us an upper bound of \( O(\epsilon^{-8\lambda^2}) \) for the tail of the supremum, which is clearly of smaller order than the desired (4.10). Thus the case \( \delta_1 \leq \frac{1}{k} \) can be neglected. Now note that \( C^+_{\delta_1} \cap C^-_{\delta_2} \) is the image of the following set, in which we write \( |t| \) for \( t_1 \times \ldots \times t_k \).

\[
(4.14) \quad I(\delta_1, \delta_2) = \{t: |t|^2 \leq |t|(1-|t|) \leq \delta_2^2\}
\]

\[
= \{t: \frac{1}{2} - (\delta_1^2)^{\frac{1}{2}} \leq |t| \leq \frac{1}{2} - (\delta_2^2)^{\frac{1}{2}}\}
\]

\[
U\{t: \frac{1}{2} + (\delta_1^2)^{\frac{1}{2}} \leq |t| \leq \frac{1}{2} + (\delta_2^2)^{\frac{1}{2}}\}
\]

The second line follows via a little elementary algebra. To count the number of \( A \) from \( I_\theta \) that intersect \( I(\delta_1, \delta_2) \) it suffices to count the number of lattice points of the form \( (n_1/m_\theta, \ldots, n_k/m_\theta) \) falling
in \( I(\delta_1, \delta_2) \). But this is relatively easy, for if we fix \( n_1, \ldots, n_{k-1} \) then some more algebra applied to (4.14) shows that no more than \( 32\sqrt{2}(\delta_2 - \delta_1)^{k}\theta_0 \) values of \( n_k \) are permissible. Allowing \( n_1, \ldots, n_{k-1} \) to vary, we thus obtain
\[
n(\delta_1, \delta_2, \theta) \leq c(m_\theta)^{k-1}(\delta_2 - \delta_1)^{k}\theta_0
\leq c(k)\theta^{-2k}(\delta_2 - \delta_1)^{k}
\leq c(\delta_2 - \delta_1)^{k}m_\theta^G(\theta).
\]

But this is all we need, for substitution into (3.21), on noting that \( \sigma^2 = \frac{1}{k} \) for this problem, immediately establishes the required (4.10).

**Example 4.3** Let \( R_k \) be the set of all \( k \)-intervals of the form \([s, t] = \prod_{i=1}^{k} [s_i, t_i] \) contained in \([0, 1]^k\). Then there exists a constant \( c \) such that
\[
(4.15) \quad P(\sup_{R_k} |W(A)| > \lambda) \leq c\lambda^2(2k-1)e^{-2\lambda^2}.
\]

Before we prove this result, we shall establish its sharpness by showing that there exists a \( c' \) such that
\[
(4.16) \quad c'\lambda^2(2k-1)e^{-2\lambda^2} \leq P(\sup_{R_k} |W(\lambda)| > \lambda).
\]

We shall prove this for \( k=2 \). For \( k>2 \) the proof is basically the same, the notation is just a little longer. Let \( A = [s, t] \) be a rectangle in \([0, 1]^2\), and define a mapping \( T: R_2 \to [0, 1]^4 \) by
\[
T([s, t]) = \left( \frac{t_1 - s_1}{t_1}, t_1, \frac{t_2 - s_2}{t_2}, t_2 \right).
\]
Clearly we must have $0 \leq s_i \leq t_i \leq 1$, $i=1,2$ for $[s,t]$ to be in $R_2$, and so it is easy to see that $T$ is one-one and onto. The inverse mapping is defined by

$$(4.17) \quad T^{-1}(z_1, z_2, z_3, z_4) = [(z_2(z_1), z_4(1-z_3)), (z_2, z_4)].$$

Now define a process $X(z)$ on $[0,1]^4$ by $X(z) = \bar{W}(T^{-1}(z))$. This process is clearly Gaussian with zero mean, and it follows from (4.17) and (4.8) that

$$(4.18) \quad \mathbb{E}[X^2(z)] = \lambda(T^{-1}(z)) = |z| - |z|^2$$

This is the variance of the point indexed sheet on $[0,1]^4$. After a page or so of elementary algebra, one can also derive the rather useful inequality that for any $A, B \in R_2$,

$$\lambda(A \cap B) \leq \prod_{i=1}^{4} [T_i(A) \Lambda T_i(B)]$$

where $T_i(A)$ is the $i$-th coordinate of $T(A)$. An immediate consequence of this is that

$$\mathbb{E}[X(u)X(v)] = \mathbb{E}[\bar{W}(T^{-1}(u))\bar{W}(T^{-1}(v))] \leq \prod_{i=1}^{4} u_i \Lambda v_i - |u| \cdot |v|.$$ 

That is, the covariance function of $X$ is dominated by that of the point indexed sheet on $[0,1]^4$. Consequently, by (4.18) and Slepian's inequality (Slepian (1962)), the tail of $\sup X$ dominates that of the sheet. Theorem 2.2 of Adler and Brown (1985) states that this, in turn dominates $c' \lambda^6 e^{-2\lambda^2}$ for some $c'$, (or $c' \lambda^{2(2k-1)} e^{-2\lambda^2}$ for general $k$), so that (4.16) is proven.
Now to the upper bound. We shall give the main steps of the derivation and skip all the algebra, most of which is similar to that in the previous example. To define $G_\theta$, set $m_\theta = \lfloor 2k/\theta^2 \rfloor$, and let $G_\theta$ be the image in $\mathcal{H}$ of the partition of $\mathbb{R}^k$ given by $\bigcup_{\theta \in L_k(\theta)} A(J)$ where $L_k(\theta)$ is the set of all integer $2k$-tuples of the form $(j_1^{(1)}, j_1^{(2)}, \ldots, j_k^{(1)}, j_k^{(2)})$ with $j_i^{(1)} \leq j_i^{(2)}$, $i = 1, \ldots, k$, $j_i^{(k)} = 0, 1, \ldots, m_\theta - 1$, $i = 1, \ldots, k$, $k = 1, 2$ and $A(J)$ is the collection of all $k$-intervals $[x, y]$ satisfying $|x_j - j_j(1)/m_\theta| < \theta^2/2k$, $|y_j - j_j(2)/m_\theta| < \theta^2/2k$, $i = 1, \ldots, k$. It is easy to see that $G_\theta$ is a partition of the required form, and that

$$N_C G(\theta) \leq 3.4^{k^2} e^{-4k} = C_\theta e^{-4k}.$$  

Consequently we have polynomial entropy with parameter $\kappa = 4k$. Continuing the same procedure, it is easy to see that, for each $A \in G_\theta$, $N_A(\theta e) \leq C_\theta e^{-4k}$, so that as in the previous case we have $f(\theta) = \theta$ and $\theta_\lambda = C\lambda^{-1}$.

Now consider $C_1^+ \cap C_2^-$, which we can write as

$$B = \bigcap_{i=1}^k [x_i, y_i]: \delta_1^2 \leq \prod_{i=1}^k (y_i - x_i) - \prod_{i=1}^k (y_i - x_i)^2 \leq \delta_2^2.$$  

Again we can assume $\delta_1 > \frac{1}{2}$, and follow the procedure of the previous example to eventually obtain

$$n(\delta_1, \delta_2, \theta) \leq c N^G_\theta(\delta_2 - \delta_1)^{\frac{1}{2}} \quad \text{for} \quad \delta_2 - \delta_1 < C\theta^2.$$  

Substituting all the above into Theorem 3.5, together with the fact that $\sigma = \frac{1}{4}$, we prove (4.15)
The previous two examples almost seem to indicate that in working with Brownian sheets it is only the dimensionality, $d$, of the parameter space that determines the power of $\lambda$ in our bound. For example, for $\mathbb{W}$ on $[0,1]^k$, we have $d=k$ and the bound is $c\lambda^{2(d-1)}e^{-2\lambda^2}$. For $\mathbb{W}$ on $\mathbb{R}_k$, we have $d=2k$ (each $A \in \mathbb{R}_k$ can be specified by $2k$ parameters) and the bound is again $c\lambda^{2(d-1)}e^{-2\lambda^2}$. We find this once again in treating $\mathbb{W}$ indexed by all half-squares in $\mathbb{R}^2$, (which we shall write as $D_2^*$: $\{A \subseteq [0,1]^2: A = [0,1]^2 \cap \{(x,y): \alpha x + \beta y + \gamma \leq 0 \text{ some } \alpha, \beta, \gamma \in [-\infty, \infty] \}$, for which $d=2$.

**Example 4.4** For the Brownian sheet indexed by half-squares, we have

\[
(4.19) \quad P\{\sup_{A \subseteq D_2^*} |\mathbb{W}(A)| > \lambda\} \leq c\lambda^2 e^{-2\lambda^2},
\]

for some finite, positive $c$.

To commence the proof of (4.19) note firstly that if $A \in D_2^*$, then $\mathbb{W}(A) = -\mathbb{W}(A^c)$. Consequently we need only consider half of $D_2^*$, say those half squares that contain at least one of the points $(1,0)$ or $(1,1)$. We write this as $D_2^+$.

Let $S_1, \ldots, S_4$ denote the four sides of the unit square, $\{(x,y): 0 \leq x, y \leq 1\}$ on which, respectively, $x=0$, $x=1$, $y=0$, $y=1$. To define $G_\theta$, set $m_\theta = \lfloor \theta^{-2} \rfloor$ and $x_i^{(k)}(\theta)$ the point on $S_k$ at a distance $i/m_\theta$ from its start. Now let $A(\theta,k,i,j)$ be the collection of all half planes in $D_2^+$ with boundary intersecting $S_k$ between $x_i^{(k)}$ and $x_{i+1}^{(k)}$, and $S_\ell$ between $x_j^{(\ell)}$ and $x_{j+1}^{(\ell)}$. ($k,\ell=1,\ldots,4, k \neq i, i, j=0,1,\ldots,m_\theta^{-1}$). These $A$ clearly provide a partition of $D_2^+$, and we take the induced partition in the $L^2$ space of $\mathbb{W}$ as $G_\theta$. Clearly $G_\theta$ has the properties we generally require and, furthermore
(4.20) \( N_C^G(\theta) = \binom{4}{2}(m_{\theta}+1)^2 \leq 24\theta^{-4} \).

Consequently we have polynomial entropy with \( \kappa=4 \). To further subdivide
these sets, simply subdivide each interval \([x_{i-1}^{(k)}, x_i^{(k)}]\) more finely, so that simple calculations yield that \( N_A(\varepsilon \theta) \leq 4\varepsilon^{-4} \) for each such \( A \).
Consequently \( f(\theta) = \theta \) and for \( p \geq 2 \)
\[
\theta_\lambda = \lambda^{-1}(1+2p^{-2})(1+8np)^{\frac{1}{2}} - 1.
\]

It remains to estimate \( n(\delta_1, \delta_2, \theta) \), for which we must describe
\( C_+^{\delta_1} \cap C_-^{\delta_2} \). As before, this is made up of the image of all half squares
whose intersections with \([0,1]^2\) have area \( S \) satisfying either

(4.21) \( a_1 = \frac{1}{2} + (\frac{1}{2} - \delta_2)^{\frac{1}{2}} \leq S \leq \frac{1}{2} + (\frac{1}{2} - \delta_1)^{\frac{1}{2}} = b_1 \)

or

(4.22) \( a_2 = \frac{1}{2} - (\frac{1}{2} - \delta_1)^{\frac{1}{2}} \leq S \leq \frac{1}{2} - (\frac{1}{2} - \delta_2)^{\frac{1}{2}} = b_2 \)

We further divide \( C_+^{\delta_1} \cap C_-^{\delta_2} \), into the image of half squares whose
intersection with \([0,1]^2\) is a proper quadrilateral, and those that yield
a triangle. We shall count only the first case, the second can be treated
similarly, and yields same order of magnitude bounds on \( n(\delta_1, \delta_2, \theta) \). Clearly,
because of symmetry, we need only treat quadrilaterals including all of
the side \( S_2 \), for we then simply add a factor of two to our counting to
account for the side \( S_3 \).

Such quadrilaterals can be parametrized by two points \( u \) and \( v \)
representing, respectively the points of intersection of the boundary of
the half plane with the sides \( S_3 \) and \( S_4 \) of \([0,1]^2\). Then the area
of the quadrilateral is given by \( 1-\frac{1}{2}(u+v) \). For such a quadrilateral to
be in the pre-image of $C_{\delta_1}^+ \cap C_{\delta_2}^-$ it thus follows from (4.21) and (4.22) that
\[ 2(1-b_i) \leq u + v \leq 2(1-a_i) \quad \text{for } i=1 \text{ or } 2. \]

Similarly, if the coordinates $x_{i_1}^{(3)}(\theta)$ and $x_{i_2}^{(4)}(\theta)$ on $S_3$ and $S_4$ define a half square whose image lies in $C_{\delta_1}^+ \cap C_{\delta_2}^-$, then
\[ (4.23) \quad 2(1-b_i)m_\theta \leq i_1 + i_2 \leq 2(1-a_i)m_\theta \quad \text{for } i=1 \text{ or } 2. \]

For fixed $a_i, b_i$ the number of pairs $(i_1, i_2)$ satisfying (4.23) is no more than $2m_\theta^2(b_i - a_i)$. Now note that via a little algebra
\[ 16(b_i - a_i) = (1 - 4\delta_1^2)^{1/2} - (1 - 4\delta_2^2)^{1/2} \leq c(\delta_2 - \delta_1)^{1/2} \]

Using this and all the above we find that for small enough $\delta_2 - \delta_1$,
\[ n(\delta_1, \delta_2, \theta) \leq c(\delta_2 - \delta_1)^{1/2}m_\theta^2 \]
\[ = c(\delta_2 - \delta_1)^{1/2}N^G(\theta). \]

Now apply Theorem 3.5 and the fact that $\sigma = \frac{1}{2}$ to obtain (4.19) and so complete the proof.
5. PROOFS FOR SECTION 3

We need firstly to establish (3.2), i.e. for \( p \geq 2 \) and all \( \lambda > (1+4\kappa \lambda np)^{1/2} \)

\[
(5.1) \quad P\left( \sup_{C} |X| > \lambda (\sigma + 2p^{-2}) \right) \leq \frac{5}{2} \lambda p^{2} e^{-\lambda u^{2}} du.
\]

Our starting point is the basic inequality (2.9). There, put \( m=1 \), so that \( \delta_0 = 0 \), \( \delta_1 = \sigma \), and there is only one \( \lambda \) sequence and one \( \epsilon \) sequence. Set \( \epsilon_j = p^{-2j} \) and \( \lambda_j = \lambda 2^{j/2} \). Then (2.9) becomes

\[
(5.2) \quad P\left( \sup_{C} |X| > \lambda (\sigma + \sum_{j=1}^{\infty} 2^{j/2} p^{-2j}) \right) \leq \sum_{j=0}^{\infty} p^{\kappa 2^{j+1}} \psi(\lambda 2^{j/2}).
\]

The sums are easy to calculate. Following Fernique (1975), for \( j \geq 0 \)

\[
p^{-\kappa 2^{j+1}} \psi(\lambda 2^{j/2}) = \sqrt{2\pi} \int_{\lambda}^{\infty} \exp[-2^{j+1} \kappa \lambda n p + \frac{1}{8} j \lambda n^2 - u^2 2^{j-1}] du
\]

\[
\leq \sqrt{2\pi} \int_{\lambda}^{\infty} \exp[-2^{j+1} \kappa \lambda np + \frac{1}{8} (j \lambda n^2 + 1-2^j)] du,
\]

if \( \lambda > (1+4\kappa \lambda np) \). Consequently the rightmost sum in (5.2) is bounded by

\[
\lambda p^{2} \psi(\lambda) \sum_{j=0}^{\infty} 2^{j/2} \exp \frac{1}{4} (1-2^j).
\]

Evaluating the sum gives the upper bound in (5.1) with a little room to spare for the constant. The leftmost sum in (5.2) is easily bounded by \( 2p^{-2} \), and so (5.1) is established.

We can now start proving the theorems of section 3.

**Proof of Theorem 3.1** We commence with (5.1). Note firstly from the proof of (5.1) we require \( p^{-2} \leq \epsilon_0 \), i.e. \( p > \epsilon_0^{-1/2} \). We have also required \( p \geq 2 \).
Then by (5.1) and the fact $p \geq 2$ we have that for $\lambda > (\sigma + \frac{1}{2})(1 + 4\kappa \lambda np)^{\frac{1}{2}}$

(5.3) \[ P(\sup_{x} |Lx| > \lambda) \leq \frac{5}{2} ap^{2}\kappa \int_{\frac{\lambda}{(\sigma + 2p - 2)}}^{\infty} e^{-u^2/2} du \]

\[ \leq \frac{5}{2} ap^{2}\kappa \lambda^{-1}(\sigma + 2p^{-2}) \exp\{-\lambda^2/2(\sigma + 2p^{-2})^2\}, \]

the last line via the standard inequality. Now set $p = \lambda$ in (5.3), which can be done if we take $\lambda > \max(2, \epsilon_0^{-\frac{1}{2}})$ and $\lambda > (\sigma + \frac{1}{2})^2(1 + 4\kappa \lambda \epsilon_0^\frac{1}{2})$. Simple algebra converts these to the conditions on $\lambda$ given in the statement of the theorem. Then on substitution, we obtain

(5.4) \[ P(\sup_{x} |Lx| > \lambda) \leq \frac{5}{2} \alpha \lambda^{2\kappa - 1}(\sigma + \frac{1}{2}) \exp\{-\lambda^2/2(\sigma + 2\lambda^{-2})^2\}. \]

Under the conditions we have on $\lambda$, it is easy to check that the exponent here is bounded above by $\lambda^2/2\sigma^2 - 2(\sigma + \lambda^{-2})/\sigma^4$. This completes the proof.

**Proof of Theorem 3.2** We shall not keep track of the constants of the Theorem throughout. Doing so more than doubles the length of, and complicates, an otherwise simple argument. The interested reader can check the constants by adding to the following argument some simple algebra.

Fix $\delta \in (0, \sigma)$, choose $\lambda$ large, and note that we can always choose $f$ so that $f(\delta) \leq 1$. Then define

\[ p_1 = [\lambda^{-2} + \frac{1}{2}(\sigma - \delta)]^{-\frac{1}{2}}, \quad p_2 = \lambda f(\delta). \]

Both $p_1$ and $p_2$ are less than $\lambda$. Apply (5.3) to the two sets $C_1 := C^+ \cap C^-_{\delta}$ and $C_2 := C^+_{\delta} \cap C^-_{\sigma}$, using $p_1$ and $p_2$, respectively,
in place of the p there. We find

\[(5.5) \quad P(\sup |Lx| > \lambda) \leq c(\lambda^{\frac{1}{2}}(\sigma^2 + \sigma - \delta))^{-\frac{1}{2}} e^{-\lambda^2/2\sigma^2}, \]

bounding the exponent in (5.3) as in (5.4). Furthermore

\[(5.6) \quad P(\sup |Lx| > \lambda) \leq c(\lambda^{\frac{1}{2}}(\lambda))^{-\frac{1}{2}} e^{-\lambda^2/2\sigma^2}. \]

Combining (5.5) and (5.6) proves the theorem.

**Proof of Theorem 3.3** The idea of the proof is simple. If \( \theta \) is small, then so are the sets in \( G_\theta \). For \( A \in G_\theta \), choose some \( x^* \in A \). For each \( x \in A \), write \( L = Lx^* + L(x-x^*) \). Since \( ||x-x^*|| \) must be small, \( L(x-x^*) \) should be also small (stochastically). To show this we consider \( L(x-x^*) \) conditional on \( Lx^* \), using an idea used previously in Adler and Brown (1985) and Berman (1984a) for certain Gaussian processes on \( \mathbb{R}^k \). Consequently, \( Lx = Lx^* + \) a smaller order term. Precise estimates are given in the theorem. The details of the proof are as follows.

Take \( A \in G_\theta \) and let \( x^* \) be a point in \( A \) satisfying \( ||x^*|| = \sup_A ||x|| \), i.e. \( x^* \) has maximal norm in \( A \). (Such an \( x^* \) exists, for we lose no generality in assuming \( A \) closed, and our assumption of finite entropy then guarantees compactness and so the existence of \( x^* \).) Consider the process

\[ L^*x = L(x-x^*) = Lx - Lx^*, \]

and let \( A^* \) be its image in \( L^2(\Omega, \mathbb{P}) \). Let \( I \) be the (identity) operator on \( A^* \) that simply identifies each element of \( A^* \) as a Gaussian variable. The inner product \( (u,v) \) of \( u = L^*x \) and \( v = L^*y \) in \( A^* \) is given by
E(L*x,L*y), I is isonormal on A* and sup A*||u|| = sup ||L*x||. Furthermore, it is trivial to check that
\[ \sup_{A^*} \|u\| \leq 8^2, \quad \text{and} \quad \|u-v\| = \|x-y\| \]

Thus the entropy function for I is identical to that for L on the original space. Now recall the proof of (5.1). Rework it for I on A*, noting condition (3.12), with p replaced by \( p^{-1}\phi(\alpha) \). This gives
\[
\text{P} \{ \sup_{A^*} |L^x| > \lambda [\phi + 2\phi(\delta)p^{-2}] \} \leq \frac{5}{2} \alpha p^{2\phi} \int e^{-u^2/2} \, du.
\]

Furthermore, precisely the same bound holds if we replace L*x by L**(x) := Lx - E(Lx|Lx*). This follows as for L*, on noting that
\[ \|u-v\|_{L^*} \leq \|u-v\|_{L^*}, \]
which follows from an easy calculation on conditional variances.

Now note that the event that interests us, \( \sup_{A} |Lx| > \lambda \), is included in the union of the four events:
\[
\text{(5.9)} \quad |Lx^*| > \lambda - g(\delta)(1+4\kappa\alpha np)^{1/2},
\]
\[
\text{(5.10)} \quad \sup_{A} |L^x| > \lambda,
\]
\[
\text{(5.11)} \quad \sup_{A} Lx > \lambda \quad \text{and} \quad 0 \leq Lx^* \leq \lambda - g(\delta)(1+4\kappa\alpha np)^{1/2},
\]
\[
\text{(5.12)} \quad \inf_{A} Lx < -\lambda \quad \text{and} \quad -\lambda + g(\delta)(1+4\kappa\alpha np)^{1/2} \leq Lx^* \leq 0.
\]

The probability of (5.9) is bounded by the first term in (3.13), while the second term there bounds the probability of (5.10) by (5.8).
The probabilities of (5.11) and (5.12), which are clearly identical, are a little more involved to derive.

Note first that by well known properties of Gaussian variables

$$E(Lx|Lx^* = \eta) = \frac{(x,x^*)}{(x^*,x^*)} \eta \leq \eta$$

if $\eta > 0$, since $x^*$ is a point of maximal norm. Consequently

$$E(Lx|Lx^*) \leq Lx^*$$
on the set where $Lx^* > 0$, and so (5.11) is contained in the event

$$\sup_{\Lambda} L** > \lambda - Lx^*$$

and $0 \leq Lx^* \leq \lambda - g(\theta)(1+4\kappa \Lambda np)^{1/2}$.

But $L**$ and $Lx^*$ are independent, so the probability of this event can be bounded by

$$\int_0^\gamma P(\sup_{\Lambda} L** > \lambda - u)p(u/\sigma_A)\sigma_A^{-1}du$$

with $\gamma = \lambda - g(\theta)(1+4\kappa \Lambda np)^{1/2}$. Applying (5.8) for $L**$, we can bound this by

$$2ap2k\int_0^\lambda \psi(\frac{\lambda - u}{g(\theta)})p(u/\sigma_A)\sigma_A^{-1}du$$

Setting $z = \lambda(\lambda - u)$, this can be further bounded by

$$2ap2k\int_0^\infty \psi \frac{z}{\lambda g(\theta)} p(\frac{\lambda - z/\lambda}{\sigma_A})(\lambda \sigma_A)^{-1}dz$$

Noting that $p(x+y) \leq p(x)e^{-xy}$ for all $x, y$, we can further bound the above by...
This is now a standard integral, and turns out to be no more than half the last factor in (3.13). This completes the proof of Theorem 3.3.

Proof of Theorem 3.4. Consider Corollary 3.2 for $A$'s belonging to $G_0 \cap C_0^+$ and $G_0 \cap C_0^-$, where $\delta \in (0, \sigma)$. Noting the dependence of $c_1$ in Corollary 3.2 on $\sigma$ by writing $c_1(\sigma)$, we find

$$P(\sup_{\mathcal{C}} |x| > \lambda) \leq n(\delta, \theta_\lambda) \{c_1(\sigma) \lambda^{-1} e^{-\lambda^2/2\sigma^2} + c_2 \lambda^{-2} \exp[-\frac{1}{2} \lambda^4 (1 + 4\kappa \Lambda \eta)]\} + [N^G(\theta_\lambda) - n(\delta, \theta_\lambda)] \cdot (c_1(\delta) \lambda^{-1} e^{-\lambda^2/2\delta^2} + c_2 \lambda^{-2} \exp[-\frac{1}{2} \lambda^4 (1 + 4\kappa \Lambda \eta)])$$

Along with the other restrictions on $\lambda$, now take $\lambda > [\delta^2 (1 + 4\kappa \Lambda \eta)]^{-\frac{1}{2}}$. Then applying (3.16) to the above we obtain, changing constants at will,

$$(5.13) \quad P(\sup_{\mathcal{C}} |x| > \lambda) \leq c N^G(\theta_\lambda) \{(\sigma - \delta) \lambda^{-1} e^{-\lambda^2/2\sigma^2} + e^{-\lambda^2/2\delta^2}\} + c n_{\theta_\lambda} \lambda^{-1} e^{-\lambda^2/2\sigma^2}$$.

Choose $\delta = \sigma - \frac{\lambda^{-2} \lambda \Lambda \eta}{2\sigma^3}$, taking $\lambda$ large enough so that $\delta \in (\delta_2, \sigma)$, and note that for this $\delta$

$$(\sigma - \delta) \lambda^{-1} e^{-\lambda^2/2\sigma^2} \leq c \lambda^{-28} (\Lambda \eta \lambda) \lambda^{-1} e^{-\lambda^2/2\sigma^2},$$

and

$$e^{-\lambda^2/2\delta^2} = \exp\left(-\frac{\lambda^2}{2\sigma^2} \left(1 + \frac{\sigma^2 - \delta^2}{\delta^2}\right)\right).$$
\[= \exp\left(-\frac{\lambda^2}{2\sigma^2} \left[1+\frac{(\sigma+\delta)^2}{\delta^2}\right] \lambda^2 \ln(\lambda) \frac{\lambda^2}{2\sigma^2} \right)\]

\[\leq \exp\left(-\frac{\lambda^2}{2\sigma^2} - \frac{2\beta_0}{\delta} \ln(\lambda)\right)\]

\[\leq \lambda^{-2\beta_0} e^{-\lambda^2/2\sigma^2}.
\]

Substituting these last two inequalities into (5.13) establishes (3.17) and, thus, the theorem.

**Proof of Theorem 3.5** We work from Corollary 3.3. For fixed \(\lambda\) define the sequence \(\{\delta_i\}\) given by

\[\delta_0 = \frac{1}{\lambda}\sigma, \quad \delta_i = \sigma^2 - (m-i) \lambda^2, \quad i=1, \ldots, m,
\]

where \(m = \left[\frac{1}{\lambda} \sigma^2 \lambda^2\right]\). Clearly it will suffice for us to bound \(P(\sup |Lx| > \lambda)\). Apply Corollary 3.3 to obtain

\[C^+_{\delta_0} P(\sup |Lx| > \lambda) \leq C \sum_{i=1}^{m} n(\delta_{i-1}, \delta_i, \theta) \lambda^{-1} \exp(-\frac{\lambda^2}{\delta_i}^2).
\]

Note that \(\delta_i - \delta_{i-1} = 1/(\sigma \lambda^2)\). Take \(\lambda\) large enough for (3.19) to hold, and substitute to bound the above sum by

\[\left(5.14\right)\quad C \left[\sigma^{-\beta_0} \lambda^{-1-2\beta_0} N(\theta) + \sigma_0^{-\beta_0} \lambda^{-1}\right] \sum_{i=1}^{m} \exp(-\frac{\lambda^2}{\delta_i^2}).
\]

Thus to complete the proof we need only bound the last summation by \(e^{-\beta_0 \lambda^2/\sigma^2}\). This can be done as follows. Set
\[ \alpha_i = \exp\left(-\frac{b \lambda^2}{(\sigma^2 - (m-i)\lambda^{-2})}\right) \]

It is easy to check that

\[ \alpha_{i-1} \leq \alpha_i e^{-1/2\sigma^4} < \alpha_i . \]

Thus the sum in (5.14) is bounded by

\[ \alpha_m \sum_{k=1}^{m} (e^{-1/2\sigma^4})^k \leq \frac{\alpha_m}{1 - e^{-1/2\sigma^4}} = ce^{-b \lambda^2/\sigma^2} , \]

which completes the proof.

**Remark:** The astute reader may have noticed that at no point in any of our proofs have we used the full power of the Basic Inequality (2.9), in that we have not taken advantage of the \( \varepsilon \) and \( \lambda \) double sequences to partition \( C \) according to variance (i.e. into the sets of \( G_\theta \)). The reason is that, while doing so we can improve on the standard upper bounds, we cannot reach the sharpness of, say, Theorem 3.5 without an intermediate result like Theorem 3.3. In fact, it is the careful conditioning argument that goes into the proof of Theorem 3.3 that, ultimately, makes everything work.
6. **SOME COMMENTS**

1. **Lower bounds.** Throughout this paper we have, with the exception of Example 4.3 treating rectangle indexed sheets, dealt only with upper bounds for the excursion probability. The fact that in every example for which lower bounds are available we find that our upper bounds are sharp in the power of \( \lambda \) leads one to believe that they may be sharp in general. This, however, does not seem to be easy to prove. Some lower bounds are available from Weber (1980) and these, like his upper bounds, are sharp for processes with constant variance. For the highly nonstationary examples of Section 4 they do not provide bounds that match our upper bounds. As for upper bounds, however, it is easy to see by example that lower bounds that depend only on entropy without taking into consideration varying variance can never be sharp for all cases.

2. **Vapnik-Cervonenkis classes.** The natural geometric structure of VC classes of sets or functions should be enough to generate some of the homogeneity of \( C \) required by our theorems. Furthermore, the fact that each VC class has a natural, single parameter describing its structure (and, in a certain sense, its "dimensionality") seems to indicate that it should be possible to apply our results to VC classes in such a way that this parameter enters in a simple fashion into the power of \( \lambda \). We have found indications that this should be true, but have been unable, so far, to put together a serious proof.

3. **Exponential entropy.** The exponent of entropy of \( C \) is defined by

\[
T = T(C) = \lim_{\varepsilon \to 0} \sup \log \log N(C, \varepsilon) / \log(1/\varepsilon).
\]

For \( L \) to be continuous on \( C \) we must have \( r \leq 2 \). If \( r < 2 \), \( L \) is continuous. For \( r = 2 \) there are examples of both continuous and discontinuous
(and hence unbounded) processes. By assuming, as we have since Section 3, polynomial entropy, we assume $r = 0$, thus leaving out many interesting examples. In particular, we cannot handle many set indexed sheet problems. (See Dudley (1973, 78) for examples.) Furthermore, bounds of the form $\lambda e^{-\frac{1}{2}\lambda^2}$ are not valid in this case. Nevertheless, a result of Borell (1975, p. 214, middle of proof) states that for all a.s. bounded Gaussian processes there is a bound of the form $\exp(-\frac{1}{2} \lambda^2 + \text{const.} \lambda)$. In fact, Borell's result can be improved on, and, under mild conditions it is possible to show that there is a function $\alpha: [0, 2] \to [0, 1]$ for which bounds of the form $\exp(-\frac{1}{2} \lambda^2 + \text{const.} \lambda^{\alpha(r)})$ hold. We shall report this separately.
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