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CHAPTER I

I NTRODUCT ION

The general radar problem has, conventionally, been one of finding

the spatial location, or velocity or both, of some target. This

information can be extended to include a knowledge of the target's

identity, if the operating frequencies of the radar are properly chosen.

More specifically, if the wavelength of the radar energy is comparable

to the maximum dimension of the target (i.e., in the resonance region),

then certain essential information, relating to the target's dimensions r

and shape, will be imbedded in the radar return. Radars operating in

the HF band (3 to 30 MHz) have wavelengths ranging from 10 to 100 m;

hence missiles, aircraft and ships are potential candidates for

resonance region target identification. Furthermore, frequencies in the

HF band are capable of propagation over large distances (perhaps up to

4000 km) and thus, with an HF radar system we have, prima facie, the

potential for identifying ships and aircraft, etc., at very long ranges.

Figure 1.1 shows a diagram of an HF radar target classification system.
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Chen [1] studied the available techniques for measuring and

processing the radar returns of targets in the HF band. He concluded

that sufficient signal-to-noise ratio could be attained after processing

(in a reasonable amount of time) to permit target classification. He

developed algorithms to implement target classification and, in

conjunction with simulated radar returns of ships and aircraft, studed

classification performance as a function of post-processed

signal-to-noise ratio.

Chen's investigations involved the use of data for ships and

aircraft at zero degrees elevation angle, using vertical polarization.

Hence, for the case of ships, the data was representative of

surface-wave radar returns. HF radiation can also propagate by means of

sky-waves, that is, by ionspheric refraction, and target classification

for this mode of propagation is the subject of investigation in this

report. Classification at various polarizations and aspect angles are

also considered. Hence, the problem addressed here is one of studying

the classification of ship targets in a representatively noisy

envioronment, using simulated multiple-frequency, multiple-polarization,

sky-wave resonance radar returns.

Chapter II discusses the general nature and limitations of the HF

sky-wave radar system and how these relate to the measurement of phase

and amplitude returns. Chapter III describes the generation of a data-

base of ship amplitude and phase returns, with particular reference to

problems incurred by the use of a grnundplane to simulate the surface of

the sea. Chapter IV details the classification algorithms used in

2



experiments. Chapter V describes the experimental procedure and other

considerations, such as the specifications of the noise model, which

relate to the HF resonance radar detection problem. Chapter VI

" summarizes the results of the various classification experiments and

draws conclusions from these and other observations. Representative

curves of misclassification percentage versus post-processing

signal-to-noise ratio are included in Chapter VI, but the majority of

these plots are appended, owing to their sheer bulk. Chapter VII

presents a summary of the work, emphasizing the more important findings

of Chapter VI, with conclusions and a set of recommendations for future -

work.
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Figure 1.1. Block diagram of target classification system. The catalog

contains returns of some preselected targets (A,O). The
output of the signal processor is a set of amplitude and
phase returns of the unknown target. (from [1])
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CHAPTER II

SKY-WAVE RESONANCE RADAR

2.1 INTRODUCTION

Resonance radar is a technique whereby characteristic information

of an object is gained by illuminating it with electromagnetic energy of

certain wavelengths. These frequencies are commonly called resonance

region frequencies, and are defined by the relation L/X = 1, where L is

the maximum dimension of the target and X is the wavelength of the

energy [3,4]. Hence, resonance radar extends our knowledge of a target

beyond the conventional information concerning presence, location and

velocity, and tells us something of the target's identity.

The principle of resonance region radar is applicable across the

entire electromagnetic spectrum. For example, ships and aircraft can be

interrogated with high frequencies (HF) (5,10], ground vehicles with

very high frequencies (VHF) [20], satellites with ultra-high frequencies

(UHF) and insects with microwaves. The technique is applicable to

accoustic environments so that underwater objects could be investigated

with resonant region SONAR sound waves. This report is concerned with

HF resonance region radar used for the detection of ships.

5
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Many of the first radar systems operated in the HF band (3-30 MHz).

This is because microwave devices, such as the magnetron, were not

available at that time. Generally it is more advantageous, in terms of

directivity for a given antenna size and unhampered propagation [8], to

use microwave frequencies for radar detection. However, HF radiation

has the property of propagation beyond the line of sight by either

surface-waves or ionospheric refraction (sky-waves). In fact, ship

detection has been accomplished using a sky-wave radar system under a

variety of atmospheric (and sea state) conditions by the Naval Research

Laboratory [9]. Furthermore, wavelengths in the HF region (ranging from

10 to 100 m), are comparable to the dimensions of ships, missiles and

aircraft, and are therefore suited to the resonance region techniques

mentioned earlier. Chen [1] showed that reliable classification of

ships can be achieved by processing representative resonance region

multi-frequency radar returns. Kslenski and Lin [10] demonstrated

similar results for aircraft. This chapter summarizes current

techniques for measuring and processing HF radar returns, and discusses

some of the limitations pertinent to sky-wave propagation.
6l



2.2 HF RADAR SPECIFICATIONS

Table 2.1 lists and compares the specifications of sky-wave and

surface-wave HF radar systems. The second is characterized by a range

of 200-400 km. The limitation in range (compared with sky-wave radar)

is due to the exponential attenuation of surface waves [8]. The work on

the classification of ships and aircraft at an elevation angle of 0

degrees [1], is applicable to a surface-wave radar system. The data

used in the experimental work of this report represents radar returns of

ships at elevation angles above 0, hence, sky-wave propagation and, in

particular, ionospheric refraction is considered here.

The maximum range of a sky-wave radar is stated as 4000 km [9].

This value applies to a single skip (skip distance is the distance

between radar and target after refraction from the ionosphere) and could

be obtained by using an elevation angle of about 80 and a frequency of

A? 23 MHz [9]. In general, it must be remembered that range is a function

of both the ionospheric condition and the propagation frequency.

The antenna of a sky-wave radar must have a large aperture (about

1-2 km) in order to provide high gain and narrow azimuthal beamwidth.

High gain (20 to 30 dB) is necessary to ensure adequate signal level in

the noisy HF environment. Narrow azimuthal beamwidth is necessary for

high azimuthal resolution and, in conjunction with range resolution,

determines the cell size of a particular scan. Range resolution is

limited by the instantaneous bandwidth, B, of the ionospheric

7
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TABLE 2.1

SPECIFICATIONS OF HF RADARS (from [1])

SKY-WAVE RADAR SURFACE-WAVE RADAR

TRANSMITTED POWER SEVERAL HUNDRED kW HIGHER

RANGE 500 km to 4000 km 200-400 km

Antenna gain 20 to 30 dB same

Antenna horizontal about 1 km about 1 km
length

Waveform can be pulsed can be pulsed
sinusoidal waves sinusoidal waves

Bandwidth 5 to 100 kHz can be wider

- pulse width 200 us to 10 us can be narrower

Range resolution 2 to 40 km can be smaller

Doppler resolution 0.01 to 0.1 Hz can be less
than 0.1 Hz

PRF about 30 Hz about 300 Hz

Targets aircraft, ships, same
missles

Antenna Azimuth about 10 about 10
beamwidth

8
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propagation path, and is given by [8]

AR = ZB cos (2.1)

4 where C is the speed of light, and * is the elevation angle. For

example, if B = 100 khz and = 300, then AR = 1.7 km. Figure 2.1 shows

the effective cell size for a particular range R. Azimuth resolution is

given by [8]

AAz = RSB (2.2)

where B is the azimuth beamwidth. Using a 1V beamwidth antenna at a

range of 2000 km yields an azimuth resolution of 35 km. Hence, a

typical minimum cell size has an area on the order of 60 km2 .

The work of this report is concerned with the identification of

single targets. It is quite conceivable that several ships could amass

in a typical resolution cell and the resulting radar returns would then

be a complex representation of a number of ships. This problem is

considered as too complicated for a primary analysis, and thus is not

addressed here.

Cell size also affects the signal-to-clutter ratio since a signal

in a larger cell will inherently acquire more clutter. Clutter can be

reduced by filtering in the doppler domain, and the resolution

attainable in doppler frequency is inversely proportional to the

coherent observation time.

The pulse repetition frequency (PRF) must be kept low to avoid

'-S range ambiguities. Maximum unambiguous range is given by [8]

C
Run 2 PRF (2.3)

9
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IONOSPHERE
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(a) SIDE VIEWL

(b) TOP VIEW AE

Figure 2.1. The resolution cell of a sky-wave radar, shown by the
shaded area (from [1]). Note here that

*=elevation angle
IN T = pulse width

C = speed of light
.4.R = wavepath length

8B = antenna azimuth beam width
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The PRF for an unambiguous maximum range of 4000 km is 37 Hz. A low PRF

N can lead to doppler ambiguities [8] and generally a compromise must be

made between range and doppler ambiguity. The narrow bandwidth

criterion imposed by the dispersive nature of the ionosphere requires

that pulse widths should be about 10 us. For a square pulse of width r,

the null-to-null bandwidth is given by

B = I/T (2.4)

A narrow pulse width is an aid to improving signal to clutter ratio,

however a long pulse is important for achieving the energy required for

long-range detection.

2.3 MEASUREMENT OF HF AMPLITUDE AND PHASE RETURNS

The amplitude return, A, is defined as the square root of the radar

cross section a, where a is given by

Scattered Power
a = Incident Power Density at the Target (2.5)

r 34 2p (4n) R L2 Ls
A P(2.6)

PT GT GR x2 GA

where:

PT= Transmitter power

GT = Transmitting antenna gain

GR = Receiving antenna gain

= Wavelength of propagating energy

~~11"-...



GA = Receiver power gain

pr = Power received

R = Range of target

Lp = One-way propagation loss

Ls = System loss

Equation 2.6 shows that the amplitude return depends on many

parameters, some of which are difficult to estimate. The propagation

loss, Lp, for example, is dependent on the continually changing state of

the ionsphere for sky-wave radar. To obviate the need for such

estimates, a reference signal return of another object close to the

target is often used. The radar cross section of the reference target

is given by

ref pref (4n) 3R4L p2LS
.- (2.7)

PT GT GR X
2 GA

The range and propagation loss in equations 2.6 and 2.7 are

approximately equal, and other parameters PT, GT, GR, GA and Ls are

similar by virtue of the fact that the reference and the target areI..

illuminated at the same time and are thus contained in the same

resolution cell. Radar cross section can then be defined as

%1 . rref

pLr e7 (2.8)
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pr and pref are the received powers of the target and reference signals

respectively, and aref is estimated from a priori information or

, theoretical calculations.

Trizna [11] proposed a method for calibrating a target cross

section by using the sea scatter as a reference. Essentially, the sea

surface behaves like a diffraction grating and the moving water waves

impart a doppler shift to the incident electromagnetic wave. Figure 2.2

shows a representative doppler spectrum for a ship and its reference sea

echo. The doppler shifts depend upon the radial components (i.e., with

respect to the direction of radar wave propagation) of the velocities of

the ship and of the sea. The theoretical doppler spectrum of wind waves

for a given sea state can then be computed using 1st and 2nd order radar

cross section terms of the sea, in the manner described by Maresca and

Barnum [12]. The calculated sea scatter cross section, ac, at a doppler

shift of fr Hz is then used in the calibration equation (Equation (2.8))

to find the calibrated target cross section

at = Gs - (ar-ac dBm 2  (2.9)

Usually the reference return is on the order of 20 to 40 dB greater than

the ship return. Typical figures taken from [11] give as = 40 dBm 2 , ar

= 62 dBm 2 and ac = 51 dBm 2 for a frequency of 21.8 MHz, vertically

polarized, at 1600 km range, using a 17 second integration time. The

resulting ship cross section, about 30 dBm 2 is typical of one of the

smaller ships in the measured data set, for an aspect angle of 0° using

vertical polarization. It is also

13
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DOPPLER FREQUENCY

Figure 2.2. A doppler spectrum is shown in which a ship target return
is separated from the clutter. The reference here is the
larger first order sea scatter. The doppler frequency I

is normalized to the 1
st order sea scatter doppler

frequency; that is fr = -1 (from [11]).

evident from Figure 2.2 that certain combinations of wave and ship

velocity will render the ship and reference returns indistinguishable.

Maresca and Barnum [12] defined a blind doppler frequency as one for

which ac > at -10 dB. They concluded that for ships with cross sections

in the order of 50 dBm 2 , there were very few combinations of ship and

wave velocity that resulted in blind doppler frequencies. For ships

with cross sections of about 30 dBm 2 , detection is contingent on the sea

state. In general, the result depends on the frequency used, and the

above problems can be averted by the use of higher operating frequencies

when available. Of course, it is impossible to completely characterize

a ship with a single radar cross section. A ship's cross section

14



depends on its size and orientation, as well as the frequency and

polarization used. Typical cross sections might vary from 20 68m
2 to

over 70 dBm 2 and consequently the magnitude of a ship's radar returns,

*- for a given orientation, is a characteristic of that target.

The above discussion pertains to the use of sea scatter as a

reference in the calibration process. Sea scatter may not be the only

reference available; for example, another ship in the immediate vicinity

with an on-board repeater might serve as a reference. Furthermore, it

is possible that the use of V/H polarization, discussed in Chapter VI,

Section 6.5, might obviate the need to use a reference altogether.

2.4 MEASUREMENT OF PHASE RETURNS

The total phase shift, comprising the path, target and equipment

phase shifts, can be derived f-o 'he demodulated received carrier.

Taking the ratio of in-phase (El) and quadrature (EQ) components yields

EQ 4rR
a = tan 1 F- = + i + e (2.10)

where

4wR = Wave path length for a range R

"i = Intrinsic target phase

te = Equipment phase.

" ' In practice, it is difficult to accurately estimate the range. However,

a differential method [13] can be employed which exploits the fact that I
15
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the total phase shift in the Rayleigh region is independent of the

co-polarized scattering matrix terms.

If R = Ro is the nominal range in the Rayleigh region, then the

intrinsic phase is given by

=xex (2.11)

where 0 is the total phase shift for a Rayleigh wavelength Xo.

Unfortunately, for sky-wave propagation, R is not equal to Ro owing to

the frequency dependent path lengths through the ionosphere.

Furthermore, the Rayleigh region return is generally lower in amplitude

than a resonance region return, and may not be measurable. This would

suggest the choice of subtrahend wavelength much closer to the original

wavelength X to minimize the dependence of radar cross sections on path

lengths. This technique is described in a subsequent chapter.

In conclusion, it is difficult to recover the intrinsic phase from

a sky-wave radar return. However, this does not preclude the use of

phase data in subsequent experimental classification proceedures.

2.5 CHOICE OF FREQUENCIES IN SKY-WAVE RADAR '1

There are a number of factors which influence the choice of

operating frequencies in sky-wave resonance radar. The most important

of these is the ionosphere [9]. The electron density of this medium

varies with height and with the solar illumination angle. Lower

electron densities require lower frequencies for refraction, and vice

versa. Consequently, elevation angle, and hence range, is dependent on

16
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the condition of the ionosphere. The ionosphere is a dispersive medium

(i.e., the velocity of a wave is a function of its frequency) and this

limits the instantaneous bandwidth (or minimum pulse width) and the

frequency sampling interval. A bandwidth of 100 KHz which corresponds

p, to a pulse width of 10 us is considered to be the maximum signal

bandwidth [11].

Certain areas of the HF spectrum are subject to interference from

other HF band signals, to deviative absorption in the ionosphere, and to

natural forms of interference such as auroral ionization. This may

necessitate a choice of frequencies that avoids the bands where these

phenomena are prevalent.

Maresca and Barnum [12] showed that the sea state can be a critical

factor in the detection of small ships (those with radar cross section

*approximately 30 dBm 2). Higher frequencies may be used to avoid this

problem by increasing the doppler separation between the sea echo (or

Bragg return), and the ship return.

In addition to the above limitations, the operating frequencies

should be in the resonance region of the target. This is,

approximately, the region between 1 < L/X < 10, where L is the maximum

dimension of the target. The 6 ships used in the classification

experiments discussed below average about 150 m in length. This defines

an operating frequency band of 2 to 20 MHz. Furthermore, lower

frequencies are preferable because there is a more distinct and reliable

* variation of radar cross section per unit bandwidth, and this is an aid

to classification.

17



The above effects constrain frequency selection and thus, the

choice of frequencies should be matched to these continually changing L"

conditions. It may be necessary to sense the environment in real time

to permit this matching.
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CHAPTER III

GENERATING A DATA BASE
q

3.1 INTRODUCTION

In order to build a catalog of reference ship respinses, a large

amount of experimental data collection and processing using scaled model

ships is necessary.

Firstly, the phase and amplitude returns of each model ship are

measured at all frequencies, polarizations, aspect angles and elevation

angles of interest. The raw data are calibrated to remove unwanted

background and system response effects, and are converted into absolute

radar cross section magnitude and phase. The calibrated data are then

scaled in magnitude and frequency so that the responses are

representative of real ship returns measured in the HF band.

The following discussion on calibration techniques is detailed for

two reasons. First the calibration process is the most critical and

intricate step in producing meaningful scaled cross section data.

Second, this is the first time that a groundplane has been used in the

measurement of ship radar cross section data.

19
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The entire calibration process, including the development of software,

experimentation and processing of data, represents approximately 40% of

the total work done on this report.

3.2 MEASUREMENT OF DATA

The backscatter data of ships, calibration targets and backgrounds

were measured using the compact radar range, described by Walton and

Young, [18], of the ElectroScience Laboratory at the Ohio State

University. The term 'backscatter' is used to describe radiation which

is scattered by the target back in the direction of the transmitting

antenna. A 12' x 12' parabolic reflector generates a plane wave and

* ~. Ithus simulates an antenna at a much larger distance (hence the compact

feature). The radar transmissions are of the continuous wave (CW) type,

possessing no modulation. A more detailed account of the system,

including system specifications, is given by Kimball [2]. Figure 3.1

summarizes the key features of the compact radar range by means of a

schematic diagram.

Measurements of the amplitude and phase of the returns were made

*monostatically (i.e., transmitting and receiving horns were at the same

location and orientation). The frequency band used was 2-18 GHz

(continuous), with 10 MHz frequency increments. The continuous band

avoids the need for taking measurements in sub-bands, a common practice

in the past, and simplifies the subsequent calibration procedure.

Q. 20
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All of the data were taken prior to the modifications made on the edge

of the reflector dish during August 1984, which were designed to reduce

' edge diffraction terms.

Amplitude data were recorded in units of dB cm2, and phase data

were registered in degrees. Both were recorded sequentially onto a

PDP-11/23 floppy disk (i.e., amplitude at fl, phase at fl, amplitude at

f2 , phase at f2 , etc). The PDP-11 computer served mainly to control the

system and observe the response as the measurements progressed; it was

used for only limited processing at the time the data were taken.

Table 3.1 shows a summary of the of target measurements. These

sum to 366 data files; however the total files including backgrounds and

calibration targets number 649. The average time for the collection of

a single file, including setting up the target and taking the

measurements is estimated to be 15 minutes. Thus, at least 162 hours,

not including re-runs, were spent in acquiring the raw (measured)

amplitude and phase returns. These data then needed to be calibrated

and scaled before they were used in classification experiments.

Aspect angle was varied by rotating the ship about an axis

perpendicular to the centre of the groundplane. Elevation angle was set

by tilting the entire groundplane to the desired angle. Three

polarization schemes were employed:

1. Transmit vertical, receive vertical - vertical (V) polarization

2. Transmit horizontal, receive horizontal - horizontal (H)

polarization

3. Transmit vertical, receive horizontal - cross (X) polarization

22



TABLE 3.1

SUMMARY OF TARGET SPECIFICATIONS

Elevation = 150 Elevation = 27,
V I H X 11111V Hx V H X

Aspect (degrees) Aspect (degrees)

0 0 0 0 0 0

10 10 10 10 10 10

15 15 15 15 15 15

20 20

30 30 30

40 40 40

45 45 45

50 50

60

80 80 80 80 80 80

90 90 90 90 90 90

100 100 100 100 100 100

170 170 170 170 170 170

180 180 180 180 180 180

23
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A polarization was selected by rotating the horns of the transmitting

and receiving antennas appropriately.

Figure 3.2 shows silhouettes of the six ships used in

classification. These models were made from die-cast aluminum. A ship

was attached to the groundplane by means of a highly conductive silver

paste.

3.3 CALIBRATING THE DATA

The purpose of calibrating frequency data is to remove the imbedded

system characteristic. Kimball [2] describes the process in detail, and

it is summarized as follows.

1. Remove the range delay from the measured data.

2. Subtract backgrounds from target and calibration target.

3. Remove invalid points from resulting subtractions.

4. Filter (in range) the subtracted files to further reduce

background terms.

5. Calibrate the target of interest according to equation 3.1.

6. Filter (in range) the calibrated data again if necessary.

The calibration equation is given by

(F " BT)
TC= (3.1)

(S BS

where TC, E, T, BT, S, and BS are complex phasors for each frequency

defined as;

24
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Figure 3.2. Silhouettes of the six ships used in measurements and
classifications, shown for a scale of 1:1700 (from [23]).
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TC, the signal voltage measured with the calibration target

installed.

E, the computed (exact) backscatter a: in units of meters

'" and absolute phase (deg.), from the calibration target.

T, the signal voltage measured with the target installed.

BT, the signal voltage measured for the background (no target

installed) associated with the target.

S, the signal voltage measured with the calibration target

installed.

BS the signal voltage measured for the background (no target

installed) associated with the calibration target.

3.3-1 THE GROUNDPLANE

For this particular set of ship measurements, a large flat,

circular groundplane (Figure 3.3) was used to simulate the surface of

the sea. This approach is valid because the o/wE ratio for salt water
,-,

at frequencies in the HF band is about 1000, indicating that it is a

good conductor [21]. Doppler processing is normally used to separate

the ship return from the ocean wave spectrum [11]. This allows, as a

first-order approximation, the sea to be represented as a flat surface

in measurements. (A discussion on scattering from rough surfaces is

given by [19]).

26
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-*-ROLLED EDGE. - FOAM WEDGEFLAT CIRCULAR ASREGROUND PLANEV LOW PROFILE5,.- Figure 3.3. The groundplane and its low profile supporting structure.
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*Chen [1], in his analysis of ship classification at zero degrees

elevation angle was able to simulate the effect of the surface of the

sea by attaching a mirror image of the ship directly beneath the actual

target. This technique is unly applicable at zero degrees elevation and

for vertical polarization, thus for the elevation angles of 150 and 270,

a groundplane must be used.

The groundplane has a diameter of about 3.4'. Walton and Young [5]

found that the transient response of a scatterer typically dies out

after T = 6r where T = L/C, C is the speed of light and L is the maximum

target dimension. With a maximum ship length of six inches, the impulse

response would be zero after about 3 ns (one-way). The edge of the

groundplane is about 1.7n ns from T = 0 meaning that, using this rule of

thumb, the transient and groundplane edge responses might interfere.

However, in the case of the 'low Q' ship targets considered here, the

transient response can be shown to be indistinguishable from clutter

after about I ns (one way) for the six inch targets (see Figure 3.4).

Consequently, the ship response does not interfere with the groundplane

edge.

The term T in Equation 3.1 is a combination of backscatter from the

ship and groundplane, and the term BT is the backscatter from the

groundplane alone. Hence, a background (groundplane) subtraction should

yield the ship backscatter. Unfortunately, owing to target-groundplane

edge interactions and the unavoidable positional distrubance of the

groundplane when the targets were installed or moved, some residual

response remains at the location of the groundplane edges after the
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subtraction and calibration. Sometimes this residual can have a peak

magnitude similar to that of the ship (see Figure 3.4). Time domain

windowing is necessary to remove these residuals as they represent a

distortion of the desired ship data, and would be particularly

smoothing, that is, convolution in the frequency domain with a Hanning

window, (see Kimball [2]), which is equivalent to time domain windowing,

is performed in the scaling routine, it is desirable to remove

residuals before this stage is reached. The main reason for this is

that existing software formatted the scaled data in such a way as to be

incompatible with available fast Fourier transform programs. Hence, if

the data was smoothed in the scaling routine to remove residuals, there

would be no way (without extensive alterations to software) of

performing an inverse Fourier transform to check the result.

Initially, it was thought that the residuals could be removed by

using a sufficiently narrow window (or large number of smoothing points)

in step 4 of the calibration process described earlier. To see how this

would work, consider the impulse reponse of a typical target-on-

groundplane shown in Figure 3.5. The purpose of the Hanning window

outlined over the target area is to window out the effect of the antenna

coupling and reflector terms. If made sufficiently narrow, the window

might also remove the groundplane residuals. This was tried by setting

the first null points of the window to ± 3 ns; the points in time

corresponding to the groundplane residuals. The residuals were removed

successfully, but another problem was spawned in doing so, owing to

receiver hardware problems.
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The receiver used in the measurement process had band edges located

at 2, 4, 8, 12.4 and 18 GHz. These band edges caused a step type

pattern in the phase response (shown in Figure 3.6 for a raw 6" sphere

data file with range delay removed). Narrow windowing, or convolution

over a large number of frequencies (as the smoothing is actually

performed), emphasized these steps differently for both the calibration

target and the target of interest. The net result after calibration

was a series of spikes of up to 10 dBm 2 in magnitude, located at or near

the receiver band edge frequencies. Clearly then, narrow

pre-calibration smoothing was not practical.

The edge residuals must then be removed in step 6 of the

calibration process. The existing calibration software, (CAL 53 due to

Kimball) achieved this by convolution in the frequency domain. This

program was upgraded to permit the windowing to be done in the time

domain, for two reasons.

1. The process is computationally more efficeint.

2. The process is conceptually more relevant to the problem,

i.e., the groundplane edges are recognizable as time domain

phenomena, so it is logical to deal with them in the time

domain.

Computational efficiency is a function of the number of

frequencies, or data points. A fast Fourier transform requires N log 2 N

operations, while a convolution requires NM operations, where N is the

total number of data points and M is the size of the convolution window

(in data points). However, for time domain windowing, both forward and
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Figure 3.6. An uncalibrated six-inch sphere with background and path
delay removed showing the occurrence of phase steps at the
4, 8, and 12.4 GHz receives band edges.
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inverse transforms as well as a multiplication over the number of data

points in the time domain array (4096 in this case), which represents

the actual windowing, are necessary. The total number of operations for

the time and frequency domain smoothing routines are given by

Nt = 2N log2 N + 4096 (3.2)

, Nf = NM (3.3)

A total of 1601 data points (sample frequencies) were used, with a ± 3ns

window in the time domain corresponding to a 65 point convolution

window. Substituting these values in 3.2 and 3.3 yields 38180

operations required for time domain windowing and 104065 operations for

frequency convolution. Setting the first null points of the Hanning

window to ± 3ns removed the residuals completely (see Figure 3.8). For

the largest target, most of the response was confined to ± 0.5 ns with

the transient decaying into clutter at 1.5 ns (1.5 ns is the 6 dB down

point of the Hanning window). However, close examination of a six inch

ship response with the narrow ± 3 ns window revealed no discernable

difference from the same response processed with a much wider t 20 ns

window.

There is a consequence of using the time domain technique which

should be noted. Figure 3.9 shows the resultant frequency response

after a perfectly flat 2-18 GHz frequency response (phase=O°) is inverse

Fourier transformed, windowed with a ± 3 ns window, and then forward

transformed. The first and last 0.3 GHz of the band are unuseable owing

to the drop off caused by a narrow time window. This problem is

somewhat precluded with the use of frequency domain convolution since
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the frequencies near the band edges are refelcted to permit the

convolution, showing convolution and time domain gating, as implemented

in our software, not to be exact transform pairs. However, the validity

of data taken immediately adjacent to band edges is not certain, so it

is good policy to ignore these regions irrespective of the technique

used to perform the smoothing or windowing.

3.3-2 CHECKING CALIBRATED RESPONSES

Once a particular ship had been calibrated, its frequency and

impulse response were then generated as plots. The frequency responses

were examined for 'glitches', i.e., large spikes of about 10-100 MHz

bandwidth and 10 to 30 dB in extent, caused by receiver hardware

problems. Generally a glitch is hard to deal with because the phase and

amplitude responses affect up to 10 points. If the glitch exists in a

background or calibration target file then an alternative data file

might be used. A bad glitch in a ship data file might require a new set

of measurements. Small glitches, both in amplitude and bandwidth, at

frequencies lower than 4 GHz can be tolerated.

The time response was the main tool for checking the validity of

calibrations because the transient response gives an intuitive geometric

guide to the mechanisms which cause scattering. Figure 3.9 shows a

typical response, scaled 1 to I with the ship overlaid. Using templates

in this way shows whether the main response confines itself to the

length of the ship, and if structures likely to cause large amounts
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of scattering are indeed doing so. The bandwidth of the responses is

sufficiently large to provide the necessary resolution to make these

judgements. Resolution in time is given by

T 1/B (3.4)

For B = 16 GHz, then T = 62.5 p seconds, which at the speed of light

corresponds to 1.875 cm. Most of the major features on the ship models,

such as masts, gun turrets, etc., are separated by about 1 to 2 cm.

There was not always a 1:1 relationship between the physical features of

a ship and its time response; partly owing to the resolution limit and

partly because of the complex scattering interactions and interferences.

Certain aspect angles, particularly those close to 900 were harder to

judge than others. No standard procedure could be developed under

which to judge a calibrated result, although the presence of significant

precursors or other unusual phenomena would tend to indicate a bad

Hcalibration.
An alternative method for judging the validity of the calibration,

based on comparing a measured hemisphere-on-a-groundplane with its

theoretical counterpart, was found to be unsatisfactory. The measured

and theoretical responses were too disimilar to be meaningful. Much

work was done in the pursuit of finding the mechanism responsible for

the differences. However, no conclusive evidence was found and this

particular technique was dropped in favour of the time domain method.
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3.4 DATA SCALING

Data collected and calibrated in the microwave region must be

scaled before being used in classification algorithms. A data point is

scaled in two ways. Firstly, its amplitude is multiplied by the scale

factor, and secondly, the frequency it represents is divided by the

scale factor. Data measured in the 2 to 18 GHz microwave band was

collected for models having scale factors of 1:1200 and 1:2400. The

resulting HF bands are shown in Table 3.2.

TABLE 3.2

SCALE FACTORS FOR MODEL SHIPS AND ASSOCIATED FREQUENCY BANDS

Scale Factor 1:1200 1:2400

fmin 1.667 MHz 0.833 MHz

fmax 15 MHz 7.5 MHz
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The figures presented above were rounded to one decimal place, and

a frequency increment was selected. Since frequencies may have been

selected which were not actually represented by data points, it was

necessary to interpolate between data points by means of a Hamming

window . Chen [1] also used a Hamming window to remove noise and

clutter from the calibrated data. As explained earlier, it was

necessary to perform smoothing during the calibration process.

A frequency increment of 1/32 MHz was selected for each band.

,r Window widths of 0.5 MHz and 0.25 MHz were selected for the 1.7 to 15

-MHz band and 0.8 to 7.5 MHz band respectively. The shape of the scaled

data curves differed little from the calibrated data curves. This is to

be expected as the window to bandwidth ratios for each are 1:27 and 1:25

* respectively. Respresentative scaled frequency and phase returns are

shown in Appendix B.

The useable bandwidth for classificaiton must overlap both scaled

- bands; this is 1.7 to 7.5 MHz. For reasons mentioned in the discussion

of the calibration proceedure, frequencies near the band edges are

avoided, so the net useable bandwidth is about 2 to 7 MHz.
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A SUMMARY OF SCALED DATA GENERATION

1. Measured Data (m)

Amplitudes Am
Phases em
(at) frequencies fm: 2 - 18 GHz, 10 MHz steps

1601 data points

2. Calibrated Data (c) Ac

f : 2 -18 GHz, 10 MHz steps

Smoothing - 3 ns (first nulls) Hanning window
equivalent to 65 point smoothing,
gives a 1:25 window to bandwidth
ratio.

3. Scaled Data (s) As = Ac SF
es = ec (SF = Scale Factor)
fs = fs/SF

iC'.

SF : 1:1200

1.7 - 15 MHz, 1/32 MHz steps
426 data points
Interpolation using 0.5 MHz Hamming window

SF 1:2400

0.8 - 7.5 MHz, 1/32 MHz steps
214 data points.
Interpolation using 0.25 MHz Hamming window

Net useable common bandwidth : 2 7 MHz.
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CHAPTER IV

TARGET CLASSIFICATION

4.1 INTRODUCTION

The basic process of target classification is illustrated in Figure

4.1. The measurement system in this case is a compact radar range. It

produces a measurement vector m, which is a set of amplitudes and phases

at a number of frequencies, aspect angles, elevation angles, and

polarizations. Each measurement vector is a point in M-dimensional

space (also called the observation space). The feature extractor

reduces the dimensionality of the measurement vector to produce a

feature vector n, which is a point in N-dimensional space (M>N). For

example, if the amplitudes and phase returns of a ship were measured at

2 polarizations, 2 elevation angles, 3 aspect angles and 4 frequencies,

and it is assumed polarization and elevation are known and only

amplitudes are used to classify the target, then the feature extractor

reduces a 96-dimensional space to 12-dimensional space (4 frequencies x

3 aspect angles). Essentially, the feature extractor is

ON
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r

Figure 4.1. Basic process of a pattern classification system.

L.

P- the mechanism by which a particular data file is addressed, since a

measurement vector is usually dispersed amongst several data files.

The feature vector is then passed to the object classifier which

uses a particular algorithm to make a decision as to the identity of the

object. The decision can be either, 1) the object is classified as a

known member of a catalog or, 2) the object belongs to some other

funcatalogued' class. The classification of catalogued and uncatalogued

1. classes is discussed by Lin [6]. For this particular application, only

catalogued classification is considered.

The ultimate goal of a classification system is to identify targets

with a minimum probability of error. Since the noise in these tests was

simulated, the classification could have been a parametric proceedure.

However, in practice, the exact probability distributions of features in
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the feature space after contamination by noise are not known, thus we

must resort to non-parametric methods of classification. Two such

methods which do not require knowledge of probabilistic information are

the nearest neighbour algorithm [1] and the time domain correlation

algorithm [1], and are discussed below.

4.2 CLASSIFICATION IN THE FREQUENCY DOMAIN

The nearest neighbour (NN) algorithm uses amplitude and phase
returns measured at a series of frequencies f = fl, f2 , ... fN

(Note that, in general, the NN algorithm is applicable to both the

frequency and the time domain.) The amplitude is defined as the square

root of the measured target cross section. For sky-wave radars, it is

difficult to recover the intrinsic phase of a target, because of the

dispersive and variable nature of the ionosphere and because the wave

path lengths are difficult to estimate accurately. Hence a measurement

* of both the actual (intrinsic) phase, or relative phase may contain

unacceptab'e errors. To circumvent these difficulties, the differential

quantity W is used and is defined as:

W= eii x- +1 Xi 1  (4.1)

where

Pi is the measured phase at X Ai ,

Ri is the Wave path length at X = Xi, and

i = 1,. . . N - 1 (where N = Number of frequencies).
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Equation (4.1) assumes that Ri and and Ri+ 1 differ by a small amount.

This is true for sky-wave radars only when Xi and Xi+l differ by a small

amount and the radar operating frequencies are chosen carefully.

A feature space for a given orientation and polarization can be r

defined as,

AlA2 A N'KW. KW21KWN)I"(A 1, A2,  .. ' N ' 1' 2' .. . 1)

where

N is the number of frequencies.

K is a normalization constant relating the variances of A and W.

SVAR (A) (4.2)LK = O VAR(W)

VAR(A)
- = VAR(KW) • (4.3)

The parameter 0 is a variable ranging from 0 to and its value depends

on the reliability of amplitude and phase information.

= corresponds to using amplitudes only

-=0 corresponds to using differential phase only

0 = 1 corresponds to the use of amplitudes and phases with
equal weighting in the respective variances.

In practical use of the algorithm, the stated limits of R (i.e., 0

and- ) are not substituted into Equation 4.2 in order to select either

the amplitudes-only feature or differential-phases-only feature from the
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feature space; these features are selected directly and are independent

of K. It is worth mentioning that a value of 8 = 0.01 gives

classification results virtually indistinguishable from the

differential-phases-only feature, and a = 100 does the same for the 
L

amplitudes-only feature. K is calculated only when both amplitudes and

phases are used, and for all of the experiments done here, 8 was set

to 1.

Let At (fi), Ot (fi) be the target amplitude and phase returns,

where i = 1, 2, ... N. Let Aj (fi), Oj (fi) be the data base amplitude

and phase returns, where j is the target index, j = 1, 2, ••. M. The NN

algorithm is as follows:

1. Compute the differential phases

Wit = Ai ot (fi) - Xj+1 et (fi+1 )

Wij = Xi ej (fi) - xi+ 1 oj (fi+1)

i = 1, 2, ... N-I

j = 1, 2, 00. M

2. Calculate the sample averages of A and W in the data base.
,-.

1 M N
Avg(A) - . Z Aj (fi) - A

j=1 ,=1

1 M N-I
Avg(W) = 1 .3 Wj =

j=1 1=1
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3. Calculate the sample variances of A and W in the database.

1 M N
Var (A) = y (Aj (fi) - A)2

j=1 i=1

1 M N-1 j 2
Var (W) = I y Z (Wi "

j=1 i=1

4. Select a and calculate K.

K-FRT57w
• J0 VAR kW) ,

5. Compute the distance between the target and each class in the
data base.

N N-1I

d, N (At(fi) _Aj (fi)) 2 + N- (KWi t KWi)

j = 1, 2, .00, me

6. Apply the nearest neighbour rule:

Choose smallest dtj j 1, 2, ....M.

If dt,m = min (dt,j ) classify the target (t) as m.

4.3 CLASSIFICATION IN THE TIME DOMAIN

The inverse Fourier transform of the frequency and phase responses

mentioned in the previous section yields the impulse response of the

target. This is the time-dependent field intensity produced when a

plane electromagnetic wave washes over the object.
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In the frequency domain, differential phase was used to reduce the

phase error introduced when the path length varies. This error

manifests itself as a time shift in the canonical time domain, and is

removable by means of a correlation process. (Note that the correlation

process is applicable to both the time and the frequency domain). Chen

El] discussed the correlation process; a summary of its implementation

is given below.

1. Compute the correlation function.

Pt,r (k) = DIFT [X(m) Y*(m)]
V¢M 2 IM

2 " I X(m)I _V mY lY(m)12

m=l m=l

where

X(m) = At(fk)eJOt(fk) t = target index

Y(m) = Ar(fk)ejer(fk) r = catalog index

k = 1, 2, ... , M

M = Number of frequencies

m = fl/Af, f2/Af, ... , fM/Af

Af = fi - fi-i i 1 1, 2, ... , M a

and DIFT is the Discrete Inverse Fourier Transform of the

frequency domain data (X(m) Y*(m)). Y* is the complex

conjugate of Y.

2. Choose the time shift constant k such that p(k) is maximized.
max

For a particular set of two targets this yields Pt,r,

r 1 1, ... , N, where N = number of catalog members.
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max max max
3. Choose the largest Ptr. If Ptq = Max (Pt,r), classify the

target (t) as q.

'--

The DIFT will work with as few as 2 frequencies, however, this low

number of frequency samples is insufficient to provide any useable

resolution. Recall that the cross section data, as originally measured,

were sampled at 1601 frequencies from 2 to 18 GHz with a 10 MHz

interval. This amount of sampling provided the necessary resolution to

distinguish between individual scattering centers on the target (which

allowed the calibrations to be checked). A much lower number of samples

still provides scattering information of the target, but relates more

to the overall dimensions rather than individual structures.

4.4 RELATIVE AMPLITUDE FEATURE

. The relative amplitude feature was developed to reduce the effects

of a possible multiplicative bias in the amplitude data. It is defined

as follows:

Ai = Ai/Ai+l ; i = 1, 2, ... , N-I.

Such a bias might be due to an error in estimating the sea state, which

would cause a local shift of amplitudes in the frequency response. The

relative amplitude feature was not designed to remove the complex

multiplicative terms impressed by the ionosphere.
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CHAPTER V

EXPERIMENTAL CONSIDERATIONS

5.1 INTRODUCTION

Figure 5.1 summarizes the experimental classification procedure in

the form of a flow chart. Data for M ships at a total of N frequencies

are contained in the data base. The data base is a directory of 366

scaled data files, each corresponding to a ship at a particular aspect

angle, elevation angle and polarization. Amplitudes and phases at the

desired frequencies, aspect and elevation angles, and polarizations are

selected for each ship in the data base to form a catalog (this is

equivalent to feature extraction, see Chapter IV, Section 4.1). This

selection, in a practical situation, would be based on all of the a

priori information pertaining to the unknown target. Gaussian noise is

then added to the entire catalog to produce a set of test targets.

Classification proceeds for each noisy test target and decision

statistics are compiled. It is worth emphasizing that in the following

experiments, the whole catalog of ship amplitude and phase returns is

corrupted by noise and classification proceeds for each ship target in
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Figure 5.1. A flow chart of the experimental process of classification.
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that 'noisy catalog'. At this point there are two catalogs; one a

noise-contaminated version of the other. The returns of the first noisy

ship are compared (by some algorithm) with those of the M noise-free

-, . ships, and a decision is made as to the identity of the test target.

Since we added the noise to the test target, we know its identity a

priori, and can therefore determine if the classification was either

correct or incorrect. We say a target has been identified correctly if

we choose the right ship at the right aspect and elevation angle. A

target is misclassified if we choose either the wrong ship, or the right

ship at the wrong elevation or aspect angle. This decision process is

justified on the basis that we are investigating the classification

-w properties of parameters, such as aspect angle, polarization etc.,

rather than the classification properties of individual ships.

The process is then repeated for subsequent members of the noisy

catalog until all M noise-contaminated test targets have been

classified. The number of misclassifications is recorded for the

particular level of injected noise power. Hence the statistics of the

experiments apply to the collection of ships as a whole and

classification properties between individual ships, although of

interest, are not investigated here.

The experiment is repeated a number of times in order to compile

meaningful statistics, or representative curves (see below). The entire

process is then repeated for a different injected noise power so that

curves of misclassification percentage versus post-processing SNR can be

drawn. The software needed to perform this process is listed with

comments in Appendix C.
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10.

5.2 CHOICE OF EXPERIMENTAL FREQUENCIES

The discussion in Chapter III concluded with a summary of the

K data-base generation procedure, which showed that our data has a useable

band of 2-7 MHz. An important concern here is that the classification

frequencies should be in the lower part of the resonance region, i.e.,

close to L/X = 1, where L is the maximum dimension of the dominant

scattering structures of the target. The increment between sample

frequencies is also an important parameter.

The experimental time domain ramp response in our ship data base,

as previously mentioned, has a duration of less than 6 transit times

across a target of length L, i.e.,

R(t,to) = 0; to > t > to + 6L/C

where C is the speed of light and to is a time reference. (This is a

worst-case rule of thumb; there are many exceptions, including the case

at hand.) For the preceeding time limited expression, Shannon's

sampling theorem [22] requires that the frequency sampling interval

should satisfy

Af 4 C/6L . (5.1)

- The ships dimensions are in the order of 100 m, implying

Af < 0.5 MHz.

Thus, Af = 0.4 MHz was selected as the frequency increment. The

corresponding selection of frequencies is given in Table 5.1.
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TABLE 5.1

RANGE OF FREQUENCIES USED IN EXPERIMENTS

N = 2 2.0 MHz 4 f 4 2.4 MHz

N = 4 2.0 MHz < f 4 3.2 MHz

N = 8 2.0 MHz 4 f 4 4.8 MHz

N = 12 2.0 MHz 4 f 4 6.4 MHz

Note that 2.0 MHz corresponds to a wavelength of 150 m, and 4.8 MHz (N =

8 frequencies was the most commonly used number) corresponds to a

- wavelength of 62.5 m. Hence, with 0.7 4 L/X 4 1.6, the lower resonance

region criterion is satisfied.

5.3 SELECTION OF a IN NEAREST NEIGHBOUR ALGORITHM

As discussed earlier, the selection of a is relevant only for the

case where both amplitudes and (differential) phases are used in the

nearest neighbour algorithm. a = I corresponds to using amplitudes and

phases with equal weighting in variance. Classification with 8 at some

intermediate value represents a weighting towards either feature

depending upon the reliability of that features' measurement. Chen Il]

acknowledged that his estimate for K was not optimal.

/VAR(A)
K = 8 VAR(W) " (5.2)
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An optimal expression for K, in addition to a carefully selected value

of B might provide an optimal use of the AW feature. This possibility

is not explored in this work, but is discussed in the conclusion.

5.4 NOISE MODEL

Before discussing the specific characteristics of the noise model,

it is appropriate to define exactly what is meant by noise and signal-to

noise-ratio.

Figure 5.2 summarizes the various channel and processing stages in

a radar system. Assume that, immediately after the incident radar wave

impinges on a target, a radar cross section at is generated, where at

comprises the ship return as and sea echo are If it were possible to be

exactly adjacent to the target at this point in time, we could measure,

with a hypothetically perfect system, the exact values of as and ar-

Knowing the exact state of the sea would allow us to compute aexact

precisely from a perfect theoretical model of the sea scattering

process. The (exact) radar cross section of the ship would then be

given by

aship -- aexact (5.3)
ar

This, of course, is not the case and the initial radar cross section at

is corrupted by the ionosphere and various stages of signal processing.

After doppler filtering, the resultant radar cross section at" is

separated into its components as  and ar". Using an imperfect estimate
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of the exact theoretical sea-echo cross section aexact , the resultant

calibration yields

a ship r aexact (5.4)

Assuming that multiplicative noise terms can be ignored (for the

sake of conceptualizing), Equations (5.3) and (5.4) are related by

Sship + (5.5)

Here e represents the remaining errors after the processing system has

done its best to minimize the effects of various 'noises' accumulated

after the initial scattering of energy from the target. The term e is

defined as post-processing noise and consequently, in the context of

processed radar returns, the term post-processing signal-to-noise ratio

2 -is used.
2-

Pre-processing noise is noise present in the returned signal before

any processing, such as filtering, is done to reduce the effect of this

contamination. For example, a lightning strike might add 10 dBm2 of

pre-processed noise to a scattered radar signal, and this would

eventually become a component, to some degree, of post-processed noise

Chen [1] concluded that the total noise power (i.e., the error

variance of the final estimation of radar cross section a) rather

, - than the specific noise characteristics, has the most impact on the

performance of classification algorithms. He went on to say that,

because there are
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numerous independent noise sources, none of which dominate, the Central

Limit Theorem can be applied and the sum of these noises can be

approximately described as Gaussian.

Headrick and Skolnik [9] commented that the effect of external

(pre-processed) noise sources such as lightning, man-made noise and

other HF transmissions, can be significantly greater than that of the

internal (pre-processed) Gaussian receiver noise. The ionosphere

contributes to signal distortion by introducing complex multiplicative

terms by dispersion and by polarization rotation. These errors will

appear, to a certain degree, in the final post-processed estimate of the

radar cross section. A complete, representative model for

y post-processed sky-wave path distortion is clearly needed, however, a

sufficiently detailed model has not yet been developed. In view of

this, and based on Chen's initial conclusion, the Gaussian model was

used.

Figure 5.3 shows a noise-free vector which is contaminated by

adding in-phase and quadrature Gaussian noise components. The resultant

vector has real and imaginary terms thus

I = A cose + n (5.6)

.. A sine + n (5.7)

KQ
wihzero nlan are independent Gaussian-distributed random variables

with zero mean and variance a2 . The power in component n' is equal to
that of n The noise amplitude is given as
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A

Figure 5.3. The distribution of the noise on an I-Q plane (from [1]).
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=n [n fl (5.8)

and is Rayleigh distributed [15]. The noise phase is given as

en=tan- Q (5.9)

l-n

4? and is uniformly distributed [15]. An expression for signal to noise

ratio is given as

S 2+Q2A 2

N VAR(R1  + VAR(KQ) 02  (5.10)

where

a2 is the noise power, and

A2 is the average signal power estimated as

2 NF NS
A~ Ai j

where

Ajis the amplitude for the ith frequency and the jthshp

i is a frequency index, i= 1,2,...,NF =NUMBER OF FREQUENCIES,

and,

j is a target index, j =1,2,...,NS =NUMBER OF SHIPS.
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5.5 POST-PROCESSING SIGNAL-TO-NOISE RATIO

From the previous discussion, we define post-processing signal-to-

noise ratio (post-processing SNR) as the ratio of signal power to error

variance after the received waveform has been processed to produce a

final best estimate of the amplitude or phase, or both, of the target

radar cross section.

From [1] post-processing SNR can be estimated as

N - +2 (5.12)

where M is the number of samples for a particular frequency. Using a
I--4

typical sample time of 10 seconds and taking M=100 samples, (a total

observation time of 16 minutes) yields a post-processing SNR of

S 100
N /- 0 = 10 10dB.

This value is used as a reference point in the experiments discussed

, below.

Post-processing SNR is limited by the total time available to take

the M samples and by the duration of a sample. Assuming that the sea

state is used as a reference, then the total time available is limited

to between 1 and 12 hours; the period over which the sea state

statistics are stationary [16]. The sample duration is the inverse of

doppler resolution.

ts =1/Td (5.13)
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where ts is the coherent sampling interval (seconds) and Td is the

doppler resolution (Hz). The upper bound on ts is set by the maximum

coherent observation time through the ionosphere. This depends on the

particular ionization layer; 25 seconds is a typical maximum for F-layer

[11] and 100 seconds is possible for E-layer [11 . The lower bound, set

by the required doppler resolution depends on the radial component of
i '£)ships velocity, and of the sea state [12]. Generally 10 seconds (Td=0.1

Hz) is a safe minimum. Assuming a 12 hour interval, the maximum

attainable SNR is then

S +1j2x3§M/010L
IT 5 A (12x300/I0)+2 = 18 dB

In view of the fact that the radar system will usually scan thousands of

square miles of ocean and possibly need to identify several targets, it

might not be possible to devote 12 hours to observing one target at one

frequency. Consequently, the figure of 18 dB would then be an

unrealistic upperlimit. For a maximum observation time of 1 hour,

post-processing SNR has a maximum of 13 dB.

Another important consideration concerning (post-processing) SNR is

the variability of signal powers between individual frequencies, between

ships and between classes of ships.

From Figure B.1 in Appendix B it is evident that signal powers of

returns at individual frequencies can vary from 0 to 40 dBm 2. The

average signal power for this ship might be 30 dBm 2 , and so for a 10 dB

post prncessing SNR, it is necessary to add 20 dBm 2 of noise power to
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b.

each amplitude. This yields SNRs for individual amplitude returns I
ranging from -20 dB to 20 dB. Clearly the lower amplitudes are much

more distorted than the larger ones, for a particular level of injected

noise power. This is reasonable since for a given noise environment,

weaker returns are more susceptable to degradation by noise. The same

argument can be developed for ships; the individual amplitude returns of
,N1

larger ships over several frequencies areon average, larger than

amplitude returns of smaller ships. And finally, we consider the case

of classes. If a classification is performed using a catalog comprising

ships at aspect angles 00, 900, and 1800, then the average signal power,

used to determine the amount of noise required for a given

post-processing SNR, would be based on the average power for the 3

classes. The 90* aspect angle amplitude returns are generally higher

than those of 0 and 1800 aspect angles, consequently we would maintain

a constant level of noise power amongst the 3 classes, but SNR would f

vary from class to class and the resulting classification curve would

not be representative of any one particular aspect angle.

In general, the signal level of a received amplitude return (not

including the noise power) can be estimated with a useful degree of

accuracy. This information can be used, a priori, with the estimates of

aspect and elevation angles to reduce the size of the catalog. As a

consequence, we are interested in the classification of ships at

specific aspect and elevation angles, rather than over a group of

markedly different aspect or elevation angles. Hence if we compare

- - classification results for 90* aspect with a classification results
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-for 1800 aspect at a given post-processing SNR, we must bear in mind

that the amount of injected noise differs for each case.

The consequences of this discussion are somewhat dependent on the

effect of the difference in average signal powers, (between any two

given ships), on classification errors. One way to access the

importance of this difference would be to compare classifications where

m all catalog members are normalized with respect to their own average

signal powers, with classifications where the variability of average

signal power is retained.

5.6 ESTIMATION OF THE PROBABILITY OF MISCLASSIFICATION

Chen [1] used the Maximum Likelihood Estimate (MLE) [14] as the

estimate of probability of error for a given target;

PE !PE

where PE is the probability of error and PE is the MLE of tie

probability of error. The proximity of the terms expressed in the

equation above is usually stated in terms of confidence interval. A

(1-a) confidence interval for PE is given as

SP( 1-P) (514)
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where

M = number of targets

n = number of experiments

Po = probability for which the confidence interval is desired -.

F, is such that

X2/2"

E 1 - a/2 = 7 a e-X2 2 dx (5.15)

where 0 is the standard (zero mean, unit variance) normal distribution.

For example, the calculated 90% confidence interval at 30% error (a

typical error value) for 18 targets and 50 experiments is found as

a =1 0.9 0.1

= 1 - a/2 = 0.95

(X =1.65

Po = 30% = 0.3

3(FI-0.3)-

PE

PE - 6 ~ 18x50 

P 2.5%

Clearly, the result is made more accurate by increasing the number of

experiments. It must be emphasized that the confidence interval is not

an expression of probability, i.e., the above calculation does not show

that 9 times out of 10 the actual probability of error at 30%

misclassification will be within ±2.5% (or 27.5% < PE < 32.5%). DeGroot

[17] pointed out that "confidence" is a more subtle and less defined
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* Sterm than "probability" and that under certain experimental conditions,

the term "confidence" interval can be misleading. In regard to this, we

must view confidence interval as a measure of accuracy for the measured

result, not as an absolute probability.

In his experiments, Chen [1] used M=15 experiments. The

significant increase to M=50 for this work is for two reasons. Firstly,

the curves are more reliable, especially when close together, if the

confidence interval is smaller. A ±5.6% confidence interval (using

M=15) in some cases meant that two curves, representing the same

experiment, using the same parameters but with different random number

seeds, differed by 11%. Using M=50 experiments cuts this worst case

error by half, and makes conclusions about particular sets of curves

more reliable. More importantly, the large number of classification

runs required that curves be plotted automatically after each run.

Hence it is desirable to have a high degree of similarity between curves

from different runs representing the same classification parameters.
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CHAPTER VI

i EXPERIMENTS

-, 6.1 INTRODUCTION

This chapter presents most of the original work done in this

report. The purpose of the experiments discussed here is to study

V'  classification behaviour under a wide variety of the available

classification parameters. These are listed below (a list of commonly

6 used terms is given in Table 6.1).

1. Frequency Band (in the allotted 2-7 MHz)

2. Comparisons with previous work on ships

3. Elevation Angle (known, unknown and with error)

4. Polarization

5. Aspect Zone (known, unknown)

6. Aspect Error (magnitude of error and location in aspect zone).
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TABLE 6.1

DEFINITIONS

1. ASPECT ZONE: A small range of aspect angles centred on or adjacent
to a particular aspect angle.

ASPECT ZONE NAME ASPECT ANGLES

00 BOW 00,100

900 BROADSIDE 800,900,1800

1800 STERN 1700,1800

2. KNOWN ASPECT: If ship data having more than one aspect angle is
used in a classification, then the aspect angle is assumed
known when the algorithm only allows comparisons between an
'unknown' noisy target at aspect OK, with 'noise-free' catalog
targets at the same aspect angle OK . The same follows for
known elevation.

3. UNKNOWN ASPECT: If ship data having more than one aspect angle is
used in a classification, then the aspect angle is assumed
unknown when the algorithm permits comparisons between an
'unknown' noisy target at eK with all 'noise-free' catalog
targets at all aspect angles used in the classification.

4. ALGORTHIM: One of the following:

1. Nearest neighbour (NN), using any of the features
listed in 5.

2. Time domain (T)

5. NN ALGORITHM FEATURES:

A Amplitude only

W Differential phase only

AW Amplitude and differential phase

, Relative amplitude

S. ..- W Relative amplitude and differential phase.
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TABLE 6.1

(Continued)

Note that, in general, the term 'feature', in the context of
resonance region radar returns, applies to any property or quality
associated with the returns. This includes, for example, the
magnitudes of the time domain impulse response.

6. PARAMETER: A variable in the measurement or classification process
such as frequency, aspect angle, elevation angle, polarization,

- feature or algorithm.

7. DATA BASE: A collection of data files containing a measurement
vector for each ship.

y 8. CATALOG: A single 2 dimensional complex array containing the
amplitudes and phases of all ships at the selected frequencies,
and other parameters.

9. FEATURE VECTOR: A single vector for a particular target,
dimensional in frequency or time , derived from the catalog by
selecting a particular feature.

10. POLARIZATION: One of the following:

1. Vertical, V

2. Horizontal, H

3. Cross, X

- 4. Vertical divided by horizontal, V/H.

The term described in 4 is not really a polarization scheme, in
the sense of the preceding three terms, but is called a
polarization for convenience. Strictly speaking, the polarization
of a wave describes the instantaneous orientation of the electric
field vector; the terms listed above refer to a particular
measurement scheme or use of radar cross section returns, with
respect to polarization.
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If each of these parameters were to be assessed in terms of the

others, over 10,000 curves would be needed. Clearly this is not

practical; however, an intelligent approach toward choosing the

experiments allows a thorough investigation without incurring too much

processing of data.

First, experimenting with a sub-band in the 2-7 MHz band indicates

the best region of frequencies (if any) for a particular type of

classification. Second, an evaluation of classification performance as

a function of the number of frequencies (NF) provides a comparison with

work presented in [1] and also establishes the ranking of a particular

number of frequencies. Hence we can choose NF=8 for subsequent 4
experiments and refer to this section for results pertaining to other

values of NF. The problem of choosing the desired classification

frequencies is thus solved. Next, a study of elevation angle and its

effect on classification allows classification using only one elevation

in subsequent experiments. The remaining parameters are then classified

using various features and algorithms, polarizations and aspect zones.

Sometimes it is useful to reduce the number of features in the NN

algorithm by eliminating W and AW, or W and A. W is generally the

least useful of NN features and it is unlikely that only phase would be

measured practical situation.

It must be remembered that certain parameters, such as relative

amplitude (A), and V/H polarization, are not really tested in these

experiments since the difficulties which they were designed to overcome

were not simulated. This should be taken into consideration when making
.'VI

comparisons between features such as A and A, or polarizations such as V
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and V/H. For example, V/H polarization purportedly has the property

that multiplicative errors cancel out by virtue of the division of a

vertically polarized phasor by a horizontally polarized phasor. To test

the validity of this assumption, the ship data must be contaminated with

multiplicative noise before classification proceeds. For reasons

mentioned earlier, multiplicative noise models were excluded from this-.
analysis, and what we are really measuring is the 'insertion loss' of

Vthe algorithm which uses this parameter.

In the following sections, each experiment is introduced, detailing

the aim of the experiments with a brief discussion of any relevent

points. The results of all experiments in the form of misclassification

percentage versus post-processing SNR curves, are contained in Appendix

A. These results are summarized by means of histograms representing

averaged misclassification percentage at 10 dB post-processing SNR, and

are presented, along with typical misclassifcation curves.

Conclusions drawn from the histograms often compare the

classification performance of one parameter with the performance of

another by saying that misclassification percentage (at 10 dB

post-processing SNR) is higher or lower by x %; here x is always the

rdifference between two misclassification percentages, not the percentage

increase of one misclassification percentage compared with another.
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6.1.2 INTERPRETATION OF HEADERS IN CLASSIFICATION RESULTS

The data presented in subsequent sections were plotted with an

automatic header system to aid the batch processing of classification

experiments. The header comprises of up to 11 lines and these are

described as follows:

1. LINE 1. TARGET TYPE. i.e., ships, aircraft, ground
vehicles, etc.

2. LINE 2. POLARIZATION. This can be either vertical ('V'),
horizontal ('H'), cross('X') or vertical divided by
horizontal ('V/H'). The polarization for each curve
is printed if this varies from curve to curve.

3. LINE 3. A PRIORI KNOWLEDGE OF ELEVATION ANGLE. This can be
either 'known', 'unknown', or 'known/unknown' if some
of the curves use known elevation angle and others use
unknown elevation angle. The system is specific about
which is known and which is unknown only if 2 curves
are present.

4. LINE 4. ELEVATION ANGLE(S). This can be '15' for 150
elevation data, '27' for 270 elevation data or '15,27'
if both elevation angles are used. Elevation angle is
printed if it varies between curves, so if there were
5 curves and only two entries in LINE 4, say '15,27'
and '27', the last 4 curves would be representative of
270 elevation data.

5. LINE 5. A PRIORI KNOWLEDGE OF ASPECT ANGLE. This is compiled
in the same way as LINE 3.
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6. LINE 6. MINIMUM, MAXIMUM AND INCREMENT OF ASPECT. The minimum
and maximum aspect angles can be any of those listed
in Table 3.1. If these parameters vary from curve to
curve, they are printed out for each curve in the same
way as LINE 4 (or LINE 2).

7. LINE 7. NUMBER OF FREQUENCIES. This is printed for each
curve.

8. LINE 8. NUMBER OF TARGETS. This is always a multiple of 6,
the number of ships. (No. of targets = 6 x No. aspect
angles x No. elevation angles). This is printed for
each curve.

9. LINE 9. 90% CONFIDENCE INTERVAL AT 30% MISCLASSIFICATION.
This is calculated according to the discussion
in 5.6, and is printed for each curve.

10. LINE 10. CLASSIFICATION FEATURES. These are listed as:

'A' Amplitudes only
V'W' Differential phases only NN

'AW' Amplitudes and phases algorithm

'R' Relative Amplitude
'RW' Relative Amplitude and phase -

'T' Time domain algorithm.

3 11. LINE 11. IDENTITY OF CURVES WITH ASPECT OR ELEVATION ANGLE
ERRORS. This is printed only if there is an error in
elevation angle or aspect angle. Note that the
classification software does not allow both types of
errors at once. For example, if 3 curves were plotted
and the last two had aspect errors, LINE 11 would read

'ASPECT ERR IN CURVE 2 3'

Curves are identified as follows:

Curve I
Curve 2

---------- Curve 3
................. Curve 4

Curve 5
............. Curve 6
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6.4FEUEC BAND

6.2.1 INTRODUCTION

This set of experiments was designed to examine the effect of

choosing a particular frequency band for various aspect angles,

polarizations and algorithms. (The term algorithm implies the use of

various features in the NN algorithm; see Table 6.1).

The available band of 2 to 7 MHz was split into 3 non-overlapping

sub-bands, each containing 4 discrete frequencies separated by 0.4 MHz.

These were

Band 1: 2 - 3.2 MHz

Band 2: 4 - 5.2 MHz

Band 3: 5.8 - 7.0 MHz.

Generally, it is expected that the lower of frequencies will

provide the best classification performance. This is because the radar

cross section at lower frequencies tends to vary less per unit bandwidth

compared with higher frequencies. Consequently, for higher frequencies,

(in the upper resonance region) a small change in a parameter such as

aspect angle, or the addition of noise to the cross section amplitudes

results in a greater change in the selected features compared to the

change at lower frequencies. In this sense, the radar cross section

frequency response is more reliable (i.e., impervious to small changes

in orientation, frequency, etc.) at lower frequencies than at higher

frequencies.

Note that for this experiment only a single elevation angle (270)

was used. This is justified by a study of the effect of elevation angle

on classification presented below.
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6.2.2 RESULTS AND CONCLUSIONS

Figure 6.1 shows a set of typical curves representing

misclassification percentage versus post-processing SNR. Similar plots

using other parameters are contained in Appendix A; the results for all

curves have been summarized by compiling averages of misclassification

percentage at 10 dB post-processing SNR and are presented in Figures 6.2

to 6.4.

From Figure 6.2 it is evident that for 00 and 1800 aspect zones,

there is no distinct preference for a particular frequency band. 900

aspect zone favours the lower bands, but not significantly. Taking an

average across all 3 aspect zones results in a marginal preference for

band 1, showing that in general, the performance for a given sub-band in

the 2-7 MHz band is not significantly affected by aspect zone. This is

encouraging in one respect; namely that if the ionosphere or range

conditions necessitated the use of higher frequencies (in the 2-7 MHz

band), then performance is not degraded for a particular azimuthal

orientation of the target ship.

Figure 6.4 shows a clear preference for band 1 (2-3.2 MHz) for

vertical and cross polarizations. For the other two polarizations,

frequency band seems unimportant. In Figure 6.3, a clear precedence of

band 1, band 2, followed by band 3 is set, for each algorithm. This

seems to best conform to the initial expectation that classification is

more reliable at lower frequencies (i.e., closest to L/A=1). However,

certain results show an insensitivity to frequency band, at least for

the range of freuqency bands available here. Choosing a band of much
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Figure 6.2. Average misclassification percentages at 10 dB
post-processing SNR for 3 bands, as a function of aspect
zone.
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higher frequencies, for example 15 to 16.2 MHz, might show a dependence

5on frequency band not measurable here. In conclusion, certain

parameters, such as vertical and cross polarizations, and the

classification algorithm (i.e., A, AW, AW, or T) are markedly dependent

on the selection of frequencies in the 2 to 7 MHz band.

6.3 COMPARISON WITH PREVIOUS WORK

6.3.1. INTRODUCTION

The purpose of this experiment was to provide a direct comparison

between the work done by Chen [1] and that done here. The essential

difference between Chen's data and the data used here is that the former

exclusively uses an elevation angle of 00, while the latter has

elevation angles of 150 and 27. The comparison was done using 270

elevation only, since classification statistics are similar for 270 and

150 elevations.

Five features (A, AW, W, A, and AW) in the NN algorithm, and the

time domain algorithm were evaluated at 2, 4, 6, 8 and 12 frequencies,

using vertical polarization, 270 elevation and aspect angles of 00, 900

and 1800 (aspect angles assumed known). The frequencies selected by

using the above numbers were discussed in Chapter V, Section 5.2. The

data at aspect angles 00, 900 and 1800 are nearly independent so that

the results do not pertain to a particular aspect zone. (Chen used this

approach in most of his work.) The evaluation using 12 frequencies was

included to see if performance could be improved.
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Classification results using known and unknown aspect angles at 8

frequencies, and other parameters as above, were compared with those in

[1]. When the aspect angle is known, a noise-corrupted target Is

compared only with catalog members of the same aspect angle. Unknown

aspect implies that the noisy target is compared with members of the

catalog at all aspects (see Table 6.1).

6.3.2 RESULTS AND CONCLUSIONS

*Figures 6.5 and 6.6 show typical classification results. Figures

6.7 and 6.8 indicate a general increase in misclassification percentage

- when 27* elevation is used in comparison with 00o This increase is

about 6% for each selected number of frequencies. Chen used 5 ships

compared with the 6 ships used here, which should account for 3% of the

difference (4/5 -5/6). This still leaves a 3% improvement for 0°

elevation over 270. Although this difference is apparent for all

numbers of frequencies, it is not sufficiently large to be conclusive

about the effect of elevation angle on classification. However, the

tilting of a target when elevation angles above 00 are used is

equivalent to a compression in range of the various scattering

structures, from the point of view of an incident electromagnetic wave.

Furthermore, structures that are vertical at 0° elevation (hence good

scattering centres for vertically polarized waves) become weaker

scatterers when tilted. Consequently, the process by which nulls and

peaks are produced in the amplitude returns, which essentially

characterize a particular target, is weakened. IntuitivelyII 82



CLASSIFICA71ON OF SHIPS
POLARIZATION v
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MINMAX, INC ASPECT 0 180 90
NO OF FREQUENCIES 2 11 8 12
NO OF TARGETS 18 18 18 18
90V. CI (030%) #/- 2.57. 2.5% 2.5% 2.5%
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Figure 6.5. Misclassification percentage versus post-processing SNR forI
4 different numbers of frequencies, using amplitudes only.
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Figure 6.7. Average misclassification percentages at 10 dB
post-processing SNR for 3 different numbers of frequencies
as a function of algorithm (from Chen [1]).
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Figure 6.8. Average misclassification percentages at 10 dB
post-processing SNR for 3 different numbers of frequencies
as a function of algorithm.
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classification is expected to be less reliable at higher elevation

angles. Data sets at say 500 elevation might be taken to confirm this

hypothesis.

Chen [1] established a ranking of features and algorithms in terms

of lowest misclassification percentage for each number of frequencies. q
For NF=2, AW<A<W<T, for NF=4, T<AW-A<W, and for NF=8, T<A<AW<W=AW<A.

Examination of Figures 6.7 and 6.8 shows this same ranking to hold at

27' as well. The time domain feature is still critically affected by

the use of only 2 frequencies for 270 elevation (as one would expect,

since this is the absolute minimum allowable to permit the operation of

the DIFT).

For both 270 and 0° elevation it is evident that the addition of

phase information (comparing A with AW) plays a more significant role at

2 frequencies than at a higher number of frequencies. For example, with

N=2 and 270 elevation, AW is produces 10% fewer misclassification errors

than A alone. The contribution that phase information makes to

classification performance seems to become smaller as the number of

frequencies is increased. This phenomenon also manifests itself in the

relative amplitude results. Using AW gives an average improvement of

10% over A, for N=4, 8, and 12, but 15% for N=2. Phase information,

- therefore, could become particularly valuable when certain conditions

constrain the measurements, such as being restricted to two frequency

measurements or having a multiplicative bias in the amplitude data.

Generally if 4 or more frequencies are available and phase information

is at hand, it is best to use the time domain algorithm.
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The addition of 4 extra frequencies above the previously used

number of 8 yields a small improvement of 1%. In some cases, the use of

12 frequencies results in more classification errors than the use of 8

frequencies. Figure 6.12 shows the variation of average

misclassification percentage with number of frequencies. The minimal

increase in performance in going from 8 to 12 frequencies and, in

general, from a lower to a higher number of frequencies, is consistent

with the findings of the previous chapter. There it was shown that

using lower frequencies in the allotted 2-7 MHz band resulted in better

performance, depending on which parameters were used. Increasing the

number of frequencies means that higher frequencies would be included,

thus yielding a minimal improvement.

The number of frequencies is usually the most costly parameter (in

terms of processing time) in a classification procedure. Bearing this

in mind, and using results like those in Figure 6.12, it should be

possible to obtain an optimal number of frequencies using counterposing

Uweightings for the number of frequencies and the acceptable level of
misclassification percentage. In subsequent classification experiments

8 frequencies are used. This tends to de-emphasize the affect of

isolated errors or biases.

The difference in average misclassification percentage between

classifications using known aspect and unknown aspect angle is about 6%

for 270 elevation angle data, and 5% for 0* elevation angle data...

Figure 6.9 shows a typical classification result and Figures 6.10 and

6.11 summarize the results of all curves produced in this part of the

experiment, the remainder of which are contained in Appendix A.
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CLASSIFICATION OF SHIPS
POLARIZATION v

-'ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /UNKNOWN
MIN.MAX,INC ASPECT 0 180 90
NO OF FREQUENCIES 8
NO OF TARGETS 18 18

907 CI (030%) +/- 2.5% 2.5%

CLASS. FEATURES A A
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Figure 6.9. Misclassification percentage versus post-processing SNR for
known and unknown aspect angles.
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Figure 6.10. Average misclassification percentages at 10 dB
post-processing SNR for known and unknown aspect angles

- as a function of algorithm (from [1]).
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Figure 6.11. Average misclassification percentages at 10 dB
post-processing SNR for known and unknown aspect angles
as a function of algorithm.
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Figure 6.12. Average misclassification percentage versus the number
of frequencies used.

6.4 ELEVATION ANGLE

6.4.1 INTRODUCTION

This experiment was divided into 3 parts. The first was designed

to examine the differences in classification performance between ship

data at elevation angles of 150 and 270. The second part investigated

classification performance when the elevation angle is known and

unknown, and the final part measured the effect of having an error in

elevation angle.

Each part of the experiment was conducted at the various aspect

A zones (00, 900, 1800), polarizations (V, H, X, V/H) and algorithms.

In order to keep the data processing task to a manageable size,
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only the A, AW and A features of the nearest neighbour algorithm were

W considered. The time domain algorithm was also used. This combination

Li alone leads to a total of 48 graphs, with each part of the experiment

for a given set of parameters on the same graph.

Data for only 2 elevation angles, 150 and 270 were available. For

the 'unknown elevation' case, data for a noise-contaminated target ship

is compared to data for ships at 150 elevation, and 270. The only error

syndrome available was ±12% Hence, a noise-contaminated target ship

known to be at 270 elevation would be compared with 150 elevation

catalog members and vice versa. Chen's data [1] at 00 elevation were

considered for use in this experiment but were ruled out on the grounds

of the additional complexity necessary in the classification software

for the minimal comparisons which would be obtained. (The data included

5 of the 6 ships used here, but only at vertical polarization and aspect

angles of 00, 900 and 180.)

6.4.2 RESULTS AND CONCLUSIONS

Figures 6.13 to 6.16 show typical classification results (see

Appendix A for others) and Figures 6.17 to 6.21 summarize all results in

terms of the average misclassification percentage at 10 dB

post-processing SNR.

Figures 6.17 to 6.19 show a high degree of similarity between

classifications at 150 elevation and those at 270. For aspect zone,

polarization and algorithm, 150 elevation has, on average, an

improvement of 1.7% fewer classification errors than 270 elevation.

Although this improvement is small, it is consistent with all parameters
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27fASPECT ASSUMED KNOWN
MIN.MAX, INC ASPECT 0 10 10
NO OF FREQUENCIES 6
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Figure 6.13. Misclassification percentage versus post-processing SNR
for various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAXINC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 24 24
90% CI (030%) -t/- 3.1% 3.17 2.27 2.27 2.2%
CLASS. FEATURES A A A A A
ELEV ERR IN CURVE Yi

_______ IS DEG. ELEVATION1
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Figure 6.14. Misclassification percentage versus post-processing SNR
for various elevation angles.
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CLASSIFICATION OF SHIPS

POLARIZATION X

ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG. 15 27 15.27
ASPECT ASSUMED KNOWN

4 NIN.MRX.INC ASPECT 0 10 10

NO OF FREOUENCIES 8

NO OF TARGETS 12 12 24 24 24
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...- Figure 6.15. Misclassification percentage versus post-processing SNR
' .: for various elevation angles.
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S CLASSIFICATION OF SHIPS
POLARIZAION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN,MAX. INC ASPECT 0 10 10
NO OF FREQUENCIES a
NO OF TARGETS 12 12 24 2L4 24
90. CI i307) +/- 3.1% 3.1% 2.2% 2.2% 2.2%
CLASS. FEATURES A A A A A
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Figure 6.16. Misclassification percentage versus post-processing SNR
"" 1 for various elevation angles.
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Figure 6.17. Average misclassification percentages at 10 dB
post-processing SNR for various elevation angles
as a function of aspect zone.
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Figure 6.18. Average misclassification percentages at 10 dB
post-processing SNR for various elevation angles
as a function of polarization.
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- Figure 6.19. Average misclassification percentages at 10 dB
post-processing SNR for various elevation angles
as a function of algorithm.
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;,-, Figure 6.20. Average misclassification percentages at 10 dB ,
~post-processing SNR for an elevation error of ±-120 as

a function of aspect zone and polarization.I
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II:-:::Figure 6.21. Average misclassification percentages at 10 dB
",% post-processing SNR for an elevation error of -±120 as

a function of aspect zone and algorithm.!

• .' except X polarization (where 27' is prefered), and it agrees with the

I .LL--results of the previous section where 0° elevation was found to have, on

, average, 3% less misclassification percentage as compared to 270

,.-..-elevation. The difference in angle between 15* and 27* is clearly not

- ': large enough to provide a distinct change in classification performance.

• e ;.Figures 6.17 to 6.19 also show the difference in misclassification

-,,7, :percentage between known and unknown elevation angles when a data set

,, '. comprising 2 elevation angles is used. Examining the known elevation

' ,. :. results reveals an average classification error of 27%, which is 4%

--.-':higher than the average of 15* and 270 elevations (23%) taken alone.

! ', '-Intuitively these would be expected to be the same since
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algorithimically, known elevation (or aspect) simply compiles errors

averaged over the known elevations (or aspects). The difference in

performance is particularly distinct for the case of AW using V/H

polarization at broadside (see Figure A.40 ), and this is a clue as to

p. the cause of this discrepancy. The average of separate classifications

at 150 and 270 elevation gives 15% classification error, while 150 and

270 known elevation gives 44% misclassification. Examining the average

signal powers for each 'nose-free' data base yields 38 dB for 150, 21 dB

for 27' and 35 dB for 150 and 270 elevation (known). The average of 38

dB and 21 dB is

10 LOG10  1038/10 + 101/10 =35 dB.
2

Consider the case of 150 and 270 elevation (known). If a SNR of 10 dB

is required, then 25 dBm2 of noise power must be added to the data base

amplitude (and phase) returns. However, this leads to 13 dB SNR for the

150 part of the data base, and -4 dB SNR for the 270 part of the data

base. Consequently the 150 and 270 known elevation case is an average

of a slightly better classification using 150 elevation data, and a very

much poorer classification using 270 elevation data (at 10 dB SNR). In

other words, the 150 and 270 known elevation result is only the average

of the individual results when other parameters allow the average signal

powers of the 'noise-free' data bases to be the same (X polarization is

such a case). .
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This result follows directly from the discussion in Chapter 5.5

where two points were established. First, the classifications for

classes having widely varying average signal powers have a constant

injected noise power, but variable (post-processed) SNR for each class.

Second, the separate classifications for the classes mentioned above

will have constant (post-processed) SNR with corresponding different

injected noise levels. Results due to Chen [1] and results established

here can be used for meaningful comparisons if the above points are

taken into consideration.

It is evident from Figures 6.17 to 6.19 that a priori knowledge of

elevation angle results in 5% fewer in classification errors. This

result is independent of aspect zone but does vary with polarization and

algorithm. Specifically, H polarization, and relative amplitude A, (not

necessarily together) produce significant increases in misclassification

percentage for an unknown elevation angle, where there is a 10%

difference between the results for known and unknown elevation angle.

These parameters are, in general, less favourable toward low

misclassification and thus, classification without a priori knowledge of

the elevation angle is particularly sensitive to 'adverse' parameters.

The high values of misclassification percentage when an error is

made in elevation angle (see Figures 6.20 and 6.21) are due in part to

the varying SNR problem mentioned earlier. However, note that for X

polarization, where signal powers for 270 elevation and 150 elevation

are equal (see Table B.1) and the special consideration does not apply,

that classification error is still about 66%. Hence it must be

100
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concluded that the majority of the classification errors introduced with

Uan elevation ambiguity of ±120 stem from the dissimilarity of targets at

150 and 270 elevations. This might seem contrary to previous findings

where classification performance at 150 was found to be very similar to

classification performance at 270. It must be noted that similarity in

classification performance between two given parameters is not directly

related to the similarity of the targets associated with those

parameters.

Classification error, as a result of an elevation angle error of

±12, is about 74% on average. This result is independent of aspect

zone and algorithm. Hence erroneous a priori elevation information has

a catastrophic impact on classification; in such an event it would be

better to discard the elevation angle information and assume that

elevation were unknown, assuming there was no other recourse: (see the

suggestions for future work in Chapter VII).

6.5 POLARIZATION

6.5.1 INTRODUCTION

The purpose of this experiment was to determine the relative

classification performance of each polarization; vertical, horizontal,

cross and vertical divided by horizontal, as a function of aspect zone

and algorithm. An elevation of 270 was used in this experiment.

Corrupting features particular to the ionosphere, such as Faraday

rotation, were not simulated here. Also, the fact that cross
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polarization may not be practical in conjunction with ionospheric

propagation did not preclude its investigation.

It is worth amplifying the purpose of using V/H polarization.

Returns for this 'polarization' are produced by simply dividing the

vertically polarized complex returns (AV, OV) by the corresponding

horizontally polarized complex returns (AH , OH), i.e.,

S Ai -Ai dBm 2  (6.1)AV/H = V - H

I ie =a - H  (6.2)
V/H V -H

where i is the frequency index.

*In general, a target scatters components of vertically and

horizontally polarized electromagnetic energy when illuminated by

radiation of a given polarization (vertical or horizontal). Since these

components have the same frequency (and doppler shift), and are

scattered simultaneously, they take the same ionospheric path and are

hence subject to the same ionospheric distortion. This distortion can

be approximately modeled as a complex multiplicative factor. If A and

A are the complex target returns at a given frequency, and CejO is the

appropriate ionospheric distortion factor, then the recieved returns

are given by

-I = I o Ce (6.3)
A~,r Ce

-i -CeJo (6.4)
AH,r H
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Hence,

AV/H AV,r /AH,r(65

and the multiplicative factor is removed. However, since multiplicative

corruption was not simulated in this experiment, this hypothesis was not

tested. Furthermore, this simple analysis might not adequately describe

the corrupting nature of the ionospheric channel, although intuitively

at least, one would expect some reduction in multiplicative factors by

this type of operation.

6.5.2 RESULTS AND CONCLUSIONS

Figure 6.22 shows a typical result of classification performance

using various polarizations the remainder of which are contained in

Appendix A. Figures 6.23 and 6.24 summarize t0e classification

performances at 10 dB post-processing SNR in terms of averages for a

given parameter. On average, V polarization and X polarization rank

first (with about 20% misclassification error), followed by V/H

polarization (29%) then H polarization (44%). At 00 and 180', V

polarization and X polarization give similar performance, however at

900, X polarization has 10% fewer classification errors compared

with V polarization. V polarization and X polarization also give

similar performances for all algorithms except A (relative amplitude).

It is significant that performance differs only when the parameters in

question are particularly adverse toward classification (i.e.,
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED KNOWN

fELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN,MAXINC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
90% CI 1030%) +/- 3.1% 3.1% 3.1% 3.1%
CLASS. FEATURES A A A A
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Figure 6.22. Misclassification percentage versus post-processing SNR
for various polarizations.
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4:Figure 6.23. Average misclassification percentage at 10 dB
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Figure 6.24. Average misclassification percentage at 10 dB
post-processing SNR for various polarizations as a
function of algorithm.
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900 aspect zone or A). This similarity in performance between V and X

polarizations might stem from a combination of weaker scattering from

the tilted vertical structures in the first case, and enhanced

scattering from the tilted structures in the second case. Following

this line of reasoning, V polarization might be expected to have better

classification performance than X polarization, at zero degrees

elevation angle.

H polarization consistently exhibits the poorest classification

Nperformance and this is particularly true at 00 and 1800 aspect zones

where H polarization is 20% and 30% worse than the V polarization

results. This tends to reinforce the idea that, for bow and stern

aspects, the major scatters are vertical and that these play a

significant role in the classification process. H polarization exhibits

its best performance at 90 aspect, where it has a similar

misclassification percentage to V polarization (32%). At broadside, the

ship's hull Is a long horizontal structure, which is a good scatterer

of horizontally polarized energy; at stern and bow aspects, there are

few horizontal structures which may account for H polarization's

preference for the 90 aspect zone. Data in Table B.1 in Appendix B

support this conclusion. Radar cross sections for H polarization

average to about 27 dBm 2 , whilst those for V polarization average 20 dB

higher. At 900 for H polarization, radar cross section is about 29

dBm2 , and for bow and stern, radar cross section is about 26 dBm2 .

X polarization has the best all-round performance. Although on

average X and V polarization has the same 20% classification error, V
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polarization is particularly affected at 900 aspect zone, having an

w error of 30%, whereas X polarization stays at the average.

V/H polarization on average has a misclassification error of about

30% which is roughly half way between that of V polarization and H

polarization (which intuitively would seem reasonable). However, when

dealing with data from a real system, we may be able to estimate V/H

amplitudes more accurately than V amplitudes, assuming that it is

possible to measure both the horizontally and vertically polarized

components of the scattered energy. The discussion in 6.5.1 showed that

multiplicative errors, which are characteristic of the ionosphere,

cancel (see Equations (6.1) to (6.5)) when using the V/H parameter.

This same division may also eliminate the need to use a reference,

(since it would also cancel out). Hence the use of V/H polarization, as

j opposed to say V polarization, according to this analysis, removes two

of the major sources of error in our process, i.e., the ionosphere and

the referencing system. This is, potentially, a very valuable feature

and the extent to which these errors are removed or reduced is a

potential subject of further research.

The discussion thus far has concentrated much on the relative

performance of polarizations with respect to each other. It is not the

intention here to find an optimal polarization and then build a system

using it; the same is true of any of the other parameters of

classification. Indeed, limitations in a real sky-wave radar system

might require the use of a particular polarization, so it is desirable

to know the associated classification performance resulting from such a

restriction.
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6.6 ASPECT ZONE

6.6.1 INTRODUCTION

This experiment was designed to investigate how classification is

affected by a particular aspect zone. From the above experiments, it is

evident that classification performance is very dependent on the

azimuthal orientation of the ship (i.e., aspect angle). Furthermore,

from the discussion in 6.4.2, it might not be meaningful to do

classifications where the catalog contains data pertaining to ships at

widely varying aspect angles (for example 00 and 90). Hence, a

thorough investigation of classification performance at given aspect

angles is of interest.

An elevation angle of 270 was used, and classifications at the 3

aspect zones, bow, stern and broadside, were done for each polarization

and algorithm. A 450 aspect zone, comprising angles 300, 450 and 600

was also included for the case of vertical polarization.

Based on the work of previous experiments, it was expected that 00

and 1800 aspect zones would have similar classification performance, and

900 aspect zone would be worse.

6.6.2 RESULTS AND CONCLUSIONS

Figures 6.25 and 6.26 show typical curves of misclassification

percentage versus post-processing SNR, the remainder of which are

contained in Appendix A. Figures 6.27 and 6.28 summarize the results of
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this experiment in terms of the average error at 10 dB post-processing

SNR, for various polarizations and algorithms.

The initial expectation that classification performance at 00

aspect zone would be similar to that at 1800 is true in general; the

average classification error at 00 is 31%, and 29% for 1800 (averaged

across all polarizations, or algorithms). However, in the particular -.4
case, the above is only true for vertical polarization, the

amplitude-only (A) feature, or the time domain algorithm. These 3

classification variables are generally the most favourable towards

achieving low misclassification percentage, and 00 aspect behaves like

1800 only under these conditions.

900 aspect zone exhibits best classification performance, for H K

polarization and V/H polarization. This is complimentary to the finding

of the previous section where the above polarizations had best

performance at 900 aspect zone. This does not mean, however, that it is

more advantageous to use H polarization if the target is known to be at

broadside; from Figure 6.27, we see that either X or V/H polarization

are be the most advantageous.

For V/H and H polarizations, 90° aspect zone has 14% fewer

classification errors on average, compared with bow and stem aspects.

For V and X polarizations, 1800 and 0* aspect zones are better than

broadside by an average of about 9%. Hence when averages are compiled

across polarizations to produce the figures used in Figure 6.28, the

difference in performance between the two pairs of polarizations
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CLASSIFICATION OF SHIPS

POLARIZATION V
ELEV ASSUMED KNOWN
ELEVATION [DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN,MAX, INC ASPECT 0 10 10, 30 60 15. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 18 12
90% CI 1030.J +/- 3.1% 2.5. 2.57. 3.1.
CLASS. FEATURES A A A A

C;o 0 DEG. ASPECT ZONE I BOW
- q D DEG. ASPECT ZONE
.. 90 DEG. ASPECT ZONE I BROADSIDE I

ai .......... 180 DEG. ASPECT ZONE I STERN I

P-_ ,LLJ

C,.

0

UJ FZ

LAr

L)

(

(-)

- .. ... ... . .. ... .. ... ~ . . . .

2~X CD=

-36. -20. -. 30 20 - 0

Figure 6.25. Misclassification percentage versus post-processing SNR
for various aspect zones using vertical polarization.
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rn CLASSIFICATION OF SHIPS
POLARIZATION V/H

ELEV ASSUMED KNOWN
ELEVATION IDEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN.MAX.INC ASPECT 0 10 10. 80 100 10. 170 180 10

NO OF FREQUENCIES 8

NO OF TARGETS 12 18 12
90% CI (@30M) +/- 3. 1. 2.5% 3.1Y.

CLASS. FEATURES A A A

C.. 0 DEG. ASPECT ZONE I BOW
90 DEG. ASPECT ZONE I BROADSIDE I

--- 180 DEC. ASPECT ZONE I STERN I

Li

m" \

z \ \

c o

LLJtN

-. " "

CC n

V)
(A

_j'

-20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure 6.26. Misclassification percentage versus post-processing SNR
for various aspect zones using V/H polarization.
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0 00 ASPECT ZONE
0100 ___4 450ASPECT ZONE

-Z 90 0 ASPECT ZONE
u 80- 180 ASPECT ZONE

Z 60-
0
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4

V H X V/H

Figure 6.27. Average misclassification percentage at 10 dB post-
processing SNR for various aspect zones, as a function of
polarization.
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Figure 6.28. Average misclassification percentage at 10 dB post-
processing SNR for various aspect zones, as a function of
algorithm.
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(i.e., V and X, compared to H and V/H) tends to enhance the performance

900 aspect zone. (See, for example, the time domain algorithm averages

in Figure 6.28.) Consequently, when examining the performance of

_ specific algorithms at various aspect zones, one should bear in mind the

particular polarization used.

6.7 ERROR IN ASPECT

6.7.1 INTRODUCTION

The heading of a ship, and hence its aspect can be found quite

accurately by simply plotting its position at two instances of time.

Knowing the time interval and range between the reference positions

allows the average velocity to be calculated, and this in conjunction

Uwith the doppler shifts at the two positions allows the aspect

measurement to be refined.

An error in the aspect can be introduced when the heading of a ship

is altered by a sea current. Figure 6.29 shows how this may happen. A

ship traveling from P1 to P2 with velocity Vs is estimated to have an

apparent aspect of 6
a . However, the component of sea current Vc forces

the ship to take an aspect of oa+e in order to travel in the direction

P1 to P2.

-1
S= tan- Vc
e

'VV

' Typical values for Vc and Vs might be 5 and 20 knots, respectively,

which leads to an error of oe = 140.
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P2 RADAR

,-"-Figure 6.29. A ship travelling with velocity Vs from point P 1 to point

P2 has an apparent aspect angle of a degrees owing to the

sea current having a velocity Vc.

~The purpose of this experiment was to examine classification

performance as a function of various parameters when 
an aspect error is

,.'..."introduced. In general, for a given aspect, a +e aspect error must be

:.%

-. .-. considered. For 0° aspect zone, using 00 and 100 aspects, a -±00 error

~was simulated by comparing 00 noise-contaminated ship returns with 100

catalog ship returns and vice versa. At broadside, where 
3 aspects were

used (80 0 9 Q0 and 100 ) a - ±10 n aspect error was 
simulated by com paring

800 and 1000 aspect noise-contaminated 
targets with a 90 catalog, and

L -'0 9 0 aspect noise-contaminated targets with 800 and 1000 catalogs. This

represents performing an additional experiment for each ship and this
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must be taken into consideration when calculating the average

misclassification percentage for a given SNR.

This experiment was divided into 2 parts: the first to examine the

effect of different aspect errors near to 00 aspect angle, and the

second to examine the effect of 100 aspect errors at different aspect

zones. Curves representing classification performance at 00 and 150

using unknown aspect for each of the parameters used in the above

experiments, were derived in order to establish a threshold at which it

would be wiser to stop estimating an aspect angle. An elevation angle

of 270 was used in all experiments.

6.7.2 RESULTS AND CONCLUSIONS

Figures 6.30 to 6.32 show typical classification results for these

experiments, the remainder of which are contained in Appendix A.

Figures 6.33 and 6.34 show average misclassification percentages at 10

dB post-processing SNR for various errors in aspect near to 00 aspect.

It is clear that performance is dependent on the particular polarization

used. For V and H polarizations, a ±100 error is roughly equivalent to

saying that the aspect is unknown. Hence for aspect angles near to 00

which can only be estimated with an accuracy of less than ±10, it would

be better to re-evaluate the use of a priori aspect angle information.

For X and V/H polarizations an error of ±100 aspect leads to a large

increase in misclassification percentage (to about 60%) compared with

15% for V polarization. Based on the increase in misclassification
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CLASSIFICAT ION OF SHIPS
POLARIZATION V
ELEY ASSUMED KNOWN

.. ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MINMAX,INC ASPECT 0 10 10, 0 1s 15, 0 30 30

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12
907 CI (0307) +/ 3.17 3.17 3.1%
CLASS. FEATURES A A A
ASP ERR IN CURVE 2 3

C;_ 0 DEG. ASPECT ERROR 0 a NG. ASPECT ZONE
SIS DEC. ASPECT ERROR *0 DEC. ASPECT ZONE

--------- S DEC. ASPECT ERRON 0 DEC. ASPECT ZONE

'J Il0...... ..

2 .\

A .W ...... .......

Lii

0-.

Z(

---- ---........ M.... ..... .. ..

LL C

C0,
cc.

_ j 5 -

-?.. -20 -10.0.1 . ... 30..

POST-PROCESSING S/N IN OB&

Figure 6.30. Misclassification percentage versus post-processing SNR
for various aspect errors, near to 00 aspect, using
vertical polarization.
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CLASSIFICATION OF SHIPSUPOLARIZATION X
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN

MIN.MAX,1NC ASPECT 0 10 10, 0 15 15. 0 30 30
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12
90% CI (030%) 4/- 3.1% 3. 17 3. 17
CLASS. FEATURES A A A
ASP ERR IN CURVE 2 3

00E.APC RO 0DG SETZN
150 DEG. ASPECT ERROR *0 DEG. ASPECT ZONE

--------- 0 DEG. ASPECT ENRON 0 DEC. ASPECT ZONE

C;o

zD CD

uC;
LLJ
cc-

E0

C;

-_ m

30. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN 08

Figure 6.31. Misclassification percentage versus post-processing SNR
for various aspect errors, near to 00 aspect, using cross
polarization.

117



CLASSIFICATION OF SHIPS

ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX.INC ASPECT 0 10 1o, a i0 10. 80 100 10. 170 180 10

NO OF FREQUENCIES B
NO OF TARGETS 12 12 18 12
90Y/ CI (@30%) +/- 3.1%. 3.17 2.S%. 3.17.
CLASS. FEATURES A A A A
ASP ERR IN CURVE 2 3 U

C; 8____ 0DEC. ASPECT ERROR *0 DlEG. ASPECT ZONE

10D fEC. ASPECT ERRON 0 DEG. ASPECT ZONE

-------- 10 DEG. ASPECT ERROR 9 0 DEG. ASPECT ZONE
.......... 10 DEG. ASPECT ERROR *ISO DEC. ASPECT ZONE

................. ......... ..... ........ .

N LLJr.

Z(

(n

LL_

-10.

C,

-3o. -20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN OD

Figure 6.32. Misclassification percentage versus post-processing SNR
for an aspect error of ±100 at various aspect zones.J
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100 ERROR 0**~ 0, 15*,UNKNOWN

w - 50 ERROR ASPECT

4100-

w

so-

Z 6 0
0

~40-

U)

u,0

V H X V/H

Figure 6.33. Average misclassification percentage at 10 dB
post-processing SNR for various aspect errors, near
to 00 aspect, as a function of polarization.

0~J 0 ERROR 300 ERROR
100 ERROR M-7-1 00, 150, UNKNOWN

w
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0

40-
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IIV
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Figue 634.Aveagemisclassification percentage at 10 dB

post-processing SNR for various aspect errors, near
to 00 aspect, as a function of algorithm.
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percentage (shown in brackets) when an aspect error of ±I0k is

introduced, the polarizations acquire the following ranking

V(4%) < H(13%) < V/H(28%) < X(48%)

It is evident that X polarization, which was previously established as

having good classification properties, is particularly susceptable to an

error in aspect angle. Furthermore, V polarization is the only

polarization with 30% or less misclassification for errors of ±100 or

less.

Establishing a ranking of algorithms based on the increase in

misclassification percentage when an error of t100 is introduced yields

AW(16%) < AW(18%) < A(24%) < T(39%)

This is the exact reverse order that these algorithms appear if there is

no error in aspect. The time domain algorithm is more affected by an

aspect error than the other algorithms. At 0 error, T has about 10%

classification error on average, which is the same as A. However, at

t100 error T has about 50% error compared with 35% for A. In

conclusion, for the aspect zone of 0 (bow), the parameters X

polarization and the time domain algorithm, which previously had good

records of classification performance, are particularly sensitive to

errors in aspect angle.

Figures 6.35 and 6.36 show how a ±100 aspect error affects

classification percentage at different aspect zones. Note that the

histogram bars represent the difference between the results of

classification at 00 error and classification at ±100 error. For X
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polarization it has already been mentioned that classification

performance is significantly degraded (by 45% on average) by the

introduction of a ±100 error at 00 aspect zone. This is also true of X

polarization for 90 and 1800 aspect zones.

For the remaining polarizations it is also evident that 1800 is

more affected by an error of ±100 aspect error than is 00 aspect zone,

and performance is poor (always above 50% classification error)

irrespective of the polarization. V/H and H polarization have poor

performance at all aspect zones when a ±100 aspect error is introduced;

typically misclassification percentage is always above 50%.

'W Generally, the time domain algorithm is most affected by an aspect

error of ±100, especially at 900 aspect zone. Based on the results, the

choice of algorithms to provide lowest misclassification percentage at

00, 900 and 1800 aspect zones would be

ASPECT ZONE
ERR 00 900 1800

ERROR

o' 00 T T T

+100 A AW T

Chen [1] also did an analysis of the affect of aspect errors.

Using sets of ship data at 00, 150 and 300 aspects (vertically

polarized) he compared the no-noise distances and correlation

coefficients for various ships and found that about 4 times out of 5,

the closest neighbour to a particular ship was the same ship at a
U
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0
49OO- O ASPECT ZONE
2W 1 90 ° ASPECT ZONE

o80 180ASPECT ZONE

UJ
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Z~60
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Figure 6.35. Average difference in misclassification percentage at 10
dB post-processing SNR between classifications having a 00
aspect error and classifications having a ±100 aspect
error, at various aspect zones, as a function of
pol ari zatl )n.
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Figure 6.36. Average difference in misclassification percentage at 10
dB post-processing SNR between classifications having a 00
aspect error and classifications having a ±100 aspect
error, at various aspect zones, as a function of
algorithm.

122

5~ 'a



different aspect angle, indicating a certain toleration towards errors

in aspect angle. Results here would tend to confirm Chen's findings for

the particular case of vertical polarization and 00 aspect zone (see

Figure 6.33). However, for other polarizations and aspect zones,

classification was found to be significantly degraded by the inclusion

of an aspect error of t100. Also, the inclusion of added noise in this

analysis revealed a hitherto indistinguishable sensitivity in the

particular algorithm (especially in the time domain algorithm)

to errors in aspect angle.
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CHAPTER VII

CONCLUSIONS

A series of experiments investigating the classification properties

of a group of ships at various azimuthal and elevation angles, using a

variety of polarizations, have been performed. These experiments, to a

certain extent, were intended to represent classification based on HF

sky-wave resonance radar returns.

The characteristics and specifications of an HF sky-wave radar

system were discussed. These include the considerably longer range

(compared with ground-wave porpagation) afforded by sky-wave

propagation, which is attained at the cost of contamination and

dispersion by the ionosphere. These and other factors tend to severely

restrict the range of operating frequencies available for classification

purposes. The methods of measuring amplitude and phase returns and the

use of a reference, such as sea-scatter, for calibration of the radar

cross section amplitudes have been discussed. A technique using the

ratio of the returns at vertical and horizontal polarizations has been

suggested as a means of obviating the need to calibrate with a separate

reference.I,
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The construction of a data base, using radar backscatter

measurements from scaled-model ships, has been described. The use of a

groundplane to simulate the surface of the sea resulted in residual time

responses corresponding to the location of the groundplane edges in the

target's impulse response. Impulse responses were used to check the

validity of calibrations. The calibration process was found to be both

time consuming and intricate, but necessarily so in order to provide

representative data. The calibration and scaling proceedures converted

measured ship amplitude and phase returns from 2 to 18 GHz into scaled

amplitude and phase returns from 2 to 7 MHz.

Various sources of noise and errors have been discussed. Noise in

the context of our classification experiments was defined as

post-processing noise; the errors remaining after the processing system

had done its best to minimize the various contaminations. A need was

expressed to incorporate into the noise analysis a sufficiently detailed

representation of the ionospheric channel and its associated

distortions. No such model was available and in view of this and under

other considerations, an independent additive Gaussian noise model was

used.

In view of the limitations placed on available operating

*" frequencies, the 2 to 7 MHz band was divided into 3 equal sub-bands of 4

frequencies to investigate the classification properties of each band.

In general, the lower band (as expected) gave the lowest probabilities

A. of misclassicication, but in particular, the result depended on the

parameter of interest. Vertical and cross polarizations each showed a
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marked difference of about 16% in misclassification percentage between

the lower and middle bands, whereas horizontal and V/H polarization had

an average difference of about 3%. The difference in performance

between band 1 and band 3 was not great (always less than 20%), hence if

conditions dictated the use of higher frequencies in the 2-7 MHz band,

then classification performance does not suffer badly.

The next set of experiments served as a comparison to previous work

done by Chen [1]. In general the results using 27' elevation data, were

similar to those of Chen's 00 elevation data. Increasing the number of

frequencies was found to reduce misclassification percentage, but only

to a limit. For example the use of 12 frequencies, compared to 8

frequencies, yielded a 1% improvement on average. The same ranking of

algorithms established in [1] was also established here. For 2

frequencies this was, in terms of lowest misclassification percentage,

AW< A < W < T and for 8 frequencies, T < A < AW < W. Generally the

addition of phase information (for example AW, or AW) was found to be

more significant in terms of improved classification performance, for a

lower number of frequencies.

A priori knowledge of aspect angles provided a 6% decrease in

misclassification percentage (compared to assuming the aspect angle as

unknown), which was similar to Chen's finding. In general, there was a

small but accountable improvement of about 3% less misclassification for

the 00 data compared to the 270 data.

The investigation performed on classifications at elevation angles

o"'.: of 270 and 150, revealed that there was a high degree of similarity
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between the results for the two angles. A 1.7% reduction in

a classification error was established for the 150 elevation data over the

270 data; and this low value was representative of all polarizations,

aspect zones and algorithms. When using a catalog containing data

N relating to two elevation angles, a 5% reduction in classification error

resulted when the elevation angle was known a priori. This was

V comparable to the result for a priori knowledge of aspect angle. A

±120 error in elevation lead to a drastic degradation in classification

performance; typically misclassification percentage was always worse

than 65%, with some parameters, such as horizontal polarization being

little better than random guessing (i.e., 5/6 or 88%), at 80%

misclassification. No one polarization, aspect zone or algorithm showed

any particular immunity to the effects of a ±120 error in elevation.

* Vertical and cross polarizations were found to have similar

classification properties, with about 20% classification error on

average. V/H followed with 29%, and H polarization was consistently

worst with 44% misclassification. These results were very much

dependent on the particular aspect zone used, with vertical and cross

polarizations doing best at 00 and 1800 aspect zones, and hori7ontal and

V/H polarizations doing best at 90 aspect zone.

V/H polarization was found to have a performance lying between that

of vertical polarization and horizontal polarization. However, the V/H

polarized amplitudes may in practice, be measurable with a higher degree

• .of accuracy than the vertically polarized amplitudes. This is because

theoretically at least, multiplicative factors impressed by the
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ionosphere should cancel out. Also the use of V/H polarization might

preclude the need to use a reference. Unfortunately these sources of

distortion could not be simulated here and so a real test of V/H

polarization was not performed. However, it was established that the

diversion of amplitudes in this manner does not drastically reduce their

information content, otherwise the misclassification levels would have

been much higher.

The analysis of classification performance at various aspect zones

revealed a high degree of dependence on the particular aspect zone (0,

90* or 1800). The initial expectation that 00 aspect zone would possess

similar classification properties to 1800 aspect zone was true only for

vertical polarization, the amplitude only feature (A), or the time

domain algorithm. These 3 classification variables generally were

found to be the most favourable towards achieving low misclassification.

The behaviour of 0 and 180* aspect zones for other parameters differed.

900 aspect zone favoured horizontal and V/H polarization. Its

apparently good performance for certain features, such as AW in the

nearest neighbour algorithm, was due to the relative performances of

polarizations at certain aspect angles. As a result of this, the

performance at a particular aspect zone needed to be judged with respect

to a particular polarization, and averaging across polarizations tends

to somewhat obscure the analysis.

Finally, the investigation of the effects of aspect errors revealed

a particular sensitivity of some parameters to such errors. For example

K>:- X polarization and the time domain algorithm both had a

128

4

,,_ ,

7.
".2" "."-. ..".-". - ..-'--- ..

"
. .- ". .."".-. ....-'. .. -. '. . ..• . " ."-" . .' . . . ••.-.-.... . -. ,- . .- .



misclassification percentage increase of more than 40% when a ±100 error

was introduced. Vertical and horizontal polarizations had error levels

of 13% and 49% respectively, which was equivalent to their performances

when the aspect angle was assumed known. Generally, the levels of

classification error, with the exception of vertical polarization, were

quite high for a ±100 error, at all aspect zones; with

misclassification levels of 50% and 60% being common.

The above results have illustrated how the classification of ships

is dependent on the frequencies, polarizations aspect and elevation

angles, and algorithms used in the classification process. Assuming

that no errors have been made in estimating aspect and elevation angles,

ship targets were correctly identified with a probability ranging

approximately from 50% to 100%, depending on the prevailing conditions.

Furthermore, the results presented here for the given catalog of ships

are an 'upper-bound', for a variety of reasons. Firstly, in practice

there would be a vast amount of a priori information, such as the

knowledge of ship movements (perhaps from satellite photography), which

could further reduce the catalog size. Estimation of the average

amplitude returns for a ship, in conjunction with aspect and elevation

- angle information, could also allow further reduction of the catalog.

In these experiments, a ship was considered misclassified even if the

right ship was chosen at the wrong aspect or elevation angle; allowing

such a decision to be considered as correct would also reduce the

probability of making an incorrect decision. Finally, there is

considerable potential for refining and optimizing the various

algorithms for classification (some suggestions are dicussed below).
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Based on the experience gained whilst performing the various

investigations of this report, it is suggested that future work be

directed in the following areas.

The nearest neighbour technique for classifying targets involves

calculating the distances at specific sample frequencies, between the

test target and a particular catalog reference. The square root of the

sum of distances over these frequencies is called 'the distance' between

the unknown test target and the noise-free catalog member. This

distance, compared with other such distances is used to make a

classification decision. The following example is designed to

demonstrate how the individual distances, for each frequency, contain

useful information.

Consider 2 sets of arbitrary distances between an unknown target,

(Su), and 2 catalog targets, (S1,S2).

Du,1 DU,2

fl 3 8

f2 2 8

f3  4 10

f4 72 10

Distance 9 6

On this basis, Su would be classified as S2. Observe though that 3

out of the 4 frequencies suggest that Su is Si and the fourth frequency
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has biased the overall result sufficiently to change the classification.

Such a syndrome is representative of impulsive noise, for example,

lightning discharges which affect HF radar returns.

From the above demonstration, it is clear that the examination of

distances for individual frequencies is necessary in order to deal with

impulsive noise. A simple 'majority vote' system would be one way of

implementing such a proceedure. However, the majority vote system would

involve extensive alterations to existing algorithms and software, and

presents a problem in resolving ties.

One way around this problem would be to identify the 'rogue'

distances on a statistical basis. For example, if a distance was more

than, say, 1 standard deviation from the mean, then it could be set to

some other value, perhaps the mean of the other distances. In the above

Uexample, the means are 20 and 9, and the standard deviations are 30 and

16 respectively. Hence all the frequncies of S2 pass the test, but f4

of S1 has a distance which is 1.7 standard deviations above the mean.

Consequently, it is set to 3, the average of the unaffected frequencies,

resulting in a new total distance of 3.5. Su is now closer to S1 than

.S2 •

Research is needed concerning the statistical distribution of

individual target distances. The above test works with the arbitrary

numbers presented, but may not do so with more practical figures. It

would be undesirable to alter the distance of a particular target that

is not subject to impulsive contamination.
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From the previous discussion it is evident that information is

contained in the actual values of NN distances ( and correspondingly in

time domain algorithm correlation coefficients ). This information

might further be exploited to reduce the sort of classification errors

which are encountered when errors are made in the estimation of aspect

and elevation angles. For example, if the heading of an unknown ship,

Su, is measurable to within ±15, then classification can proceed

for each of 7 catalogs, C1 to C7 , one for the estimated aspect angle and

the others at 5 degree increments above and below the estimate. From

each catalog there would be a candidate classification, Sn , with a

corresponding minimum distance (or maximum correlation coefficient), Dn

, for n = 1,2,...,7. The choice of a particular candidate, for the case

of the NN algorithm, would be based on these distances. Average distance

in the NN algorithm is a function of post-processed SNR, hence if the

latter could be estimated accurately, the candidate classification

having a distance corresponding to the measured post-processing SNR (for

a given angle) would be chosen.

Let Dn,e(p) be the distance (generated by the NN algorithm)

between the noise-free returns of a ship, n, at aspect angle e, and the

same returns contaminated by noise such that post-processing SNR was p

dB. Assume for this example that p is 10 dB, and the aspect angle was

estimated at 15.
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CATALOG C1  C2  C3  C4  C5 C6 C7

ASPECT (0) 0 5 10 15 20 25 30

Sn SI S2 S3  S4 S5 S6 S7

Dn D1  D2 D3 D4 D5  D6 D7

Dn,e(lO) DI,0 D2 ,5  03,10 D4,15 D5,20 D6,25 D7 ,30

Where

Dn  = Distance between ships Su and Sn

Dn,0(1O) = Distance between ships Sn and Sn*

Sn* is a noise-contaminated version of Sn .

The classification would proceed by choosing the smallest magnitude

I Dn,0 - Dn for n = 1,2,.,,,7

= - 0,5,-.,,30.

Research is needed to examine the relationship between

post-processing SNR and distance (or correlation coefficient), and how

this varies with aspect and elevation angles and their increments.

Classification experiments thus far have produced misclassification

percentages of between 0 to 50% for a nominal 6 ship catalog. In

practice, even with a large amount of a priori information a working

catalog size might be in the order of 100 ships or more. As a result,

classification errors will be higher because of the greater chance that
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the noise-contaminated returns of an unknown ship would look like the

noise-free returns of a catalog ship.

Perhaps one way of addressing such a problem might be to

investigate the classification proprties of 'generic' ship targets. The

term generic is used here to describe a set of amplitude and phase

returns representative of a group of ships. Hence, a catalog would not

contain the the returns of, say 30 destroyers, but rather the 'generic'

returns of, say 3 representative destroyers.

The generic forms could be constructed from basic shapes

representing what are thought to be the major scattering structures

common to a group of targets. In a previous chapter, it was postulated

that vertical structures, such as masts, play a significant part in

classification using vertically polarized returns. The generic form

could simulate, to varying degrees, such structures and this would help

establish the extent to which the various features of a ship contribute

to the characterisation of its amplitude and phase returns. In a sense,

such experiments would investigate the 'resolution' of the

classification system, i.e., the degree to which the system can

distinguish between similar targets.

The use of the AW feature in the NN algorithm produces a hitherto

unresolved effect. Referring to Figures A.14 and A.16, it is evident

that for two frequencies the AW feature is always better than the A

feature, whereas for 8 frequencies the A feature is better than the AW

feature above 5 dB post-processing SNR. Intuitively, one would expect

the AW feature to be better than the A feature because it appears to
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contain more information about a target (having both amplitudes and

*phases).

This discrepency is probably a consequence of Chen's assertion that

the expression for normalizing constant, K ( see Chapter IV Section 6.2)

is not optimal. Since the relative performance of the A and AW

features seems to be dependent on post-processing SNR, it is likely that
k'

a given amount of noise contaminates the A features and AW features to

different extents.

Figure 7.1 shows the variation of noise-dependent normalizing

constant Kn with post-processing SNR. Here the constant is determined

from the variances of the noisy amplitudes and the noisy phases, rather

than the noise-free ones. This figure shows that the amplitudes are

much more affected by the addition of large amounts of noise than the

differntial phases, but only slightly more affected for small amounts of

noise.

Compared with previous results, the use of this noise-dependent

normalization constant results in a slight improvement in classification

error of about 3 to 4% for the AW feature at post-processing SNRs of 10

to 20 dB. Further research might provide a substantially better

implementation of the AW feature.
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Figure 7.1. Variation o- normalization constant, derived from the
variances of the noise contaminated amplitudes (An) and
differential phases (Wn), with post-processing SNR. The
curves are representative of 2 and 8 frequncies using the
AW fearture in the NN algorithm, for ships at 0o,90 and
1800 aspect angles and 270 elevation angle.
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APPENDIX A

CLASSIFICATION RESULTS

This appendix contains plots of misclassification percentage

versus post-processing signal-to-noise-ratio for the experiments of

Chapter VI. A guide to interpreting the headers of these curves is

given in Chapter VI, Section 6.1.2.
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Figure A.1. Misclassification percentage versus post-processing SNR,
comparing the performance of 3 sub-bands in the 2-7 MHz
band.
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Figure A.2. Misclassification percentage versus post-processing SNR,
comparing the performance of 3 sub-bands in the 2-7 MHz
band.
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Figure A.3. Misclassification percentage versus post-processing SNR,
comparing the performance of 3 sub-bands in the 2-7 MHz
band.
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Figure A.6. Misclassification percentage versus post-processing SNR,
comparing the performance of 3 sub-bands in the 2-7 MHz
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Figure A.13. Misclassification percentage versus post-processing SNR,
comparing the performance of different numbers of
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Figure A.17. Misclassification percentage versus post-processing SNR,
comparing the performance of known and unknown aspect
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Figure A.18. Misclassification percentage versus post-processing SNR,
comparing the performance of known and unknown aspect
angles.
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Figure A.21. Misclassification percentage versus post-processing SNR,
comparing the performance of known and unknown aspect
angles.
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Figure A.22. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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Figure A.24. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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-- ------- I AND 2? DEG. ELEVATION ( KNOWN )
. . IS AND 27 DEG. ELEVATION I WITH ERROR I

... .IS AND 27 DEG. ELEVATION I UNKNOWN I

( D .. .............
Cr O
z

LJ

0

z

- I- 0

cr hI

LL.

U

•--o -20. 10o 0. 10. 20. 30.
'i.,' ,POST-PROCESSING SIN IN DB

,,:r,,..:Figure A.25. Misclassification percentage versus post-processing SNR,
: ,,''.,' comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION X
ELEV ASSUMED KNOW~N / UNKNOWN
ELEVATION (DEG.) 1s 27 15,27
ASPECT ASSUMED K~NOW'N
MIN,MAX.INC- ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
S0. CI (0307) +/- 2.57~ 2.57~ 1.87 1.8. 1.87%
CLASS. FEATURES A A A A A
ELEV ERR IN CURVE '4

[.IS DEC. ELEVAT ION
- - --- -27 DEC. ELEVATION
------ 1 5 AND 27 DEC. ELEVATION I KNOWN

o3 ......... 1 AND 27 DEC. ELEVATION ( I MTH ETIROA

S 15 AND 27 DEC. ELEVATION I UNKNON

I.-
z

. . . . . . . . . . . .. . . . . . . . . . . ......

o

LL..

LO~

CE.
_j*

N.N

Figure A.26. Misclassification percentage versus post-processing SNR,I
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION X
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 170 160 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 24 2Y
907. CI (030%) +/- 3.17 3.1. 2.27. 2.2 2.27.
CLASS. FEATURES A A A A A
ELEV ERR IN CURVE 4

15 DEC. ELEVATION
-- 27 DEG. ELEVATION

o IS ANO 27 BE . ELEAION ( KNOWN I
o IS AND 27 DEG. ELEVATION I NITH ERROR I

IS AND 27 DEG. ELEVATION UNKNOWN I

,., --. . ..LU.. : . ... ...
C;

z
• ,,. -.. ...

i ~Li r- '\

Li-

a-. .

0

D

- -20.. o. 0 . 0.. 0.0

'%?,POST-PROCESSI NG SIN I N DB

! Figure A.27. Misclassification percentage versus post-processing SNR,

comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27

., ASPECT ASSUMED KNOWN
MINMAXINC ASPECT 80 100 10

NO OF FREQUENCIES 8
NO OF TARGETS 16 18 36 36 36
90 CI (8307) +/- 2.5% 2.5% 1.87 1.8% 1.87
CLASS. FEATURES A A A A A
ELEV ERR IN CURVE 4,%"

,_.__. _ 15 DEG. ELEVATION
*--------------27 DEC. ELEVATION
-------- 15 AND 27 DEG. ELEVATION I KNOWN
................. 15 AND 27 DEG. ELEVATION I WITH ERROR )

....... IS AND 27 DEG. ELEVATION I UNKNOWN I

,;,, " . .....\ ....... .. . . .. . .. .... ... .. . .

z *s\ ,\,
-- z

,-, .J • : \'.

LU

,a ;- ' .'.

o \

LL

-0,

m"I

zk

CCD

* Figure A.28. Misclassification percentage versus post-processing SNR, .
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS

POLARIZATION V/H

ELEV ASSUMED KNOWN / UNKNOWN

ELEVATION (DEG.) 1s 27 15.2'
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 24 24

90% CI 1030%) -/- 3.1% 3.1% 2.2% 2.27 2.27
CLASS. FEATURES A A A A A
ELEV ERR IN CURVE 4

"-_._. IS DEC. ELEVATION
----- 27 DEC. ELEVATION

o, ........ 15 AND 27 DEG. EJ.EVRION I KNOWN 1
o 15 AND 27 DEG. ELEVATION I WITH ERROR I

... IS AND 27 DEG. ELEVATION I UNKNOWN I

,.. .. .. .......... ..............., ,

, . .-I.

Li:,- \ '

LLU

" \"

~Ln
CLA

Cr)CC C

-0. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN DB

Figure A.29. Misclassification percentage versus post-processing SNR

comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V

ELEV ASSUMED KNOWN / UNKNOWN

ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN,MRX.INC ASPECT 0 10 10

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 24 24

907 CI (0307.) +/- 3.17 3.17. 2.2% 2.2% 2.27

CLASS. FEATURES AW AW A4W A&W R& W

ELEV ERR IN CURVE -4
______ I DEC. ELEVAT1ION",,--

27 DEG. ELEVATION L .--
Co - 15 AND 27 DEG. ELEVATION KNOWN )

0 .. IS AND 27 DEG. ELEVATION I WITH ERROR I

..... 15 AND 27 DEG. ELEVATION I UNKNOWN

0

_J _- - - ,-. ...

".. . ... . ............... ...

z.

0C

LZ \ \.

•r Ln.

(.0' , "

• - \ "',, N -

-20. -10. 0. 10. 20. 30. -
POST-PROCESSING S/N IN DB

Figure A.30. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS

POLARIZATION V

ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION IDEG.) 15 27 15.27

ASPECT ASSUMED KNOWN

MINMAX.INC ASPECT 80 100 10
NO OF FREQUENCIES 8

NO OF TARGETS 18 18 36 36 36
907. CI (o30*.) -/- 2.5. 2.57 1.87. 1.87. 1.87.
CLASS. FEATURES A&4W A4W AP4W RdW A4W

ELEV ERR IN CURVE 4

IS DEC. E EVATION

- ---- 27 DEC. ELEVATION
C:; .......... IS AND 27 DEG. ELEVATION KNOWN I
o IS AND 27 DEG. ELEVATION WITH ERROR

--. ~ IS AND 27 DEC. ELEVA7ION UNKNOWN

"°-:/ '.............. . .... ..... '

C--. \.-

LU,.-" --

1% ' ' "LD - 0 .. . ... . . . . . . . . . .

z
o

Lii

'o" . •o

CD

Li)
(n

-- -"3'o. -20. -10. 0. 10. 20. 30.
,..'.'.POST-PROCESSING S/N IN DB

<. L'-Figure A.31. Misclassification percentage versu.r post-processing SNR,
"-.%"comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN,MAX. INC ASPECT 170 1eo 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 241 241 24
907 CI 10307) */- 3.17 3.17 2.2% 2.2% 2.27
CLASS. FEATURES AAW A4W RAW A4W A4W
ELEV ERR IN CURVE II

________ 15 DEG. ELEVATION

........- . ........ 27 DEC. ELEVATION
C --- I-- 1 AND 27 DEG. ELEVATION ( KNONI

......... IS AND 27 DEG. ELEVATION I WITH ERROR I
1.5 AND 27 DEG. ELEVATION I UNKNOWIN

4- . ......

C.........

L 1I .1 1-... .... .. . .. . ..... ..

C~r. O

zN

LJ
0

o

.... .. ......

U

cc . ......

U

. ....... ....

-- . .... .. .. .. . ...

4. -20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN OBA

Figure A.32. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) 15 27 15.27
ASPECT ASSUMED KNOWN
tIIN,MAX.INC ASPECT 0 10 10

NO OF TARGETS 12 12 24 24 24
90% CI (630%) +/- 3.17 3.1% 2.27 2.2% 2.2%
CLASS. FEATURES A4W A4W A4W A4W A4W
ELEY ERR IN CURVE 4

________ is DEG. ELEVATION
27 DEG. ELEVATION

--------- 1I AND 27 DEG. ELEVATION IKNOWN I

......... I5 AND 27 DEC. ELEVATION I NITH ERONH
Y~. ~15 AND 27 DEG. ELEVATION I UNKNOWIN I

I-~~~~~~ ~~~~ ........................................................... .
Z;

oL -----

zw

LIn

0-
0,

-j

(-)

c c .. ............. ...... .... .

-20. -0 0. 0!0 0
POST-PROCESSING S/N IN DB

Figure A.33. Misclassification percentage versus post-processing SNR,
V -. comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) 15 27 15.27
ASPECT ASSUMED KNOWN

MINMAX.INC ASPECT 80 100 10

NO OF FREQUENCIES 8
NO OF TARGETS 18 16 36 36 36

90% CI (o30%) +/- 2.5% 2.5% 1.8% 1.87 1.87

CLASS. FEATURES A91W A81W A4W A4W A4W

ELEV ERR IN CURVE '4

________ 15 DEC. ELEVATION
- -- - 27 DEC. ELEVATION

------ IS AND 27 DEC. ELEVATION ( KNOWN I
...... 1S AND 27 DEC. ELEVATION I WITH ERROR I
...... 15 AND 27 DEC. ELEVATION I UNKNOWN

LD ~ ~ '\ ................. .

Lir OD.. .. .. .

LU

0

I-

IN. ..... .....

IN0 I

CU

I II

-20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN DB

Figure A.34. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 241 211 24

*90% CI (030%) */- 3.1% 3.1% 2.27 2.2% 2.2%
CLASS. FEATURES A4W A4W RAW A4W A4W
ELEV ERR IN CURVE Y4

IS DEC. ELENATION
15D27 DEG. ELEVATION
15AC2;E.EEATO li RO
I5 AND 27 DEG. ELEVATION (KNON

CD0 ............ ... ............. . ... ........-............................ . ... ..... ...... ...

I- OD .

z

0
QDz

C-)

)L

* -~0. -20. -1 .. 0...0......30.

UU

POST-PROCESSING S/N IN 0B

Figure A.35. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION X
ELEY ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15,27
ASPECT ASSUMED KNOWN
MINMAX. INC ASPECT 0 10 1024 2

907 CI (030%) +/- 3.% 31 2.2% A~2.2%A~ 2.27

ELEV ERR IN CURVE 4 SDCELV7NH ~27 DEC. ELEVATION KNN
----- 15I AND 27 DEG. ELEVATION(KNW
......... 1S AND 27 DEG. ELEVATION I WITH ERROR

...... IS ANG 27 DEC. ELEVATION IUNKNOWN I

Cc A

CD.
z

..................... .............. ..................... ...... .. . .............. ..... ............. ...........

10

. . -20.... ........ ... -10.. .0. 10 .... ... 3......
POTPRCSSN S/N N O
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CLASSIFICATION OF SHIPS
POLARIZATION X
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) 15 27 15,27
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 80 100 10

NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
90% CI (030%) +/- 2.5% 2.5% 1.8% 1.87 1.87

CLASS. FEATURES A4W A4W A4W A4W A4W
ELEY ERR IN CURVE 4

* ~ ____ IS~ DEG. ELEVATION

; ------- I AND 27 DEC. ELEVA71ON IKNOWN

. ............ 15 AND 27 DEG. ELEVATION W ITH EROR

IS AND 27 DEG. ELEVATION I UNKNON

r. z

0

o 40
..... ... .

0r

L)

.(-3....
'-I

U

cu

C

-'10. -20. -10. 0. 10. 20. 30.
POST-PROCESSING 5/N IN OB

Figure A.37. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) is 27 15.27
ASPECT ASSUMED KNOWNL ~MIN,MFIX.INC ASPECT 170 1ao80 10 2

E EA ER IN CURVE 4
IS DEG. ELEVATION

ISSO27 DEG._ELEVATION

------ 5 N 2 E. LVAIN I NW

w ..................................... .. - ... ...

ZLD

L&)

CL- A

\ z

(n-

-20. -Ia.' 0. 10. 20. 30

POST-PROCESSING S/N I N OB

Figure A.38. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED K~NOWN / UNK NOWN
ELEVATION WDEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
HIN.MAX.INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 2YJ 24 2'4
90% CI (030%) 4/- 3.17 3.17 2.2% 2.27 2.27
CLASS. FEATURES A81W A4W AAW A4W A4W
ELEV ERR IN CURVE Ij

IS DEC. ELEVATION
27 DEG. ELEVATION

C; ------- IS AND 27 DEG. ELEVATION ( KNO61N I
! ............ IS AND 21 DEC. ELEVATION I WITHi ERROR I

~ IS AND 27 DEG. ELEVATION I UNKNOWN I

LLI .............................

C7

0-o

cc1

0

-!. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.39. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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U CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION [DEG.) 1s 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAX. INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
90% CI (@30%) +/- 2.57 2.57 1.8% 1.6% 1.8%
CLASS. FEATURES A4W A4W A4W A4W A4W
ELEV ERR IN CURVE Lj

________ IS DEG. ELEVATION

27 DEG. ELEVATION
o 15 AND 27 DEG. ELEVATION IKNOWN

............ 15 AND 27 DEC. ELEVATION IWITM ERRORI

.-...-... IS AND 27 DEG. ELEVATION IUNKNOWN

............ ................

..... ....

zo

0
CDS

CcI

io 1. . 1. 0 0

coprn the......... performance. ofVro s elvaio angles..
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15,27
ASPECT ASSUMED KNOWN
MINMAX,INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 2'4 2Y 2Y
90Y/ CI (030%)I +/- 3.1%. 3.1%. 2.2Y. 2.27 2.2%
CLASS. FEATURES RAW A4W A14W A4W new
ELEV ERR IN CURVE 4

_________ is DEC. ELEVATION
----- 27 DEC. ELEVA71ON

o;------ 15 AND 27 DEG. ELEVATION I KNON I
......... 15 AND 27 DEC. ELEVATION ( W17M ERROR
..... 15 OND 27 DEG. ELEVA71ON I UNKNON

z \
U

- 0

o CD

c- C. \

j O. -20. -1 I 0 0 30.

POST-PROCESSING S/N IN OB

Figure A.41. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION

ELEV ASSUMED KNOWN / UNKNOWN
KELEVATION (DEG.] is 27 15.27

ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGEIS 12 12 214 214 214
90%. C1 (030%)1 +/- 3.17. 3.17 2.2%. 2.27. 2.27.
CLASS. FEATURES R A A R R
ELEV ERR IN CURVE Y4

IS DEC. ELEVATION
27 DEC. ELEVATION

IS AND 27 DEC. ELEVATION IKNON
77 . .............. IS AND 27 DEC. ELEVATION IWITH ERROR I

. .. .. . IS AND 27 DEC. ELEVATION IUNKNOWINI

LIi

cr D

L)J

- J

Cc)

_j 0

40.1 -20. 1 -10. 1 0. 1 10. 1 20. 30. _0
POST-PROCESSING S/N IN OB

Figure A.42. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles. L
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CLASSIFICATION OF SHIPS
V ~.POLARIZATION V

ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MINMRXINC ASPECT 80 100 10
NO OF FREQUENCIES 6
NO OF TARGETS 18 16 36 36 36
90/. CI (0307) -#/- 2.5% 2.57 1.87 1.87 1.8%
CLASS. FEATURES R R A R R
ELEV ERR IN CURVE Y SDC LVTO

27 DEC. ELEVATION

C; -------- 15 AND 27 DEC ELEVATION ( KNON I

......... IS AND 27 DEC. ELEVATION I WITH ERPOR
. .. .. . 15 AND 27 DEG. ELEVATION IUNKNOWN I

Ujj
CC-C

z

(L

z
DrLr

LA\

f I

-20. -10. 0. 10. 20. 30.

POST-PROCESSING 5/N IN OB

Figure A.43. Misclassification percentage versus post-processing SNR,
m comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) is 27 15,27 -

ASPECT ASSUMED KNOWN%
MIN.MAX,INC ASPECT 170 180 10
NO OF FREQUENCIES a
NO OF TARGETS 12 12 24J 214 214
907 CI (@307) +/- 3.17 3.17. 2.27 2.27. 2.2%.
CLASS. FEATURES R R R A R
ELEV ERR IN CURVE 14

- -. IS~ DEG. ELEVATION NON

7 .. 15AND27 DEC. ELEVATION W ITH ERROR
15 AND 27 DEC. ELEVA71ONtUNOWI

a)

LU

L)J

0I-

-2. -10..... 0.. 10 20. 30
POTPOCSIGS/ NO

* igr A44 islasfiaio prenag eru pstpocssnYSR
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAXINC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 24 24
90% CI (0307) 4/- 3.1% 3.1% 2.27 2.2% 2.2%

CLASS. FEATURES R R R R A

ELEY ERR IN CURVE 4
________ 15 DEG. ELEVATION

27;DEC. EEVTf ION I KNOWN Io----- IS AND 27 DEC.ELATO
......... IS AND 27 DEC. ELEVATION I WITH ENASA

IS AND 27 DEG. ELEVA7ION I UNKNOWN

... ... .

................................... ... ...............

LLJi-

z\ A

U

LL.
zA

'0 -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN DB

Figure A.45. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION H

V-ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN,MAX.JNC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
90%. CI (630%) */- 2.57 2.57 1.87 1.87 1.8%%
CLASS. FEATURES A R R R A
ELEV ERR IN CURVE '4

______ IS1 DEG. ELEVATION
27 DEG. ELEVATION

C; S AND 27 DEG. ELEVATION IKNOWN 3
........... 1I AND 27 DEG. ELEVATION I WITH ERROR I

IS AND 27 DEG. ELEVATION I UNKNOWN I

z

U -20 -10 0. 1. 2... 30.

10C.

LLN
CL4



CLASSIFICATION OF SHIPS
POLARIZATION H
ELEY ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MJN,MAX,INC ASPECT 170 1ao 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 22 21J 24 2U

90% CI (0307) +/- 3.1% 3.1% 2.2% 2.2% 2.2%
CLASS. FEATURES R R R R R
ELEV ERR IN CURVE Yd

________ IS DEG. ELEVATION

- -- - 27 DEC. ELEVATION
--------- 1I AND 27 DEG. ELEVA71ION I KNON
............. 15 AND 27 DEC. ELEVATION ( WITH ERROR

4- 15 AND 27 DEC. ELEVATION ( UNKNOWIN I

............... . ... . . . . . . . . . . . . . . . . . ..... . . . .. . ........ ..

L)J

U, c

...... -2 0 .... 0 . 0... . 10---- ... ........... ... .... . .. .....

POTPOESN0/ NO

I-- CD
4.V,



5 CLASSIFICATION OF SHIPS
POLARIZATION x
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION [DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN,MAX, INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 214 214 214
90% CI (030%) 4/- 3.1%. 3.1% 2.2% 2.2% 2.27

ELEV ERR IN CURVE 14

IS DEC. ELEVA7ION
27 DEC. ELEVATION

C; ------- IS AND 27 DEC. ELEVATION IKNOWN
........... IS AND 27 DEC. ELEVATION I N1114 ERROR

IS AND 27 DEC. ELEVATION I UNKINOWN

U

CL

U

'A. -20 -.0 0. .0 20. .. 30

POST-PROCESSING S/N IN 08

Figure A.48. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION x
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
907 CI (830%.) */- 2.5%. 2.57 1.87. 1.87 1.87.
CLASS. FEATURES R R A R R
ELEV ERR IN CURVE 4

_________ IS DEC. ELEVATION V
27 DEC. ELEVATION

C -------- IS AND 27 DEG. ELEVATION I NiOWN
........... 1I AND 27 DEG. ELEVATION (WITH ERROR

IS AND 27 DEG. ELEVATION I UNKNOWN I

a-

z

CD

'I
a -

-2. -0C.D0 0 0
POTPOCSIGSo ND
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CLASSIFICATION OF SHIPS
POLARIZATION x
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG3.) 15 27 15,27
ASPECT ASSUMED KNOWN
MIN.MAX,INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 24 24
90% CI (030%.I +/- 3. 1% 3.I 1% 2.27~ 2.2%. 2.2%
CLASS. FEATURES A R A R R
ELEY ERR IN CURVE 4

____ _ IS DEC. ELEVATION
27 DEC. ELEVATI ON

C;IS AND 2? DEG. ELEVATION IKNOWN
. ............ 15 AND 2? DEC. ELEVATION W17IH ERROR J
...... I1 AND 27 DEC. ELEVATION IUNKNOWN I

z

LU

z

C
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Cj*

-2. -0 . 0 0 0

POTPOCSIGn/ NO

* X1



CLASSIFICATION OF SHIPS
POLARIZATON V/H

ELEV ASSUMED KNOWN / UNKNOWN

ELEVATION (DEG.) is 27 15.27
ASPECT ASSUMED KNOWN
MINMAX,INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 24 24
907 CI 1e30.) */- 3.17 3.17 2.27. 2.27. 2.27.
CLASS. FEATURES R A A R A
ELEV ERR IN CURVE Y4

IS DEG. ELEVATION

C; 27 DEC. ELEVATION
----------. IS ANO 27 DEL. ELEVATION I KNOWN I

.................. IS AND 27 DEG. ELEVATION I WITH ENNOR

.. . .. IS AND 27 DEG. ELEVATION I UNKNOWN I

. .... ..........Cr- " CD ii:-'
I ,; -:l .- . N ..... ...

.. ,' I-
.. . " \ \. ... . ... .. .. .......

"0" ....
LUr-

L.

z w~

D

U, \U,

-o. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN DB

Figure A.51. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN,MRX.INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
90% CI 1030%) +/- 2.5% 2.57 1.8% 1.8% 1.8%
CLASS. FEATURES R R R R R
ELEV ERR IN CURVE "

___ _ IS DEC. ELEVATION

27 DEC. ELEVATION
- - - IS AND 27 DEC. ELEVATION ( KNOWN E
................. I AND 27 DEG. ELEVATION I WIT ERROR I

-IS AND 27 DEG. ELEVATION UNKNOWN I

.L ... -. 

.s-z,- \ ,, \ ..

cI- \ \

0

Iul ", \
on \\ :

El \X•

! =:. \ .. ., \

... . .. * N . '

,--O. -20. -10 . 0. 101. 20. 30. -
~~POST-PROCESSING S/N IN OB..

Figure A.52. Misclassification percentage versus post-processing SNR, 2~comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLPRIZATION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAX,INC ASPECT 170 180 10
NO OF FREQUENCIES 8

-- NO OF TARGETS 12 12 214 24 2
90V CI (0307) -/- 3.17 3.17 2.27 2.2% 2.27
CLASS. FEATURES R R R R R
ELEV ERR IN CURVE '4

-____ 15 DEC. ELEVATION
- --- - 27 DEG. ELEVATION
-------- 1I AND 27 DEC. ELEVATION IKNOWiN I
............. IS AND 27 DEC. ELEVATION W IITH ERROR

40 IS AND 27 DEC. ELEVATION IUNKNOWN

............ .....................................

LUJ

CCOD

z

0-

C-,

U

_jj

19 .! -0 1 92 1.1 1 . 0 0
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CLASSIFICATION OF SHIPS

POLARIZATION V
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 15 27 15,27

L ASPECT ASSUMED KNOWN
MINMAX,INC ASPECT 0 10 10
NO OF FREQUENCIES 8

NO OF TARGETS 12 12 24 24 24

90% CI (030%) +/- 3.17 3.17 2.2% 2.2% 2.27

CLASS. FEATURES T T T T T
ELEV ERR IN CURVE 14

A.. __IS DEC. ELEVATION
- 27 DEG. ELEVATION

------ 5 AN 2 EG. ELEVATION I KNOWN I
.. ................ IS AND 27 DEG. ELEVATION I WITH ERROR I

-.-...... IS AND 27 DEG. ELEVATION I UNKNOWN )

a)**

(.Do

z

LUJ

-,. \t\ " .

,- \
." \r .... ....

- .\ " "

r

cr

%A

-o. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.54. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN / UNKNOWN

ELEVATION (DEG.) 15 27 15,27
RSPECT ASSUMED KNOWN

MIN,MAX.INC ASPECT 80 100 10

NO OF FREQUENCIES 8

NO OF TARGETS 18 18 36 36 36
907 CI (030%) +/- 2.5% 2.57 1.87 1.87 1.7
CLASS. FEATURES T T T T I
ELEV ERR IN CURVE 4

15 DEG. ELEVATION
; 7 -- .. - -- 27 DEC. ELEVATION03

---------- IS AND 27 DEG. ELEVATION I KNOWN
-. ................. IS A 27 DEG. ELEVATION I WITH ERROR I

-' '..IS AND 27 DEG. ELEVATION I UNKNOWN

Q

-- z\0

z ..... .. ... ..

. o_. 0

~Ln

CL,

0

,%3.

U

ii-o. -2o. -10. 0. 10. 20. 30.
.1POST -PROCESSING S/N IN OB

w XFigure A.55. Misclassification percentage versus post-processing SNR,

~comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V

ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (EJEG.) 15 27 1S.27
ASPECT ASSUMED KNOWN
MIN.MAX,INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24J 24 2
90% CI (030%') */- 3.17 3.17 2.27. 2.2% 2.27
CLASS. FERTURES I T T T T
ELEV ERR IN CURVE q

I5 DEC. ELEVAJ ION
-27 DEC. ELEVAT IO

------ IS AND 27 DEC. ELEVA71ON I KNOWN
0...... 15 AND 27 DEC. ELEVATION I WITH ERROR I

IS AND 27 DEC. ELEVATION IUNKNOWNIrr
LUJ
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Lir.
CL
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U- -.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) is 27 15.27
ASPECT ASSUMED KNOWN

*1.MIN,MAX. INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 214 2Y4

V9071 CI (030%) */- 3.1% 3.1% 2.27 2.2% 2.27.
CLASS. FEATURES T T T T T
ELEV ERR IN CURVE 14

_______ 15 DEC. ELEVATION
* 27 DEC. ELEVATION NN

15 AND 27 DEC. ELEVATIONIKNW
......... IS AND 27 DEC. ELEVATION W ITH ERROR

.... .. 1 AND 27 DEG. ELE~VATION IUNKNOWN I

LD - ........ .. . . . . . . . . . . . ......

cr OD

zw

LL C

(0

zU U

-,.j. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.57. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION HI
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) Is 27 15,27

I.ASPECT ASSUMED KNOWN
MIN.MAX, INC ASPECT 80 100 10

NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
90%/ CI (030%) -t/- 2.5' 2.57' 1.87 1.87 1.8%
CLASS. FEATURES T T T T T
ELEV ERR IN CURVE 4

_______ 15 DEG. ELEVATION
27 DEC. ELEVATION

------ 15 AND 27 DEG. ELEVATION I KNOWiN

.......... 15 AND 27 DEG. ELEVATION I WITH ERROR
IS AND 27 DEC. ELEVATION IUNKNON

LD C .....

cr c

z
oL

L'L

U
L.

L0

CE

-3. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN 06

Figure A.58. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEY ASSUMED KNOWN / UNKNOWN
ELEVATION IDEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 214 24J 214

90% CI (030%) 4/- 3.1% 3.1% 2.2% 2.2% 2.2%

CLASS. FEATURES T T T T T

ELEY ERR IN CURVE 4

____ 15 I DEC. ELEVATION
27 DEC. ELEVATION

------ 15 AND 27 DEG. ELEVATION ( KNOWN
......... IS AND 27 DEC. ELEVATION i WITH ERROR

-.. IS AND 27 DEG. ELEVATION IUNKNOWN I

z
L)c\' \

N LJ~r

C-
-F

Cr.

in

i -20. -10. 0. 10. 20. 30.A POT-PROCESSING S/N IN DB

Figure A.59. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION X

ELEV ASSUMED KNOWN / UNKNOWN L
ELEVATION DEG.} i5 27 15,27
ASPECT ASSUMED KNOWN
MIN.MAX,INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 24 2Y4 24
90% C1 (030% +/- 3.17 3.1% 2.2% 2.2% 2.2%
CLASS. FEATURES T 7 T T T
ELEV ERR IN CURVE 4

_____- 15 DEC. EL.EVAT ION

27 DEC. ELEVATION
C ---------- 15 AND 27 DEG. ELEVATION I KNOWN I

. IS AND 27 DEC. ELEVATION I WIT ERROR
',- - - . IS AND 27 DEC. ELEVATION I UNKNOWN
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0
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CLASSIFICATION OF SHIPS L
POLARIZATION X
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEC.) 1s 27 15.27
ASPECT ASSUMED KNOWN
MIN.MAX.]NC ASPECT 80 100 10
NO OF FREQUENCIES B
NO OF TARGETS 18 18 36 36 36a
90% CI 1@307.I +/- 2.57 2.5% 1.6% 1.8% 1.8%
CLASS. FEATURES T T T T T
ELEV ERR IN CURVE Y4

IS DEC. ELEVATION
- -- - - 2 DEC. ELEVATION

O; IS AND 27 DEG. ELEVATION IKNON

. ............ IS AND 27 DEC. ELEVATION I 1TH ERRAOR I
------- I1 AND 27 DEC. ELEVATION IUNKNOWN I

w .............. .......................

CC.a OD

z .... ....- . ....... ........ .. ...... ....... ....... .
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CLASSIFICATION OF SHIPS
POLARIZATION X

ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION [DEG.) is 27 15,27
ASPECT ASSUMED KNOWN
MIN,MAX. INC ASPECT 170 180 10

-NO OF FREQUENCIES 8
NO OF TARGETS 12 12 2y 24 24
90% CI (630%) +/- 3.17 3.1% 2.27 2.2% 2.2%
CLASS. FEATURES 7 T T T T
ELEV EAR IN CURVE 4

IS DEG. ELEVATION '.

- 27 DEC. ELEVATION
o; ---- 5-- AND 27 DEC. ELEVATION ( KNOWN

............ IS AND 27 DEC. ELEVATION I NITM ERROR J
IS AND 27 DEG. ELEVATION IUNKNOWN

o -S

LD-

.. .. .. .. .. ..

Iz *

CLo

zA

... .... .

POTPOCSIGSE ND

C;.

Figure A.62. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H

ELEV ASSUMED KNOWN / UNKNOWN

ELEVATION (DEG.) is 27 15.27
ASPECT ASSUMED KNOWN

MIN.MAXINC ASPECT 0 10 10

NO OF FREQUENCIES 8

NO OF TARGETS 12 12 2U 24 214

90% CI (0307) */- 3.IX 3.1% 2.2% 2.2% 2.2%

CLASS. FEATURES T T T T T

ELEV ERR IN CURVE 4 DO
Is DEG. LEVAT'ION ,
27 DEC. ELEVATION

---------- .IS AND 27 DEC. ELEVATION I KNOWN
................. IS AND 27 DEG. ELEVATION I WITH ERROR I

15 2 AND 2 DEG. ELEVATION I UNKNOWN I

. .................... . ......... 
•

-r. - S . ..... ... .. ..

IL

LL.

ZD _ \\ \

C,-.-
U)

NN

-3o. -20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN DB

Figure A.63. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION [DEG.) 15 27 15.27
ASPECT ASSUMED KNOWN
MIN.MRX,INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 36 36 36
90% CI (0307)1 +/- 2.5%. 2.5% 1.67 1.8% 1.87
CLASS. FEATURES T T T T T

FtELEV ERR IN CURVE Y~

- - 27-- DEG. ELEVATIO
------ 15 AND 27 DEC. ELEVATION I KNON

.......... IS AND 27 DEC. ELEVA71ON I WITH ERROR
~ IS AND 27 DEG. ELEVATION I UNKNOWN

......... . . ....... . . .

LD CD I -..... ...

z '

LU \

0

CD

\ %A

-0. -2 -1 .02 0

POST -PRODCESSING S/N IN 08

Figure A.64. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN / UNKNOWN
ELEVATION (DEG.) 1s 27 15.27
ASPECT ASSUMED KNOWN

* ~MINMAX.]NC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 2YJ 242
90% CI (030Y) +/- 3.1% 3.1% 2.2% 2.2% 2.2%
CLASS. FEATURES T T T T T
ELEV ERR IN CURVE 4

_______ IS DEG. ELEVATION
27 DEC. ELEVATION

o; IS AND 27 DEC. ELEVATION I KCNOWNI
o........ IS AND 27 DEC. ELEVATION I WITH ERROR I

I5 AND 27 DEC. ELEVATION IUNKNOWIN I

-A.. ........ . .....

N ............................

LUr*

L.

-

CD)

LLc ~

C-)

cr

C -

.. ~ ~ .... .. ....

-30. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.65. Misclassification percentage versus post-processing SNR,
comparing the performance of various elevation angles.
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CLASSIFICATION OF SHIPSUPOLARIZATION V H X V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN.MRX.INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 18 18
90% CI (030%) */- 2.5% 2.5% 2.57 2.57
CLASS. FEATURES A A A A

o; VER71CLE POLARI ZATION
E! ----- HORIZONTAL POLARIZATION

C; ~--------- CROSS POLARIZATION
0) .............. V/H POLARIZATION

C

cr c

0- Lii
Z~

L)-

LL 0

CE 0;

IN"I

-2-0., -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.66. Misclassification percentage versus post-processing SNR,I

comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS

*POLARI7ATION V H X V/H- -.. ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN,MAX.INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12

90% CI (e307) */- 3.1% 3.1% 3.1% 3.1%9

VERTICLE POLARIZA71ON
HORIZONTAL POLAR IZAT ION

------- CROSS POLARIZATIONI
............ V/H POLARIZATION

0Q

LU1-
cc

Uj

-.

Cr

CC)

-3. -20. -10. 0. 10. 20. 30

POST-PROCESSING S/N IN OB

x Figure A.67. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPSNPOLARIZATION V H X V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN,MRX.INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
907 CI (0307) +/- 3. 1% 3. 1% 3. 17 3.1%
CLASS. FEATURES W W W W

CD____ VERTICLE POLARIZATION

HORIZONTAL POLARIZATION
--------- CROSS POLARIZAT ION

C; .............. V/N POLARIZATION

U*1.

a-

U)

(n

4..

i. -20. -10. 0. 10. 20. 30.1

POST-PROCESSING S/N IN DB

Figure A.68. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H

ELEVATION (DEG.) 27

VV-ASPECT ASSUMED KNOWN
MJN,MPX. INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 18 18
90% C1 (030%) +/- 2.5% 2.5%. 2.57 2.5/.

*CLASS. FEATURES W W W W

_________ VERTICLE POLARIZATION
- -- - HORIZONTAL POLARIZATION
--------- CROSS POLARIZATION
............ V/H POLARIZATION

UC;

0-

Cr 

U

-10. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.69. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
K ASPECT ASSUMED KNOWN

MIN,MAX,INC ASPECT 170 180 10

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
907 CI (030%) 4/- 3. 1/ 3.1% 3.1 % 3.I1
CLASS. FEATURES W W W W

"C-. VERTICLE POLARIZATION

HORIZONTAL POLARIZATION

---------- CROSS POLARIZATION

................. V/H POLARIZATION

..........................
LD, .. \

L.

,- .. . \

LL5

L0

CC

0

- I I I I I0.

, -'O. -20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN DB

Figure A.70. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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K 4

CLASSIFICAT ION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED KNOW.N
ELEVATION (DEC.) 27
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
907~ CI 1030%)1 4/- 3. 17. 3. 17 3. 17 3.17.
CLASS. FEATURES A4W A14W AR.W A4W

o; VERTICLE POLARI ZArION
----- HORIZONTAL POLARIZATION
- -- -- -- - CROSS POLARIZATION
............ V/H POLARIZATION

LD

Cc ..

Z

LU
cr

LU

co

cr . N_j

CU'

O. -20. -10 0. 1. 20 3.

POTPOESN S/ I O
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN.MAX,INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 18 18
90% CI (0307)i +/- 2. 5% 2.S7 2.57 2.5%
CLASS. FEATURES A~W RAW A W A4W

o _________ VERTICLE POLARIZATION

HORIZONTAL POLARIZATION

--------- CROSS POLARIZATION
............ V/H POLARIZATION

LU

LD5

0-

I- W

U

CD

C;

7 - ... . .

i. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.72. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF S HIXV/
.,POLAR I ZAlTION V H X V/H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
- ASPECT ASSUMED KNOWN

MIN.MAXINC ASPECT 170 180 10

NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12 12
90. C] (07OX) 4/- 3.1. 3.1. 3.1% 3.17
CLASS. FEATURES AdW AW ARW AIW

-. ... ...... ... ... ...... .. . . .... . , i c -o L R --O N.
0

o VERTICLE POLARIZATION
HORIZONTAL POLARIZATION

- -----........... CROSS POLARIZATION

................. V/H POLARIZATION

W . .... .. .

,r O D-

"" .. ... \k

1"*'- -Q o 2 . .o . .. .

Z

tD

U

X:.

C ;

- O .2. .1 0 0.2.\ 30

.,Figure A.73. Misclassification percentage versus post-processing SNR,
P '. Icomparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MJN.MRX,INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
907. CI (030%) +/- 3. 17 3.17 3. 17 3. 17
CLASS. FEATURES R R R R

______ VERT ICL E POLARIZAT ION

- -- -- HORIZONTAL POLARIZATION
--------- CROSS POLARIZATION
............ V/H POLARIZATION

C-

LU

Li

POTPRCSSN S/ I
P2j

UU

C..;



CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN,MAX,INC ASPECT 80 100 10
NO OF FREQUENCIES 8

-. *'NO OF TARGETS 18 18 18 18
90/. CI (0307) */- 2.5% 2.57 2.5% 2.5%

CLASS. FEATURES R R R R

________ VERTICLE POLARIZATION
HORIZONTAL POLARIZATION

------------ CROSS POLARIZATION
a) ............. V/H POLARIZATION

ft.,J
... .. ... .. .. ..

'C -.

L)
A1

LU
~ ,pf0,

-.. ~ '

a : 0 -20 -1 . 0.. ... .. ...... . 20..... 0........

POST-PROCESSING S/N IN OB

Figure A.75. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED K~NOWN
ELEVATION IDEG.) 27
ASPECT ASSUMED K~NOWN
MIN.MRX.INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
90V CI 1 (30%J */- 3. 1% 3. 1 3.17. 3.17.
CLASS. FEATURES A A R A

C _ VERTICLE POLARIZATION
HORIZONTAL POLARIZATION

- -- -- -- - CROSS POLARIZATION
C; ............. V/H POLARIZATION

-~L: Cj*

UI'.

FiueA.6 islsiicto pretaevrusps-poesigSR

coprn.hZefomneo aiusplrztos
C21



CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MINMAX.]NC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
907~ CI 10307.) +/- 3. 1V 3.1%/ 3. 1' 3.17V
CLASS. FEATURES RIM RAW R4W R6,W

6 VERAT ICL E POLARIZATION

HORIZONTAL POLARIZATION
------ CROSS POLARIZATION

K ......... V/H POLARIZATION

a)

LU i

LUN

i

L)J
CL

.5-...

.5 V

-30. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.77. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED K~NOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED K~NOWN
MIN.MRX.INC ASPECT 80 100 10
NO OF FREQUENCIES 8
NO OF TARGETS 18 18 18 18
90% CI (o30%) +/- 2.5% 2.5% 2.5% 2.5%
CLASS. FEATURES RAW RAW RAW RAW

VERTICLE POLARIZATION
HORIZONTAL POLARIZATION

--------- CROSS POLARIZATION
............. V/H POLARIZATION

CD

U,

rc
I..J

-~ - L
* - 30. 20. 10.0. 1. 20 30
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED KNOWN

%ELEVATION (DEC.) 27
ASPECT ASSUMED KNOWN

-'MIN,MAX.INC ASPECT 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
90% CI (0307) 4/- 3.17V 3. 1% 3. 1%/ 3.1%
CLASS. FEATURES RAW RAW RAW RAW

gVERTICLE POLAR IZRTION
- -- - HORIZONTAL POLARIZATION

. --- -- CROSS POLARIZATION
C;_V/H POLARIZATION

LU

a-

aC;

Co
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Figure A.79. Misclassification percentage versus post-processing SNR,

comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H
ELEV ASSUMED K~NOWN
ELEVATION (DEC.) 27
ASPECT ASSUMED KNOWN
MIN.MRX, INC ASPECT 0 10 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
90%. CI (030%/) +/- 3.1% 3. 1% 3. 1/% 3.17.
CLASS. FEATURES T T T T

o C____ VERT ICLE POLARIZAT ION
- -- - HORIZONTAL POLARIZATION4

----- CROSS POLARIZATION

cr)............. V/H POLARIZATION
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0
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-l. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN 0B

Figure A.80. Misclassification percentage versus post-processing SNR,
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN.MRX.INC ASPECT 80 100 10
NO OF FREQUENCIES 8

NO OF TARGETS 18 18 18 18
907 CI (030%) +/- 2.5% 2.57 2.5% 2.5%

CLASS. FEATURES T T T T

- "______ VERTICLE POLARIZATION

- - --- HORIZONTAL POLARIZATION
---- .. CROSS POLARIZATION

a ... .V/H POLRI!ZRTION
-.... ............

i - -
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. La: LnLU 1
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C;..- I I•
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POST-PROCESSING S/N IN DB

Figure A.81. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V H X V/H

4ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN
MIN.MAX.INC ASPECT 170 180 10

PNO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12

*90/. CI (030%) +/- 3. 17 3.17 3. 1% 3. 17
CLASS. FEATURES 7 T T T

______ VERTICLE POLARIZATION
HORIZONTAL POLARIZATION

C;YIN POLARIZATION
.................................

.. ... . .... N
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0'.

~Lfl
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-i. -20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN OB

Figure A.82. Misclassification percentage versus post-processing SNR,
comparing the performance of various polarizations.
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CLASSIFICATION OF SHIPS
POLARIZATION V

.- - ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN K bNOWN
MIN,NRX,INC ASPECT 0 10 10. 30 60 15. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 1e 12

907 Cl f@30%) t/- 3. 17 2.5. 2.57. 3. 1.
CLASS. FEATURES W W W W

o ____0_ DEC. ASPECT ZONE IBONd
U1S DEG. ASPECT ZONE

- 0 0E. ASPECT ZONE I fROROSIDE
S................. 18 DEG. ASPECT ZONE I STERN

0) - -. - .-.
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LJ
M % % %--
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!! !i Figure A.83. Misclassification percentage versus post-processing SNR,

comparing the performance of various aspect zones.
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U CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN
ELEVAT ION (DEG.) 27

*ASPECT ASSUMED KNOWN /KNOWN
M]N.MAX.INC ASPECT 0 10 10. 30 60 15. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 18 12
90% CI (030%) -+/- 3.1% 2.S7% 2.57. 3.1%

CLASS. FEATURES P4W A4W A4W A4W

0 ___
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMEO KNOWN

ELEVATION (DEC.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN.MRX.INC ASPECT 0 10 10, 30 60 15. 80 100 10, 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 18 12
90% CI (0307) +/- 3.17 2.57 2.5% 3.17
CLASS. FEATURES A A A R

_______ 0 DEC. ASPECT ZONE ( BOW I
- --- -.. 5 DEC. ASPECT ZONE
"----- 90 DEG. ASPECT ZONE I BROADSIDE I
'................ 1 0 DEG. ASPECT ZONE I STERN I

:./ ,.-- -,- -,,- -----,
-. ..........

• ~ ~ ~ L ."..-... ' ,'
LLJ

(D

C;

,-:-o. -20. -10. 0. 10. 20. 30. -
+''"POST-PROCESSING S/N IN OB

r,%,.Figure A.85. Misclassification percentage versus post-processing SNR,
r.'..-,comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MINMRX.INC ASPECT 0 10 10, 30 60 15, 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 18 12

CLASS. FEATURES R&W AR.W 2.5l% RitW

0 01G. ASPECT ZONE IBOW
VS, DEC. ASPECT ZBNE

7_7------- S9 DC. ASPECT ZONE I BRADS IDE I
- ........... 1S0 DEG. ASPECT ZONE I STERN)
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LL. 
*5;

-3'0. -20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN OB

Figure A.86. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS

POLARIZATION V

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN

MIN,MRX.INC ASPECT 0 10 10, 30 60 15. 80 100 10. 170 180 10

NO OF FREQUENCIES 8

NO OF TARGETS 12 18 18 12
90% CI (030) */- 3.1% 2.5% 2.5% 3.1%
CLASS. FEATURES T T T T

_ _0 EG. ASPECT ZONE I SOw I
VIS DEC. ASPECT ZONE
0 DE..SEC..N 90 DEG. ASPECT ZONE I BROADSIDE

................. 100 DEG. ASPECT ZONE I STERN )
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POST-PROCESSING S/N IN 08

Figure A.87. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN.MAX. INC ASPECT a 10 10. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
907 Cl 10307/) */- 3.1% 2.57 3.1%
CLASS. FEATURES A A A

0 DEG. ASPECT ZONE ( SON
---- 90 DEG. ASPECT ZONE ( BROADSIDE

180 DEG. ASPECT ZONE I S'TERN I

.1. .......

Z\X

bLJ
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40. -20. -10. 0. 10. 20. 30
POST-PROCESSING S/N IN OB

Figure A.88. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS

POLARIZATION H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN / KNOWN

MIN,MAX,INC ASPECT 0 10 10, 80 100 10, 170 180 10

NO OF FREQUENCIES 8

NO OF TARGETS 12 18 12
90% CI 1030%) +/- 3.1J7 2.5% 3.1%.

CLASS. FERTURES 1 W N 
L

0L

o _. 0 DEG. ASPECT ZONE I BOW I

90 DEG. ASPECT ZONE ( BROADSIDE

0- DEG. ASPECT ZONE I STERN
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POST-PROCESSING S/N IN DB

Figure A.89. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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I CLASSIFICATION OF SHIPS

POLARIZATION H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN.MAX.INC ASPECT 0 10 10, 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
907 CI (030%) */- 3.1% 2.57 3.17

CLASS. FEATURES SAW RAW AW

o _____ 0 DEG. ASPECT ZONE I BOWl

9 DE.ASPECT ZONE I STRNADID

C; ----- 9t0 DEG. ASPECT ZONE (IBTRNSE
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POST-PROCESSING S/N IN DB

Figure A.90. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27 i
ASPECT ASSUMED KNOWN /K)NOWN
MIN,MRX. INC ASPECT 0 10 10. 80 100 10, 170 180 10
NO OF FREQUENCIES 6

%NO OF TARGETS 12 18 12
907. CI 1030.) +/- 3.17~ 2.57. 3.1%'
CLASS. FEATURES R A R

0 DEG. ASPECT ZONE IBOW
90 DEG. ASPECT ZONE I BROADSIDE1
180 DEG. ASPECT ZONE I STERNI
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27I
ASPECT ASSUMED KNOWN / KNOWN
MIN.MAX,INC ASPECT 0 10 10, 80 100 10, 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
907 CI 1030%) +/- 3. 1 % 2.5%. 3.1 %

CLASS. FEATURES R4W R4W R 81W

0 DEG. ASPECT ZONE IBOWd
-- - 90 DEG. ASPECT ZONE I BROADSIDE )
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CLASSIFICATION OF SHIPS

POLARIZATION H
ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN,MRX.INC ASPECT 0 10 10, 80 100 10, 170 180 10
NO OF FREQUENCIES 8

NO OF TARGETS 12 18 12
90% CI (v30%) */- 3.17 2.5% 3.1%
CLASS. FEATURES T T T

,D 0 DEC. ASPECT ZONE I BOW I
90 DEG. ASPECT ZONE I BROADSIDE

C". ------- 160 DEG. ASPECT ZONE I STERN
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UFigure A.93. Misclassification percentage versus post-processing SNR, ,
comparing the performance of various aspect zones.N!: 232



CLASSIFIC'VrION OF SHIPS
POLARIZATION X
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX.INC ASPECT 0 10 10. 80 100 10, 170 180 10
NO OF FREQUENCIES a
NO OF TARGETS 12 18 12
90% CI 163071 */- 3.17 2.57 3.1%

VCLASS. FEATURES A A A

a ______ 0 DEC. ASPECT ZONE B OW
00 DEG. ASPECT ZONE I BROADSIDE 1.

C; 1S0 DEG. ASPECT ZONE ASTERN)
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Figure A.94. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS

POLARIZAI:ON x
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN,MAX. INC ASPECT 0 10 10, 60 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
907 Cl 10307%) */- 3.1% 2.57 3.17

CLASS. FEATURES W W H
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CLASSIFICATION OF SHIPS
POLARIZATION X

ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN.MAX.INC ASPECT 0 10 10, 80 100 10, 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
90% CI (030%) */- 3. 1% 2.5% 3. 17
CLASS. FEATURES RAW RAW A4W
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CLASSIFICATION OF SHIPS
POLARIZATION x
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN.MAX.INC ASPECT 0 10 10. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
90% CI 1030%) -+/- 3.17 2.5% 3.1%
CLASS. FEATURES R R R

.~' .,

0 DEG. ASPECT ZIONE ( BOW
-- - 90 DEC. ASPECT ZONE ( BROADSIDE

----- 180 DEC. ASPECT ZONE ( STERN)
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'-'- O. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN D6

.~'. ~1'Figure A.97. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION x
ELEV ASSUMED K~NOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX. INC ASPECT 0 10 10, 80 100 10, 170 180 1L3NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
90% CI (0307) +/- 3.1% 2.57. 3.17.
CLASS. FEATURES R4W R4W R&W
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CLASSIFICATION OF SHIPS

POLARIZRTION X

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN K KNOWN
MINMRX,INC ASPECT 0 10 10. 80 100 10. 170 180 10

NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12 ,v

907. CI (030%) 4/- 3.1. 2.57 3.1%

CLASS. FEATURES T T T

o 0 DEG. ASPECT ZONE I BOW )9
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Figure A.99. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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h CLASSIFICATION OF SHIPS
POLARIZATION V/-
ELEV ASSUMED KNO14N

ELEVATION (DEC.] 27I
ASPECT ASSUMED KNOWN / KNOWN
MIN.MAX.INC ASPECT 0 10 10. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
90%/ CI 1030%) */- 3.V/1 2.5% 3.1%
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CLASSIFICATION OF SHIPS
POLARIZATION V/H

ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN,MAXINC ASPECT 0 10 10, 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
907. Cl (0307.) */- 3.17. 2.57 3.17.
CLASS. FEATURES RAW R W AW

0

0,_____ 0 DEG. ASPECT ZONE I BOW)

- - -,- 90 DEG. ASPECT ZONE ( BROADSIDE I
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Figure A.101. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MINMAX, INC ASPECT 0 10 10. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
90'. CI (630Y) 4/- 3. 17 2.5% 3. 1%

VCLASS. FEATURES R R R

_____ 0 DE.APC ZN O
0 DEG. ASPECT ZONE I BOAID

180 DEG. ASPECT ZONE ( STERN)
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Figure A.102. Misclassification percentage versus post-processing SNR,

comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H

ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN,MAX,INC ASPECT 0 10 10. 80 100 10, 170 180 10

NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
90. CI 10307.) 4/- 3.17. 2.57. 3. 1.
CLASS. FEATURES RAW RAW RFW

o -- 0 DEG. ASPECT ZONE I BOW
--- .90 DEG. ASPECT ZONE I BROADSIDE

C; -.-------- 180 DEC. ASPECT ZONE I STERN)
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- .'<Figure A.103. Misclassification percentage versus post-processing SNR,
• n--:.,comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX,INC ASPECT 0 10 10, 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 18 12
90% CI (0307.) +/- 3.1% 2.57 3.17
CLASS. FEATURES T 7 7

77____ 0 DECG. ASPECT ZONE I BOW

-- - 90 DEC. ASPECT ZONE I BROADSIDE

C; ------ 180 DEC. ASPECT ZONE (STERN
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Figure A.104. Misclassification percentage versus post-processing SNR,
comparing the performance of various aspect zones.
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CLASSIFICATION OF SHIPS
,% POLARIZATION H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN / KNOWN

* MINMAX.INC ASPECT 0 10 10, 0 15 15, 0 30 30

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12

907 l 1030%) -+/- 3.]1% 3.1Z 3.1%CLASS. FEATURES A A A

ASP ERR IN CURVE 2 3
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., Figure A.105. Misclassification percentage versus post-processin
. ,-. SNR, comparing performance with various aspectane
.j,. ]errors, near to 00 aspect.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN / KNOWN

MINMAXINC ASPECT 0 10 10, 0 15 15. 0 30 30

NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12

907 CI (0307) 4/- 3.I% 3.1% 3.1%.

CLASS. FEATURES A A A
ASP ERR IN CURVE 2 3

o 0 DEG. ASPECT ERROR . 0 DEG. ASPECT ZONE
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Figure A.106. Misclassification percentage versus post-processing
SNR, comparing performance with various aspect angle
errors, near to 0* aspect.
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN
ELEVATION ,OEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN.MAX,INC ASPECT 0 10 10. 0 15 15. 0 30 30
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12
90% CI (0307) +/- 3.17 3.17 3. 17
CLASS. FEATURES ANW AW AW
ASP ERR IN CURVE 2 3
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Figure A.107. Misclassification percentage versus post-processing
SNR, comparing performance with various aspect angle
errors, near to 00 aspect.
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CLASSIFICATION OF SHIPS

POLARIZATION H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN / KNOWN

MINMRX,INC ASPECT 0 10 10, 0 15 15, 0 30 30

NO OF FREQUENCIES B

NO OF TARGETS 12 12 12

90% CI (@30%. 4/- 3.17 3.1% 3.1%
CLASS. FEATURES ARW R&W A4W
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Figure A.108. Misclassification percentage versus post-processing
SNR, comparing performance with various aspect angle
errors, near to 0 aspect.
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CLASSIFICATION OF SHIPS
POLARIZATION X

ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN ! KNOWN
I At, MIN,MAX.]NC ASPECT 8 0 10 10. 0 15 15, 0 30 30

NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12
907. CI (0307.) */- 3.1. 3.1. 3.17.

CLASS. FEATURES A W A , A4W
ASP ERR IN CURVE 2 3

o DEG. ASPECT ERROR .0 DEG. ASPECT ZONE
IS :EC. ASPECT ERROR 0 DEC. ASPECT ZONE

----- - 30 DEC. ASPECT ERROR .0 DEC. ASPECT ZONE

LU

' (.1 _ . - ....

I.-
z
ED

4-l Ln

L0

20 100,1 . 20. 30.

errrs nert * set

°248.%'.i ,, cru]
a q )

(I)I

~ *Figure A.I0g. Misclassification percentaye versus post-processing
F,>..SNR, comparing performance with various aspect angle

k-., errors, near to 00 aspect. .
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CLASSIFICATION OF SHIPS

POLARIZATION V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN I KNOWN
MIN,MPX, INC ASPECT 0 10 10, 0 15 15. 0 30 30
NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12
90% CI (630%) 4/- 3.1 % 3. 1' 3.17

CLASS. FEATURES A&W A4W A&W
ASP ERR IN CURVE 2 3

0 DG. ASPECT ERROR * 0 DEG. ASPECT ZONE
IS DEG. ASPECT ERROR o 0 DEG. ASPECT ZONE

-- 30 DEG. ASPECT ERROR 0 0 OEG. ASPECT ZONE

LUJ

. ... . \ ""S .. .. .
a:

LD

o "'

z

LL

0 .C.

,." POST-PROCESSING S/N IN DB0"

N,,

a...

" Figure A.110. Misclassification percentage versus post-processing.,
SNR, comparing performance with various aspect anyle-,

" errors, near to 0° aspect."
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CLASSIFICATION OF SHIPS

POLARIZATION V
ELEV ASSUMED KNOWN

ELEVATION [DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN,MAX.INC PSPECT 0 10 20. 0 15 15. 0 30 30

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12
90% CI 10307.) 4/- 3.1% 3.1% 3.1%
CLASS. FEATURES R W R&W R4W
ASP ERR IN CURVE 2 3

: 0 DEG. ASPECT ERROR * 0 DEC. ASPECT ZONE
15 DEG. ASPECT ERROR . 0 DEG. ASPECT ZONE

------- 30 DEG. ASPECT ERROR 0 DEG. ASPECT ZONE

LOD

z

LLJ

0-

:. o N

it- .- -

I,," .u 25

C)

(0

-T. -20. -10. 0. 10. 20. 30.

.2POST-PROCESSING S/N IN 06

Figure A.M1. Misclassification percentage versus post-processin9
SNR, comparing performance with various aspect angle
errors, near to 00 aspect.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN.MRX,INC ASPECT 0 10 10. 0 15 15. 0 30 30
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12
90%. CI (030%) */- 3. 1Y 3. 17 3. 1.
CLASS. FEATURES R4W R W R4W
ASP ERR IN CURVE 2 3

'4

_______ 0 DEC. ASPECT ERROR *0 DEC. ASPECT ZONE
- ---- 15 DEG. ASPECT ERROR *0 DEC. ASPECT ZONE

------ 30 DEC. ASPECT ERROR *0 DEC. ASPECT ZONE

z

CD

CC)

(D

UU

POTPRCSSN S/ I 0

erors near to10 asec. 10 2. 3.
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CLASSIFICATION OF SHIPS
POLARIZATION x

ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN

NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12
90Y Cl (0307) +/- 3.I i% 3. 17 SI. 1

CLASS. FEATURES R4W Rd&W RIW
ASP ERR IN CURVE 2 3

______ oDC APC RO DC SETZN
15DC SPECT ERROR 0 DEG. ASPECT ZONE

3DEC. ASPECT ERROR *0 DEC. ASPECT ZONE

0----- 30DG SET.RO1E .SETZN

z

CD

L)_

U)

-20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN [JB

Figure A.113. Misclassification percentage versus post-processing
~~ SNR, comparing performance with various aspect any Ie

errors, near to 0' aspect.
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CLASSIFICATION OF SHIPS

POLARIZATION V/H
ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN INOWN
MIN,MAX.INC ASPECT 0 10 10, 0 15 i5, 0 30 30
NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12

90% CI (0307) 4/- 3.1% 3.1% 3.1%
CLASS. FEATURES RAW RW R&W
ASP ERR IN CURVE 2 3

C; 0 DEC. ASPECT ERROR * 0 DEC. ASPECT ZONE
.15 DEG. ASPECT ERROR 0 DE. ASPECT ZONE

--------- .30 DEG. ASPECT ERROR . 0 DEC. ASPECT ZONE

-44-4

z

0-

z (0U)

UU

0

i i i I i ,-

-o. -20. -10. 0. 10. 20. 30.
--, POST-PROCESSING S/N IN DB

Figure A.114. Misclassification percentage versus post-processing
SNR, comparing performance with various aspect angle
errors, near to 00 aspect.
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN
ELEVATION [DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN

MIN,MAX.INC ASPECT 0 10 10, 0 is is, 0 30 30
NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12
90. CI 1030X) */- 3.1X 3. 1% 3.l17
CLASS. FEATURES T T T

ASP ERR IN CURVE 2 3

0 DEG. ASPECT ERROR 0 DEG. ASPECT ZONE

- IS DEG. ASPECT ERROR . D DEG. ASPECT ZONE
-- -- ...... 30 DEG. ASPECT ERROR .0 DEC. ASPECT ZONE

','-- -- - - - - - - - -

' "-' a: ,\\-,

z

\ ' , s

OL

. . \\"'..

o

cr 'L'

- III

,.,.- . --.- '.oS . o o

U

_1% - ,,..

Cr

2r0

(U

*-30. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.115. Misclassification percentage versus post-processing
SNR, comparing performance with various aspect angle
errors, near to 00 aspect.

254

,
'V.



CLASSIFICATION OF 54IPS

POLARIZATION H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN K KNOWN '

MIN,MAXINC ASPECT 0 10 10. 0 15 15, 0 30 30

NO OF FREQUENCIES 8

NO OF TARGETS 12 12 12

907 CI (0307) 4/- 3.17 3. 17 3.17
CLASS. FEATURES T T T

ASP ERR IN CURVE 2 3

0 DEG. ASPECT ERROR . 0 DEG. ASPECT ZONE
is DEC. ASPECT ERROR 0 DEG. ASPECT ZONE

o 30 DEG. ASPECT ERROR . 0 DEG. ASPECT ZONE

---------------------

0

- W-
z

-

!U

0

'I,

I.L

0

- " ...

(D

.- 'lo. -20. -10. 0. 10. 20. 30. i

i POST-PROCESSING S/N IN DBOK

-" Figure AII6, Misclassification percentage versus post-processing
SNR, comparing performance with various aspect anyle

~errors, near to 0O aspect.
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CLASSIFICAT ION OF SHIPS
POLARIZATION x
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN.MAX.INC ASPECT 0 10 10. 0 15 15. 0 30 30
NO OF FREQUENCIES a
NO OF TARGETS 12 12 12
907. CI (030.) -+/- 3.lIV 3.1% 3.17.
CLASS. FEATURES T I T
ASP ERR IN CURVE 2 3

00E.APC RO .0DG SETZN
150 DEG. ASPECT ERROR , 0 DEG. ASPECT ZONE

------ --- 5 DEC. ASPECT ERROR .0 DEC. ASPECT ZONE

50DC SET RO EC SETZN

0

z

.--

LU 4.

LU1 .

eLU

-3 .-0. -0 . 10 0 0

POTPOESN0/ ND

Figue A117 Mislasifiatio pecenage erss pst-pocesin
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errrs ner o00apet
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN

ASPECT ASSUMED KNOWN /KNOWN

12MIN.MAX.INC ASPECT 0 10 10, 0 15 15, 0 30 30
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12

907 CI (0307). +/- 3. 17 3. 17 3. 17
CLRSS. FEATURES T T T
ASP ERR IN CURVE 2 3

00E.APC RO 0DG SETZN
IS0 DEC. ASPECT ERROR *0 DEG. ASPECT ZONE

--------- 30 DEC. ASPECT ERROR *0 DEC. ASPECT ZONE

-r OS

-- - - - - - -- - - - - - - ------------

C-D

U

0.-

LL5

CY-

-3. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.118. Misclassification percentage versus post-processing

SNR, comparing performance with various aspect angleI
errors, near to 00 aspect.
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CLASSIFICAT ION OF SHIPSQ
POLARIZATION H
ELEV ASSUMED KNOWN
ELEVATION IbEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN.MAX.INC ASPECT 0 10 10. 0 10 10. 80 100 10, 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
90% CI (e30%) -+/- 3.1% 3.1% 2.5% 3.1%
CLASS. FEATURES A A A A
ASP ERR IN CURVE 2 3

0 _____ DEC. ASPECT ERROR *0 DEC. ASPECT ZON E
----- 10 DEC. ASPECT ERROR *0 DEC. ASPECT ZONE
-- ----- 10 DEC. ASPECT ERROR 0 0 DEC. ASPECT ZONE

......... 1D DEC. ASPECT ERROR 100S DEC. ASPECT ZONE
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CLASSIFICATION OF SHIPS

POLARIZATION X
ELEV ASSUMEO KNOWN
ELEVATION IDEG.) 27

U' ASPECT ASSUMEO KNOWN / KNOWN
MINMAX.INC ASPECT 0 10 10, 0 10 10, 80 100 10, 170 180 IC

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12

S907 Cl (0307.) */- 3.17. 3.17 2.57 3.17

CLASS. FEATURES A A A A

ASP EAR IN CURVE 2 3 4

-- 0 DEG. ASPECT ERROR 0 0 DEG. ASPECT ZONE
-- - 1.. 0 DEG. ASPECT ERROR , 0 DEG. ASPECT ZONE
- -"10 DEG. ASPECT ERROR 9o DEG. ASPECT ZONE
........... 10 DEG. ASPECT ERROR *100 DEC. ASPECT ZONE

I-

0 oLUJ

LU

LL. 
,,

(0 - .0.. 0

L')

U

%,.j

'- POST-PROCESSING S/N IN DB

Figure A.120. Misclassification percentage versus post-processing
SNR, comparing performance with a t 100 aspect errorat various aspect zones.
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CLASSIFICATION JF SHIPS

POLARIZATION V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN.MAX, INC ASPECT 0 10 10, 0 10 10, 80 100 10. 170 280 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
90% CI le3O/) +/- 3.1/ 3.1% 2.5% 3.1%
CLASS. FEATURES A A A A
ASP ERR IN CURVE 2 3 4

0 DEG. ASPECT ERROR . 0 DEC. ASPECT ZONE
----- tO DEG. ASPECT ERROR , 0 DEG. ASPECT ZONE
"--- DEG. ASPECT ERROR 90 ODEG. ASPECT ZONE
............ . 0 DEC. ASPECT ERROR , ISO DEC. ASPECT ZONE

". ..............

LI
C- OD

LU

LL

U

L-

Y)
zo

U

. .-. -20. -10. 0. 10. 20. 30.

&i%.lPOST-PROCESSING S/N IN OB

Figure A.121. Misclassification percentage versus post-processing
SNR, comparing performance with a ±100 aspect error
at various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN / KNOWN
MINMAX.INC ASPECT 0 10 10. 0 10 10, 80 100 10. 170 180 IC
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
90% Cl (o30.) +/- 3.1% 3.17 2.57 3.17
CLASS. FEATURES A(W A(W A(W A(W
ASP ERR IN CURVE 2 3 4

o ______ 0 -DEC. ASPE"CT ERROR *0 DEC. ASPECT ZONE
- 10 DEG. ASPECT ERROR .0 DEG. ASPECT ZONE

-------- 1 0 DEC. ASPECT ERROR *90 DEC. ASPECT ZONE
.............. 0 DEC. ASPECT ERROR 1 O0 DEG. ASPECT ZONE

LJ

(-). '\ .. s

LL\ J ,......'.

UJ
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U

..........................................................U)

--- 20. -10.. . 0 . 10". 20. 30.'m- ' : l~ ., '-a 1 '' V i '

POTPRCSSN S/ I 0

SN0. copain pefomac wit a0 30. set ro

at various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX.INC ASPECT 0 10 10. 0 10 10. 60 100 10. 170 180 10
NO OF FREQUENCIES B
NO OF TARGETS 12 12 18 12
90%. CI 1030%.) */- 3. 17 3.17 2.57 3. 1%
CLASS. FEATURES A&W Aew A&W A4W
ASP ERR IN CURVE 2 3 '4

00__ _ _ _ DE C. ASPECT ERROR 0 BEG. SPECT ZO E
00DG SETERR0DG SETZ

------ 10 DEC. ASPECT ERROR 0 DEG. ASPECT ZONE
............. 10 DEG. ASPECT ERROR 10 DEC. ASPECT ZONE

LL.I

LU

LUI

CrLf

C)

LzL.

-e,

C

I.. -2 . -1 .0r). 20 0

POTPOCSIGS/ N0

eL. "i

0% Figure A.123. Misclassification percentage versus post-processing
SNR, comparing performance with a ±100 aspect error
at various aspect zones.
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CLASSIFICAT1ON OF SHIPS
POLARIZATION

ELEV ASSUMED KNOWN

ASPECT ASSUMED KNOWN /KNOWNI
MIN,MAX.INC RSPECT 0 10 10, 0 10 10. 80 100 10. 170 180 Ic

NO OF TARGETS 12 12 18 12
907 Cl 16307) +/-. 3.17 3.1% 2.5% 3.17

*CLASS. FEATURES RAW RAW RAW AW
ASP ERR IN CURVE 2 3 4

0o 0DCASPECT ERROR *0 DEC. ASPECT ZONE
-- -- O1 DEC.i ASPECT ERROR *0 DEC. ASPECT ZONE
--------- t1 DEC. ASPECT ERROR *90 DECG. ASPECT ZONE

..... 1 DEC. ASPECT ERROR *180 DEC. ASPECT ZONE

LuI
LDCr

C- CD-

Zi-

0..
o

C;

(0

-0. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN 08

Figure A.124. Misclassification percentage versus post-processing
SNR, comparing performance with a ±100 aspect error
at various aspect zones.
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CLASSIFICATION OF SHIPS

POLARIZATION VIH
ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN / KNOWN

MIN.MAXINC ASPECT 0 10 10, 0 10 10. 80 100 10. 170 180 10
NO OF FREQUENCIES 8

NO OF TARGETS 12 12 18 12

907 CI (030%) +/- 3.1% 3.1% 2.5X 3.17

CLASS. FEATURES ARW A8,W A4W A8.W

ASP ERR IN CURVE 2 3 4

o; 0 DEC. ASPECT ERROR .0 DEG. ASPECT ZONE
10 DEC. ASPECT ERROR . 0 DEG. ASPECT ZONE

-------- 10 DEC. ASPECT ERROR " 0 DEC. ASPECT ZONE

.1................ D DEG. ASPECT ERROR * 180 DEG. ASPECT ZONE
0

LU,\ Na: N \...

LU N

0- . ' .. ..

- .- io o So

rT. -

-C,

E0

-20. -10. 0. 10. 20. 30.

POST-PROCESSING S/N IN OB

-~. Figure A.125. Misclassification percentage versus post-processing
SNR, comparing performance with a ± 100 aspect error
at various aspect zones.
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CLASSIFICATION OF SHIPS

POLARIZATION V
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN / KNOWN
MIN,MAX.INC ASPECT 0 10 10. 0 10 10. 80 100 10, 170 180

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
907 CI (030X) 4/- 3.I1. 3.1X 2.5Y 3. 1
CLASS. FEATURES R&W RlW R.W R&W

ASP ERR IN CURVE 2 3 t4

0 DEG. ASPECT ERROR 00DEC. ASPECT ZONE

10 DEC. ASPECT ERROR . 0 DEG. ASPECT ZONE
-------- 10 DEC. ASPECT ERROR . 90 DEC. ASPECT ZONE

S' ..... .... 0 DEG. ASPECT ERROR . D80 DEG. ASPECT ZONE
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CLASSIFICATION OF SHIPS

POLARIZATION H

ELEV ASSUMED KNOWN

ELEVATION (DEG.) 27

ASPECT ASSUMED KNOWN / KNOWN

M]N.MRXINC ASPECT 0 10 10. 0 10 10, 80 100 10, 170 180 10

NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12

9O. CI (G307) +/- 3.1% 3.1% 2.57 3.17

-' CLASS. FEATURES Rd.W RW RW RW

ASP ERR IN CURVE 2 3 4

0 DEG. ASPECT EROR . 0 DEG. ASPECT ZONE

.0 DEC. ASPECT ERROR . 0 DEG. ASPECT ZONE
----------.. 0 DEG. ASPECT ERROR , 90 DEC. ASPECT ZONE

:D ............... 0 DEC. ASPECT ERROR o 80 DEG. ASPECT ZONE

•L .. . . ....

- , "C. .. ............ ..

Z~

LIJ

L)J

Z IDI

"<266

-">> tD

F-':
""C U-

."i"3 -J

"--o -20. -1o. o. 10. 20. 30.
," '"POST -PROCESSING SIN IN DB

,'..Figure A.127. Misclassification percentage versus post-processing
2-[ -iSNR, comparing performance with a ±100 aspect error
".,':,at various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION X
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN I KNOWN
MIN,MAX.INC ASPECT 0 10 10. 0 10 10,, 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
90% CI (430%/) +/.. 3.1% 3.1%/ 2.5%. 3.1%
CLASS. FEATURES ARelW R4W R~W RAW
ASP ERR IN CURVE 2 3 4

0 DE. ASECT NRO 0 DG. APECTZON

- -- -- 0 DEC. ASPECT ERROR *0 DEC. ASPECT ZONE

--------- 10 DEC. ASPECT ERROR 90 DEC. ASPECT ZONE

.......... .. 10 DEC. ASPECT ERROR 100 DEC. ASPECT ZONE
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN
ELEVATION [DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MRX. INC ASPECT 0 10 10. 0 10 10. 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
907 CI (030%) +/- 3.17 3.1% 2.5% 3.1%
CLASS. FEATURES R4W R4W RAW RAW
ASP ERR IN CURVE 2 3 4

0 DEC. ASPECT ERROR *0 DEG. ASPECT ZONE
10 DEC. ASPECT ERROR *0 DEG. ASPECT ZONE

--------- to DEG. ASPECT ERROR 90g DEC. ASPECT ZONE

C; .. ............. DEG. ASPECT ERROR 100S DEC. ASPECT ZONE

C- CD

U,

'IID

at vaiuvapc zns

26

- .$ ~ ~ ~ ~ ~ ~ ... .9 .. 4 f ..... :,4 t.P.~-$4 1 : '



U CLASSIFICATION OF SHIPS
POLARIZATION V
ELEV ASSUMED KNOWN
ELEVATION (DEG.1 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX,INC ASPECT 0 10 10, 0 10 10. 80 100 10, 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
90% CI 1030%) +/- 3.1% 3. 3 2. 5Y 3.1%
CLASS. FEATURES T I I T
ASP ERR IN CURVE 2 3 4

0 DE.ASET ROR0DE.ASET

10 DEC. ASPECT ERROR 0 DEC. ASPECT ZONE
------ 10 DEC. ASPECT ERROR 0 DEC. ASPECT ZONE

............. '0 DEC. ASPECT ERROR 130 DEC. ASPECT ZONE

0l

LIt-

Z s

XU -------------------------------------------------------

0-.

r~rr

LL C

c- C;\.

U

C;

-3. -20. -10. 0. 10. 20. 30.
POST-PROCE5SING S/N IN OB

Figure A.130. Misclassification percentage versus post-processing
SNR, comparing performance with a ±100 aspect error
at various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX.INC ASPECT 0 10 10. 0 10 10, 80 100 10. 170 180 10
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
90% CI (030%) +/- 3.1% 3.17 2.5% 3.17
CLASS. FEATURES T T T T
ASP ERR IN CURVE 2 3 LA

C; - - __ -_ _ _ _" - ," _ ,- - -_- --- * "

a0 DEG. ASPECT ERROR . 0 DEC. ASPECT ZONE
-10 DEG. ASPECT ERROR . 0 DEG. ASPECT ZONE

-- ------- 10 DEC. ASPECT ERROR 0 IDPEG. ASPECT ZONE
.. .. ............ 1 DEG. ASPECT ENRON 160S DEG. ASPECT ZONE

.- .. .....s.

CO

................................ ......................

V , . ....

LL. CD

.................... ............................ .~... .....
x C
(A

40-!. -20. -10. 0. 10. 20. 30.
*POST-PROCESSING S/N IN OB

Figure A.M3. Misclassification percentage versus post-processing
SNR, comparing performance with a t 100 aspect error
at various aspect zones.
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CLASSIFICATION OF SHIPSIPOLARIZATION X
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX.INC ASPECT 0 10 10. 0 10 10. 80 100 10. 170 180 1
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
90% CI (030%) +/- 3.1% 3.1% 2.5% 3.1%
CLASS. FEATURES T T T T
ASP ERR IN CURVE 2 3 '4

0 E.APC RO 0BG SETZN
1 0 DEC. ASPECT ERROR *0 DEG. ASPECT ZONE

-------- t1 DEC. ASPECT ERROR 0 DEG. ASPECT ZONE
............. t1 DEC. ASPECT ERROR 1090 DEG. ASPECT ZONE

z***>.,........... .................................

LD

0

Zc

I.D
q:,

.L.......

(n

U

U

j. -20. -10. 0. 10. 20. 30.
POST-PROCESSING S/N IN OB

Figure A.132. Misclassification percentage versus post-processing
SNR, comparing performance with a ±100 aspect error
at various aspect zones.
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED KNOWN /KNOWN
MIN,MAX.INC ASPECT 0 10 10, 0 10 10. 80 100 10. 170 180 1IC
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 18 12
907 CI 1030%) 4P/- 3.1% 3.1% 2.5% 3.1%
CLASS. FEATURES T T T T

* ~ASP ERR IN CURVE 2 3 '1

00E.APC NO 0DG SETZN
o ____ 1_ 0 DEG. ASPECT ERROR *0 DEG. ASPECT ZONE

----- 10 DE. ASPECT ERROR * 0 DE. ASPECT ZONE
0 ........ 10 DEC. ASPECT ERROR 18 IDEDG. ASPECT ZONE

SODC SET RO S EC SETZN
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CLASSIFICATION OF SHIPSIPOLARIZATION V
ELEY ASSUMED K~NOWN
ELEVATION [DEG.) 27
ASPECT ASSUMED UNK~NOWN
MIN.MAX.INC ASPECT 0 15 12

90%. CI (030%.) 4/- 3.1%. 3.17 .1.31

CLASS. FEATURES A A&W R&W T

----- AMP 4 01FF PHASE

,7Z ---- AEL AMP A 01FF PHASE
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CLASSIFICATION OF SHIPS
POLARIZATION H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED UNKNOWN
MIN.MAX.INC ASPECT 0 15 15
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
90%. C1 1030%) -+/- 3. 1% 3. 17 3.1% 3. 1%
CLASS. FEATURES A A61W R4W T
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Figure A.135. Misclassification percentage versus post-p Cs0 n
SNR, comparing the performance of various algorithms
using unknown aspect.
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CLASSIFICATION OF SHIPSIPOLARIZATION x
ELEV ASSUMED K~NOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED UNK~NOWN
MIN,MAX. INC ASPECT 0 15 15
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
90%. C1 (030%) -+/- 3.17. 3.17. 3.17. 3.1%.
CLASS. FEATURES A A&W R&W T

Amp
----- AMP 4 01FF PHASE
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CLASSIFICATION OF SHIPS
POLARIZATION V/H
ELEV ASSUMED KNOWN
ELEVATION (DEG.) 27
ASPECT ASSUMED UNKNOWN
HIN,MRXINC ASPECT 0 15 15
NO OF FREQUENCIES 8
NO OF TARGETS 12 12 12 12
907 CI (030%) +/- 3. 17 3.1% 3.1% 3.1%
CLASS. FEATURES A RAW R4W T

R AMP A 03FF PHASE

--------- EL AMP 4 01FF PHASE
..... TIME4
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LaJ

0
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Cr

Cr)
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0

........ .... .. A1

POST-PROCESSING S/N IN D8

Figure A.137. Misclassification percentage versus post-processing
SNR, comparing the performance of various algorithms
using unknown aspect.
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APPENDIX B

AMPLITUDE AND PHASE RETURNS

This appendix contains plots of the amplitudes and phases of

processed radar returns for one ship, at 3 aspect angles, (00, 900 and

F 1800), at 27' elevation angle, using vertical, horizontal and cross

pol ari zations.

I..
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TABLE B.1

AVERAGE AMPLITUDES FOR VARIOUS CATALOGS, CONTAINING SIX SHIPS

00 900 1800

150 270 150 270 150 270 AVG

V 46 40 50 48 48 42 47

H 29 25 23 31 18 25 27

X 29 28 30 32 27 24 29

V/H 46 36 38 21 46 36 42

AVG 43 36 44 42 44 37
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APPENDIX C

PROGRAMS

The source codes, written in FORTRAN 7, developed for this research

are listed in this appendix. Program names are CAL61.FOR, CATLOG.FOR

and TAFCAL.FOR (Time and Frequency Classification Algorithm). All

subroutines have been included, along with LINKING command proceedures.

The command proceedure FILESORT.COM is used to provide a directory

*. file of file names to be used in conjunction with CATLOG.

'-
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C PROGRAN NME CALS1
C THIS PROGRAN CALIBRATES THE RADAR CR069-SECTION DATA FROM
C MEASUREMENTS MADE ON WIE COMPACT RADAR RANGE.
C THE INPUT UNITS MRE IN OB AND DEGREE
C
C ORIGINALLY CALlS,
C MODIFIED 4 APRIL 184 BY N.F.GiAUERLAIN TO PERFORM
C BATING IN DIE TIME DOMAIN.
C

INCLUDE ICALWM.FORI
C
C Note CALCOM.FOR simpLy provides vs Lu.. for NO) and other
C dimensioning variabLe.
C

MN1MON /BLKl/BUFF /BLKZW, FHIN, PINC /BLKa/IS
COMMON /BLK4/NOIN,ANST,AINC
COMMON /BLKWARRA, NRPT
COMMON /BL16./PLOTOPTi ,IPSI ,LPLI ,NDIGi ,FZE,FXCE,FX6,FYB, FYE,FYS
OM14DN /BLK7/PLOTDPT2, IP32, LPL2, NDIS2,T), T)E, TXS, TY9 TYE, TYS
INTE*2 TFILE(7J ,BTFILE(71 ,CFILE(71 ,EFILE(7) ,RFILE(151
INTER2 BCFILE(71 ,LINE2(301 ,INFILE(7)
BYTE LINEI (60] ,LXNE3(60) ,BUFF(ID1,TLINEI (60),TLINES[5OJ,STRING(22)

E*UIVALBCE(LINEI(1j,BUFF(1)),(LINE2(l),BUFF(51i),

DIMENSIONM ARA(3OJCMJ E6M) )WO

CFT=9.83SE+0a
NP=-N

C KRPTr in a counter which stops the repetition proces.
C when NRPT repetitions are dane.
C NCSUJP indexes ARRACI end increments after each, commend.P C

VBTPWO
202M NCBJP=C

KRPT=i
ISUJP=O
TYPE 0,1
TYPE *, 'TYPE 9iLP" TO PRINT LIST OF COMMANDS'

2020 IFIIUP.M.11 THE
NCJP=NCS.IP+1
CALL COUP(ARR,NCSP,KRPT,IEND,SPAG,KSTP) I JUP controL subroutine
IF(END. M.11 9010 297
901039 53

C

267 TYPE 288
280 FORNAT( '/ COMMAND: I,$)
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ACCEPT 382,AAR
123 FAREDISUP') THE

CALL SIP ISJP, ACFN, YOU,VfTPALPHiA, SWIDI ,GWID2,DB(3D, PAS)
SOTO 2020
END IF

3863 IF(ARR.mD.'FPL') TYPE -,'TYPE "4 BEFORE ATTEMPTING FPL'
IF(ARR.2. 'CAL') TYPE -,'TYPE NCHK- BEFORE ATTEMPTING CAL'
IF (ARR. E.IWRT I TYPE -,IDO GAL BEFORE WRITING FILE
IF[ARR.D.'TW') TYPE *,'DO GAL BEFORE TI1E DOMAIN GATE
IF(ARR.ED.'TPL') TYPE *,'0O CAL BEFORE TIME DOMAIN PLOT

1234 IF(ABR.D. 'TAR' I CALL TAR(TA,TFILE,TLINEI ,TLINE3,NPT,12020)
IF(ARR.mD. 'TA') CALL BTA(BT,BTFILE,MFUT,6Z320J
IF(ARR.El. 'SPH') CALL SPH(CASCFILE,TFILE,TLINEI ,TLINE3,NPC

S,&2020)
IF(ARR.Ba. 'BSP') CALL BSP (BC, BCFILE,NlIBC, £2201
IF(ARR.M. 'EXA') CALL EXA(EX(S, EFILE, NPE,E2O20)
IF(ARR.EU.'IHK') GO TO 5762
IF (ARR. El. ' WIN'IJ CALL WIN(IIN,TDIST,TO,6Z320)
IF(ARR. MLHLP'I CALL HLP(&2D0)
IF(ARR.EU.'EXI') CALL EXIT
TYPE -,'?'
GO TO 2020

C
5762 IF(DMIN.NE.O.AND.FINC.NE.O) THE

FIW=FINC*.E408
NO-2.CFT/(FIN0WINJ
IF( (NS/212.M.NS)N=NS+i
ZF(NS. LT.3)t48=3
ELSE

E40 IF
C
C ICHK enabLe. the checking of parmatare to be done in
C another part of the program
C

101 K=Q
ICHK2=CO

* '1019 TYPE 0,S
TYPE -,'LIST OF PARAMETERS'
TYPE 3473,TDIST

3473 FOFWAT(X,/,' TARGET DISTANCE IN METERS-----> 1,F5.2)
AJ~ TYPE 3474,OWIN

8474 FORMAT(lX,WINOW WIDTH IN FEE > 1,F5.2)
TYPE 3472,NB

3472 FORMAT(OI'O. OF POINTS OF SMOOHINS G-> ',14)
TYPE'
TYPE *,'PRESENT INRlJT DATA FILEG'
TYPE 3487,TFILE

8467 FORMAT(X,,' I TAR!',TARGET > 1,7A2)
TYPE 346 9,BTFILE

3468 FORMATIIX, "'DTA",TARGET BACKGROUND > 1,7A2)
TYPE 3469,CFILE

8489 FORMAT(1X, I -FH,CALM RATION TARGET > 1,7A2)
TYPE 3470,BCFILE
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37 OOAO,101",OIRAINTARGET BACKGROUND-> 1,7A21 7

341 F0RWLTIX,'EX",DCACT CALIBRATION TARGET - 1 ,7A2)V IF(I01K.M.1) 9010 029
IF(101iK2.91.1J 9010 3383

C
9 IFCISUP.EU.1) THEN
K NCaJP--NCGUP+I

CALL CBLJPCAHR,NCSJP,KRPT,IENO,SPAG,KSTP)
IF(IENO..11 GOTO 1022

0~~ GOTO 102l
END IF

C
1022 TYPE 288

ACCEPT 3862ARR
1023U IF(ARR.SL'ICAL') 90TO 1032

IF(ARR.B.'HLPI THEN
CALL HLP
9010 1022

L END IF
4.. IF(ARR.HA. '01K') THEN
U 101 K2--l

6010 1019

9010 1022
EN0 IF
IF(ARFI.NE. 'WRI'.AND.ARR.NE.'TIM' .At4O.ARR.NE. 'FPL') 9010 12l4
IF(ARF.NE.'TPL'I 9010 1234
TYPE
TYPE -,'00 CAL BEFORE WRlT, FPL,7TPL 00 TONI I Error chucking

51032 IF(IWUP.NE.1J THEN
TYPE ,1
TYPE *,'TYPE Y OR N FOR AUTO0MATIC CALIBRATED FILE KAMER-
TYPE -,'FILE WILL BE NAMED w***.CALf
ACCEPT 1122,ACFN

1122 FORNAT(AI)

END IF

C Note auto fiLm namer can take directory preficlem end eufficlee
NC much that the totaL VILe name is 28 cherarcters Long.

c
IF(ACFN.SDlN' THEN
DO INDG=1,15
RFILE(ING]='
END 00
TYPE'
TYPE 52

52 FORMOT(IX,/,' INPUT A FILE NMlE FOR THE RESULT')
ACCEPT 120,RFILE
DO 10001 1N06=-15,1,-1
IF (RFILE(INGL.' ') THEN
6010 10001
ELSE
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IP3=INOS+1
GOTO 10002
END IF

10001 CONTINJE
10002 IP31=IP3

IP32=1IP3
ELSE

C
C Automatic caLibrated Mie namer
C

IPI=0
IP2=0
DO 171 I=1,7
IF((TFILE(IJ.AND. 'FFOO'X).mQ. 2E00'XJ IP2=-I
IF((TFILE(l).AND.'OOFF'X).Ea.'002E'X) IPI=I

171 CONTINJE
- IF(IPI.NE.0) THEN

00 172 I-1l,IPi-1
RFILEII)JTFILE(IJ

172 C0HTIME
RFILE(IPI)=' .C'
RFILE(IP1+1J=.IALI

* END IF
IF(IP2.NE.0) THEN
00 173 I=1l,IP2

13 RFILE(I)=TFILE(I)
17 CNTIME

RFILE(1P2+1)=ICA'
RFILE(IP2+21='LI
BID IF
IP3=0

IF(IP2i-2.LT.15.AND.IP2.NE.0) IP3=1IP2+3
IF(IP3.NE.0) THEN
D0 174 I=IP3,15
RFILE(IP3)='

174 GONTIMJE
IF(1P3.Ea.0) IP3=15
IP31 =1P3
IP32=1IP3
END IF

TYPE s
A TYPE 118,RFILE

END IF
118 FORMAT(OX, ICALIBRATED FILENAME 1,15A2)
120 FORMJAT (1I5A2)
C

NPMIN=NINO(NPT, NPT, NPC, NFBC, NPE)
IF(NPMIN.LT.1) NPHIN=NP
NP-tHPWIN

C
C Remove background and target distance
C
711 DO 261 I=1,NPMIN
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FRED-IFINCOLFLOATII)-1 .) FfINJ 01Ei09rTPI
OUB(IJ=(CAS(I)-4CUI)IeLX(Cos(FRM.Ta),sIN(FRS.*TO))
TMB(I)-(TACIJ-6T (U) 3CMPLX(COS (FRM*TO), SIN (FR~kTO3 I
IF(CAS(IJ.M.(O.,O.I.AND.BC(xI.mC.(O.,O.II CHB(II=11.,O.I
IF(TAII.mI.(O.,GOJ.AD.BT(I).M.(.,O.I THB(I)=(1.,D.I
ZF(I.NE.1) THEN

IF(CABS(TB(I).Mn.O.) TMB(I)=TMB(I- I
ELSE
IF(CABS(CI)).M.O.l 1JU(I)=(1.E-15,1.E-151

END IF
261 CO#4TIuJE
C

NRENDV=O
IF(ISUP.NE.11 THEN
TYPE',F 6M4 TYPE ';'RENOVE INVALID POINTS BEFORE CALIBRATION ? Y OR N'

TYPE ,I
TYPE -,'POINT REMOVAL FROM TARGET--BACKGROlJND TEMN'

K IF(THB(l).NE.(1.,O.)J CALL CRENVE(TB,NPNIN,NRMT,NSPKTFINC)
TYPE 'l
TYPE -, POINT REMOVAL FROM CALIBRATION TARGET-BACKGROUJND TERW

IF(CMB(i).NE.(1.,D.J) CALL CREO3VE(CS,NPNIN,NRM4C,NSPKC,FINC)

NRENDV=NRM'r+NRhMC 71

END IF

TYPE ,

TYPE -, 'CALIBRATING DATA'
IFWDWIN. M.D.) GO TO 1314
IFLCUC)JNE.(1.,O.)) CALL HAN(CB,NPNIN,XS)
IF(THB(l).NE.(1.,O.1I CALL HAMN(TB,NPHIN,NS)

FIX1814 00 262 I-1,NPIN
IF(CABS(ESII.E.O.) EXBS(I)=(i.,O.J

22RS(I)=TB(I)/CB(I)*EXS(l)

C FIND THE LOCATION OF THE PERIOD IN THE INPUT FILE NAMES

DO 113 1=1,6
IF((TFILE(I).AND.FFOO'X).Ba. '2E00'X) JTDOT=I

IF((TFILE(I).AND. 'GFFOOX).mU. '2E'X) JTOT=I
Ile.IF((BTFILE(I).AND.'FOOFX).Ba. '2E'DX) .UTDOT=I

IF((CFILE(IJ.AND.'DFFOX).E. '2E'X) JCDOTI

IF((CFILE(I).AND. 'OOFF'X).EI. '002E'X) JCDOT=I
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IN((BCFILE(I ).AND. 'FFOO'XI.M. 12EDOIXIJ .CIJOT-X
IF( (BCFILE(II.AND. I'DOFFIX). El. 'O02E'XI JBCOOT=I
IF((EFILE(IJ.AND.'FFOO'X)..B12E00'XI JEDT=I
IF((EFILE(I).AND.'OFFX. 'OO02E'XI JEDDTkI

113 CONTINUE
JT=JTODT-3
ATBTWIT-3
JC;-jCDOT-8
EBCvBCDDT-3
JE=JEDDT-3
IF(JT.LT.1) JTI-
IF[4 8T.LT.1)J ST--i
IFIJC.LT.1) JC~i
IF(JBC.LT.i 180m=1
IF(JE.LT.1) JE=1
LINE2 (4) zl

* LINE218)='
* *~. LINE2(12fr'

LINE201S)
D0 2955 1=20,30

2855 LINE2(I)='
C
C STORE THE 1ST 6 CHARACTERS BEFORE THE PERIOD IN
C EACH OF THE INPUT DATA SET NAMES

4 C
DO 47 8 I=i A
LINE2(I )=TFILE(JT-14I)
LINE2I+4) 4TFILE(.BT-1+I)
LINE2(I*81 =CFILE(JC-i+I)
LINE2 (I*121 4CFILE (JBC-1 +1)
LINE2(Ie.16)=EFILE(JE-1+I)

479 CONTINUE
DO 2349 I=1,60
LINEI (I ITLINEI (l)

2348 UINE3(I1=TLINE3(I)
C
C PUT TARGET DISTANCE AND WINDOW WIDTH AND FONTS REMOVED
C IN 3RD LINE OFHEADER
C

ENDDE [22,106 ,UTRING)TDIST, IWIN, NRBOV
IDS FORMAT(' TD-1,F4.1,1 W,F4.1,' PR',,12,X)

DO 727 NSTRS=1,15
S727 BUFF(1S1-NBTRG)=SUFF(1SO-#ETRG)

DO 728 NSTRG=1,22
729 BUFF(144+NETRG)4TRINGENSTRGI
C
1051 IF(IUP.E2.1) THE

CALL CSJPEARR,NCWP,KRr,IEND,SPG,KSTP)
IF(IEND.ED.i) GOTD 1991
SOTO 1052
END IF

19Sal TYPE 288
ACCEPT 3862,ARR
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aC
C Here begins th.e order of~ poet-coLibration optin

C
1052 IF (ARR. M.'wWR' THEN

TYPE -'WRIITING FILE#

SOTO 2020

END IF
END IF

IF (ARR.. 'TUN') THEN I Tie domain window
ITPL=0

owl ~CALL TUN [INFILE, RS, NPNIN, ITPL, IJUP, SWIDI , SWID2, WTP, ALPHA, DENOD. SPAS
$,PAS)

END IF
C

rIF (ARR.U.'FPL'J THEN I Frequency pLot
NDIW-NP
ANSTFMIN~i 00.
AINI=NINT LFINC*1 00.)
CALL APP(RFILE,HS,SPAG,PAGJ
END IF

IFLR.Q1T 9TE Time pLot C
ITPL=i

C
C Note TPL umes e modified vemlon of TON to echieve e p~ot
C

ITPL=O
END IF

C

IF (ARR.Ba. 'NIP') THEN

END IF

IF (ARR. M.'TL') GTE105

IF (ARR.M.'BPI SOTO 1054

IF LARR.M. 'BJP') THEN1
TYPE 5599

5599 FORMAI'T(X,'IY OR N FOR NEW SET UP 1,63
ACCEPT 55U8,NEW-AJP
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5588 FORIOAT(AII
IFINW....BP.2.yo THEN
1END-O
SOTO 1233
END IF
TYPE ,§
TYPE 5577

5577 FORMAT(IX, 'TYPE hIJMER OF REPETITIONS I,$)
ACCEPT *,NIPT

ICSTP =0
KRPT --
IEND -0
IMJP =1
G07D 2020
END IF

C
TYPE ,2
SOTO 1051
END

C
SUBROUTINE RDFLEEINFILE, CAl

INCLUDE 'CALGOM.FOR'
COMMON /BLKl/BUFF /SLK2/NP, FNIN, FINC /B11W/IB
INTESEM INFILE(7
REAL4 AP(JD),A(MD),P(ND)
BYTE BUFF (ID],IDUFF 1512)
EQUIVALENCE (BUFF(351) ,AP(l))
C0MFLEX(S CALND)
INCLUDE ISYSSLMBRY:FORIOSDEFI
INFILE(72=0

ICNT=O
B10 OPEN (UNIT=9, NAIE=INFILE, READNLY, TYPE=' OLD' , OSTAT=IERR, ER81 00)
82 IF (IB.EM.1I1ILEN=5 2-s*4

IF UB. ST.1) ILB=51 2-84
REAMS, BO,END--O) (TDUFF(I),X1 ,512)

so FORIOAT(512Ai)
DO 95 I-1,LEN

85 SUFF[XCNT+I)=lUUFF(I)

ICNT=ICNT+LEN
90 TO 82

90 D 085 11,LEN
es BUFF(ICNT.I)=UFF(I)

DO 40 1-1,190
40 *UFF(I34GUFF(21I-1)

* .. TYPE 1982, IBUFF(I),I-1 .1 90
* .*l198 FORMAT(IX,SOAI
* CALL DCDE

PI=4.ATAN(1.)

ATMP= lD*AP(2NN-1 1/20.1
PTNP=-AP(2*NN)/1 90.OPI

~, is19 CA(NNI=CMPLX(AThPc09(PTNMPJ,ATNP"SIN(PTNP)I
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I------U

901TO8017
8100 IF(IERR.WD.FR$IOSJILOTFOIJ)THEN

TYPE 1112.(INFILE(IrT),IIT-I,B)
1112 FORVATEI FILE :',6A2,' WAS NOT FOUN',/,' ETER FILENAME AGAIN')

ELSE IF (IERR.B3.RSIOS.JILNAMEPE)THEN
TYPE 1110, (INFILEIIIT) .IrT=1,B)

1110 FORNOAT(' FILE : ,8A20 WAS BAD, ENTER NEW FILENAME')
ELSE -'UNRECOVERABLE ERROR, CODE =' ,IERR

ACCEPT 98 B,(INFILE(IITJ,IrT=1,6)
9918 FC3FWT(5A2)

- o TO M1a
8017 CLOSE tUNIT=S, DISP=ISAVEI)

- RETURN
EN0

C

SUBROUTINE WRTFLE(AFILE,CA,O)
INCLUDE ICALWN.FOR'
COMMON /BLKi/BUFF /BLK.2/NP,FNIN,FINC /BLIW/IS
CONPLEM's CA(50001
BYTE LINEI L601,LINE2(5D),LINE3180),BUFF(ID),IDUFF(512)
CHARACTER1I YN
REAL*4 API.JO)
INTEGER02 RFILE(15)
GOUIVALB4CE(LINEI (11,BUFF(1 3, (LINE2(1) ,9UFF(61 31,

Il(LINE3(1),BUFF(121), (AP(1) ,BUFF(361))
NB=IB*256

RFILE(151=0
PI=4.'PATAN(1.)
00 210 I1I,NP
AP12rI)=ATAN2(AIM(CA(I)) ,REAL(CA(I31/PIIW8.

210 AP(2'I-1)=20.*ALOGiO(CABS(CAtIJ)))
C TYPE -1 OYOU WANT TOEDIT THEHEADER ?Y OR NO
C ACCEPT i11,YN
III FORMAT(AI)

IF(YN.IE.IY')G0 TO 122
TYPE 112

112 FORPATLIX,/,# INPUT A HEADER FOR THE REULT I I LINEP)
ACCEPT 12B.(LINEI(I),I-1,60)

128 FORMAT (SWA
122 0PENCUNIT= 9, NADE=RFILE, TYPE=' NE'l, RECCROSIZE=NB)

IB1I
ICNT=O
00 40 1101-

40 BUFF(2*I-1)=BUFFEI)
82 IF(XB.Ba.1)LEN=512-94

IF(IB.GT.1 )LEN=52-26*4
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DO 85 I=1I,LEN
85 IBUFF(I)=BUFF(ICNT.+I)

ICNT=ICNT+LB4

WRITELI,81) CThUFFII,I=i,512)
m1 FORPiT(512Ai)

IFID.LE.IBS)GO TO 82
so CLOSE(UNIT-I9,ISP-ISAVEel

RE7UJMI
END

C
C
C
C

SUBROUTINE OCOE
INCLUDE ICALCON.FOR'
COMMON /BLKI/BUFF /BLK2/NP, PHIN, FINC ,'ULK3/I9J
BYTE BUFF(ID)
INTEGER4 ININ,IINC,NP

C
C NO. OF DATA POINTS IS STORED IN THREE CHARACTERS, AND
C STARTING FREU. AND FRED. INC. IN 5 CHARACTERS

CHARACT844 Cii.
CHARACT84S CIF,CINC
EUIVALB4CE (BUFF(123J,cIL),(BuFF(131I,CFF),(BUFFi4),CINC)

C
C CONVERT CHARACTERS TO THEIR NUMIERICAL MIJIVELENTh
C

IF(BUFF(12a).E.'-.0) BUFF(12i='
DEMXDE(4,1OO,CNL)NPP
NP-MINU(NP, NPP)

*100 FORMT(I5)
DEWODE (5,100,CFF)IMIN
DEIX3DE(5,i00,CINC)IINC
FNIN=FLOAT(ININI/lOO0.
FINC--FLOAT (IINC 3/1 00.
RETUN

C K=TOTAL. NO3. OF POINT
C NmNO. OF POINTS OF SMOOTHING
C

SUBROUTINE HAII(CS,K,N)
* INCLUDE 'CAL(X3.FOR'

COMON /BLKI/BUFF /BLI(S/NP,I:NIN,FINC /BLK3/IB
COMPLEX CS(ND3,(CS(NO3,SJNFACT
DTR=57 .29577959
TPI-6.2153
N2uCN-13/2
00 3 KI , K
SUwCMPLX(O.,O.3
KDUNT~I

*2 K*W=KH-N24WBUNT-I
OFF*FLOAT ( K1-KW3 TPI/FLOAT (N)
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IF(KW.LT.11 M2-KW
IF(KW.GT.K) KW=2 K KkVL ~~W3S(0FF)+1. 4

FACT=W*MS( KW)
tWJ+fACT

IF(KCIJNT.EU.N) 90 TO I
KDIJNT=-KDINT+1

90 TO 2
i CONTINUE

9UUM/J9FL0AT(NJ
Cas ( Km)=ajN

a CONTINUE
DO06 K1 =, K
CS(KN)=-CSS(KNJ

6 CONTINUJE

ED

C

C

SUBROUTINE TNE(TA,TFILE,TLINEI ,fLIE3,NPT,*)
INCLUDE 'CALCDM.FOR'
COMON /BLKI/BUFF ,9LKZ/NP, RUN, FINC /BLK3WIB
COMPLEX TALNO)
IMTEGER2 TFILE(7
BYTE LINEI (60) ,LINE3(60) ,BUFF(ID) ITLINEI (60),TLINE3(60)
EQUIVALNCELINE1),UFF()),(LINE3(1),BUFF(i21))

ID FORAT(lX,/,' INPUT THE TARGET FILE NAME')U TYPE 10
ACCEPT 120, (TFILE(IIN),IIN=-1,7)

120 FORMAT(A2)
CALL RDFLE(TFILE, TA)
INr=MW
DO 2346 1-1,60
TLINE1 (I)-LINEI (I)

2346 TLINE3(I)=LINE3(Ii

RElURN1

C
C"N

SUBROUTINE BTA(BT,BTFILE,NPBT,*)
INCLUDE 'CALIX3M.FOR'
COMMO /BLKI/BUFF /BLK2/NP, FNIN, FINC /1RLK3/IB
CMPLEX BT(MD)
ItdTGE2 BTFILE(7
BYTE BUFF(ID)
TYPE 20

20 FORMAT(X,/.' INPUT THE BACKGROUND FILE NAME FOR THE TARGET')
ACCEPT 120, (BTFILE(114) ,IIN'I 7)

120 FO RMAT PAO)
CALL RDFLE(BTFILE,BT)
tEPT=NP
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RETURNI
END

.4 c
C

SUBROUTINE SRF (CAB, CFILE, TFILE, TLINEI ,TLINE3, #PC,-)
INCLUDE ICALIX3M.FRI
COMMON /BLKI/BJFF /BLIC2/NP, REIN, FINC 11LKVfB
COMPLEX CASIND)
INTf3ER2 CFILE(7) ,TFILE(7)
BYTE LINEI (10) ,LINES(BO3 ,BUFF(ID) ,TLINE (60),TLINE3(603
EUUIVALENCE(LINE11),BUFF()),(LINE3(1),BUFF(i2 )I
TYPE 403

40 FORIAT(X,/ INPUT THE CALIBRATION TARGET FILE KM~l'
ACCEPT 20, (CFILE(IINJ , I~IW,7)

20 FORMAT(7A42)
CALL RDFLE[CFILE, CAB)
NPC=NP

IF(TFILE(I3.NE.0J RETURNI
4 CONTINUJE

DO 2346 I=1,60
TLINEI [I)=LINEI II)

236 TLINE3(11JLINE3[IJ
REflJIIE
ED

C
C
C
C

JUBROtJTINE BSPCBC,BCFILE,NFBC,*J
INCLUDE ICALCON.FOR'
COMN /BLKI/BUFF /BLIK2/NP, FNIN, FING /BLIC3/ZB
COMPLEX BC(MD)
INTEGER*2 BCFILEM7
BYTE BUFF (ID1
TYPE 41

41 FORPATfi X,/,' INPUT THE BACKGROUND FILE NMlE FOR THlE
6 CALIBRATION TARGET')

i, ~, ACCEPT 2D, (BCFILE(IIN) ,IIW=1,7)
20 FORMAT(7A)

CALL ROFLE(BCFILE,BCJ
NIBDcNP
RETURNI
END

C
C
C
C

SBROUTINE EXA(EXBS,EFILE,NPE,-)
INCLUDE 'CALCOM.FORI
COMMON /BLKI/BUFF /BLK2/NP,FNIN,FINC /BLK3/IB
COMPLEX EXS(MD)
INTEGER*2 EFILE(7
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BYTE BUFF(IDJ
TYPE 50

50 FORWnT(IX,/,' INPUT THE EXACT CALIBRATION FILE NAIE')
ACCEPT 120, (EFILE(IIN),III1,7)

120 FORI'AT(7A21
CALL RDFLE(EFILE, EX)
NPE=NP

END

C
C
C
C

SUBROUTINE WIN(DWIN,TDIST,TO,*)
CNE=2.-99E+08
CFT=9.U63E+08

C
C CONFUTE TIME SHIFT IN DATA TO CENTER IT OVER THE HAWMING WINDOW
C TDIST=DISTANCE TO TARGET IN 1ETERS

TYPE , 'ENTER ONE WAY DISTANCE TO TARGET IN METERS'
TYPE 4.,' DUAL AEL HORNS'
TYPE ", 'OVER & UNDER PRIOR JULY 4, 1983 = 12.1 METERS'
TYPE ,'OVER & UNDER AFTER JULY 4, 1983 = 11.8 METERS'
TYPE *,$SIDE BY SIDE AFTER JULY 4, 1963 = 11.8 METERS'
ACCEPT *,TDIST
TO=2*TDIST/CE

C
C CONFUTE HAMMING WINDOW SIZE, (FEET, SECONDS)

TYPE *, 'ENTER 3D DOWN HAWMING WINDOW SIZE IN FEET'
TYPE , 'ENTER 0 FOR NO HAWMING WINDOW'
ACCEPT ",OWIN
RETURNI
END

C
C
C
C

SUBROUTINE TIM (INFILE, RS, NPNIN, ITPL, IUJP, GWIDI,GWID2,WrP,ALRiA, DENOD
Si,SPAG, PAG)

INC~LUDE 'CALCON.FOR'
COMMON /BLK1/BUFF /BLK2/NP, FNIN, FINC /BLK3/IB
COMMON /BLK4/NDI N, ANST, AINC
CONPLEX*S RS(5000

- REAL-4 AM(5000),PH(500)
INTEGER02 INFILE(15)

C
IF (ITPL.EU.1J GOTO 014 I For pLotting
IF IUP.NE.1 .OR. (OWIDI .EM.O.O.AND.GWID2.E.O.O)) THEN
TYPE
TYPE , 'TYPE STARTING AND END POINTS FOR WINDOW'
ACCEPT ,GWID1,GWID2
END IF

C
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C CaLcuLate the number of points in time domain fiLter
C

tTPTSI=NINT(GvID1'4.096*NINT(FINCeIOOO.J)4,
NTLPT2=NINT(9WD24.0960NINT(FINC*1000.3J
NTDPTS=-NTOPTS2+NTOPTSl
TYPE *,I I
TYPE 0,1 KIMBE4 OF POINTS IN TIME DOMAIN FILTER ',NTGPTS

C
C Convert from CONPLEX(x,y) to ANPLITUDE(IB) end PtIASE(deg)
C for compatibitity with FTRAN moduLa.
C
9014 DO 9015 I-1,NIN

AM(I )=2O.0ALOGiO[CABssRs(z] 13
P1I(I)=ATAN2D(AINAkGIRS(I)),REAL(RS(x3)))

9018 CONTINUE
IF (ITPL.BLIJ) THEN
CALL FWN(AM,RI) I Known as WIN in FTRAN
END IF I Changed to avoid
CALL IFT(AM,RI,ISJP,DENOD) I muttidacLarations
IF (ITPL.WU.1J THEN
CALL RPL(INFILE,AM,SPAG,PAG) I RPL in FTRAN
END IF
IF (ITPL.EQ.l) SOTO 9017
CALL SAT (AM,PH, NTDPTS1 ,NTTS2, IOUP. WTP, ALPHA) I GAT in FTRAN

901e CALL FFT(AN,PH,JNOIN,INFILEJ I FFT in FTRAN
NDII*-JNDIN I Unnecessary ?

C
C Convert data back into compLex farm and remove O-FNIN
C 'fiLL-upl data point. which wiLL mess up pLot.
C

00 9029 I=1,(NDIN-IFIX(FNIN5 iOO.)3
K=IFIX(FNlINIlOO. 1+I
RS(I)CNPLX(COSD(PH(K33,SINO(FPi(K)))(10-e(A(K)/20.3)

9029 CONTINUE
N, C

C Reset data parameters after time pLot because forward
C transform is not performed. (Forward transforming is unnecessary
C indeed useLess as window wILL appear in f. data and we have the
C originaL f. fiLe anyway.

4.~. C
~ -,9017 ITPLnO

NDII*-NP
ANST=FMIN1000.
AIN[C=NINTFINC1000.)
RETURN
END

SUBDROUTINE SUP([ISJP,ACFN, YOS, WTP, ALPA, GWIDI ,GWID2, DENDO,PAS)
COMMON /BLK5/ARRA, NRPT
COMMON /BLKL'PLOTOPT1 , P31 ,LPLI ,NOIG , F)3, FXCE, F)S, FYB, FYE, FYS

e COMMDN /BLK7/PL0TDPTr2,IP32,LPL2,NDIG2,T)e,TE,T)W,TYB,TYE,TYS
DIMENSION ARRA(30) I This array cotains the rommands.
ISUPI I So into eat-up wade
NA~l I Commend number

.. ,~,51 TYPE 53,NA
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53 FORAT(1X,'CONMAND: 1,12,' ',S)
ACCEPT 55,ARRA(NA)

55 FORMAT (A3)

CALL ESUP(ARRA,NA,IESUP) I ELiminate bad commands
IF(IESUP.EM.I) SOTO 51
IF(ARRA[NA).Ba.1END') SOTO 57
IF(ARRAINA).M.'RPT') THEN I Repeat a section of commands
TYPE ,
TYPE 59

59 FORMAT[1X,'TYPE NUMBER OF REPETITIONS ',S) I For NRPT times
ACCEPT *, NRPT
SU0M 57
END IF
NA=-NA+I
90T0 51

C Input a selee of controL parmeters
C
57 TYPE ,'

TYPE 61
61 FORAT(IX,'Y OR N FOR AUTO FILE NAME ,$}

ACCEPT 62,ACFN
62 FORKIT (Al)

TYPE 63
63 FORMAT(IX,lY OR N FOR BAD POINT RB40VAL

ACCEPT 62,YDES
TYPE 69

69 FORMAT(1X,'Y OR N FOR FRM.GREATER THAN 20 GHZ ,,)
ACCEPT 62,DEMOO
TYPE 71

71 FORMAT(lX,'Y OR N FOR PLOT AGAIN OPTION ,$)
ACCEPT 62,PAG

IN:" TYPE 68
68 FORMhAT(X,'Y OR N FOR PLOT SET-UP IN FPL ',$)

ACCEPT 62,PLOTOPT1
TYPE 7712

7712 FORKAT[IX,'Y OR N FOR PLOT SET-UP IN TPL ',$)
ACCEPT 62,PLOTUPT2
IF(PLOTOPT1 .Ea. 'YE) THEN
TYPE -,' FPL PARAMETERS'
TYPE 7700

7700 FORMAT(X,lY OR N FOR ANOTHER PLOT ON OLD ONE ',S)

ACCEPT 62,LPL1
TYPE 7702

7702 FORMAT(IX,'INPUT NO. OF DIGITS RIGHT OF .)OO ',S)
ACCEPT *, NDIG1
TYPE 7704

7704 FORMAT(1X,'INPUT NIN,MAX,INC FRE2UENCY ',$)
ACCEPT 0, F)', FXE, F)
TYPE 7706

,=- 7706 FORMAT(OX, 'INPUT MIN, AX, INC FREa. AMPLITUDE ',S]
ACCEPT *,FYB,FYE,FYS
END IF

4. %" IF(PLOTOPT2.BEC.'Y'J THEN
TYPE , TPL PARAMETERS'
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TYPE 7700
ACCEPT 62,LPL2
TYPE 7702
ACCEPT *,NDIG2
TYPE 7708

7708 FORMAT(IX, I INPUT MIN, IVX, INC TIME ',S)
ACCEPT ,DTXE,TXS
TYPE 7710

, 7710 FORAT(1X,'INPUT MIN,MAX,INC TIME. ANPLITUDE ',$)
ACCEPT *,TYB,TYE,TYS
END IF
TYPE 64

64 FORlnT(IX,'Y OR N FOR HANNING OR BESSEL FILTER ',$1
ACCEPT 62,WTP
IF(WTP.R. 'N') THEN
TYPE 65

65 FORMAT(1X,'INRT ALPHA ',$)
ACCEPT 0,ALPHA
END IF
TYPE 67

67 FORMAT(X,l'INPUT WINDOW START AND END POINTS nS ',$)ACCEPT *, GWIDi,G11I02

RETURN
END

SUBROUTINE ESUPEARRA,NA,IESUP) I Find errors in commands
DZIENSION ARRA(30)
U=ARRA[NA)
IF(Q.ER. 'TAR' .OR.G.. 'BTA' .OR.Q.El. 'SPH' .OR.G.Ea. 'BSP' ) GOTO 570
IF|. RM. 'WIN' .R.Q. El. 'EXA' .OR.Q. Ea. 'EI' .OR.O.El. 'IHLP') GOTO 570
IF(Q.EB.'CALl.OR.Q. .'WRT'.OR..Ea.'FPL'.OR.Q. .I'TPL') GOTO 570
IFIG.ED. 'TW' .OR.U.M. 'LAB' .OR.G.E. 'RPT' .OR.Q.w. 'ClK') SOTO 570
IF(Q.E.'END') SOTO 570

* " TYPE *,'ENTER A VALID COMNAND'
IESUP=I
RETURN

570 IESUP=O
RETURN
END

4. C
SUBROUTINE CSUP(ARR,I,KRPT,IEND,SPAG,KSTP)
COMMON /BLKV/ARRA, NRPT
DIMENSION ARRA(30) I Control subroutine for SUP

IF(KSTP.NE.0.AND.I.En.KSTP) THEN
ISUP=O
IEND~i
RETURN
END IF

C
1994 ARWARRA(I)
C

IF(ARRA(1).Ea.'END') THEN I ReLinquish controL set-up but
IEND=I I keep permeter set-up
RETURN
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END IF

IF(I.GT.l.AND.ARRA(I).E.'END') THEN
IEND=l
ISUP=D_
RETURN
END IF

IF(ARR.E .LAB' ) THEN I LAB (LabeL) is starting point of
NLAB=I+l I repetition process
I=I+1
GOTO 1984
END IF

C
IF(SPAG.ED.'Y') THEN I This aLLow pLots to be
1=1-1 I Redone
AR 'ARRA=(I)
END IF

C
IF(NRPT.EQ.O) RETURN I ReLinquish SUP mode after

C I repetitions are done
C
C I SUP commend structure is a bit Like

IF(ARR.E.'RPT)I THEN a a programabLe caLcuLator (especiaLLy
ARR=ARRA(NLAB)
KRPT=KRPT+l I the Ceso FX-601P)
IF(KRPT. E.NRPT+I) THEN
KSTP=I-1
I=NLAB
RETURN
END IF
I=NLAB
END IF

C

RETURN
END

SUBROUTINE HLP(*)
TYPE '
TYPE , 'LIST OF COMMANDS'
TYPE , '."SUP"=SET UP A SERIES OF COMMANDS AND PARAMETERS'

-' TYPE *, '"TAR."=ENTER DATA INTO TARGET ARRAY'
TYPE '"BTA"=ENTER DATA INTO TARGET BACKGROUND ARRAY'
TYPE *, '"SPH"=ENTER DATA INTO CALIBRATION TARGET ARRAY'
TYPE ,"'"BSP"'=ENTER DATA INTO CALIBRATION TARGET BACKGROUND ARRAY'
TYPE *,""EXA"=ENTER DATA INTO EXACT, CALIBRATION TARGET ARRARY'
TYPE - '"WIN"=IANGE TARGET DISTANCE AND WINDOW WIDTH'
TYPE , '"CAL"=CALIBRATE DATA'
TYPE " "CHK"--CHECK FILE STATUS AND PARAMETERS FOR CAL'

, TYPE , '"TDWl"=GATE IN TIME DOMAIN I
TYPE + '"FPL"=PLOT CALIBRATED DATA IN FRBIUENCY DOMAIN'
TYPE C, '-TPL"=PLOT CALIBRATED DATA IN TIME DOMAIN'
TYPE , '"WRT"=WRITE A CALIBRATED FILE'
TYPE C '"HLP"=PRINT LIST OF COMMANDS'
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TYPE -, IEXI"=EXIT FROM PROGRAM GRACERJLLY'
TYPE *,'NOTE :MAX FILE NMlE LENGTH = 12 CHIARACTERS'
TYPE ,''I
TYPE *,'NOTE :THE "CALI COMMAND DOES NOT WRITE A FILE IN CALGII
TYPE s, THIS IS ACHEIVED BY A SEPARATE *'WRT" COMMAND I
RETURNI
END

306



I
C
C THIS SUBROUTINE REMOVES LARGE NON-PERIODIC SPIKES FROM DATA IN
C COMPLEX FORMAT. WRITTEN BY DONALD F. KIMBALL ON
C JANUARY 10, 1983
CC INPUT TO SUBROUTINE REMOVE CONSISTS OF REAL AND IMAGINARY PARTS

C CONTAINED IN A SINGLE COMPLEX VARIABLE "RECT",
C AND THE NUMBER OF DATA POINTS. THE OUTPUT UNITS OF THE
C SUBROUTINE ARE THL SAME AS THE INPUT UNITS.
C

SUBROUTINE CREMOVE(RECT,NP,NRENOV,NSPIKE,FINC)
C
C NREMOV = no. of pta. removed
C NSPIKE = inoex no. of pts. removed
C

INCLUDE 'CALCOM. FOR'
DATA CFT/ 9.B36E+6 /
INTEGER NSPIKE[MD1
COMPLEX RECT(MD),CAVGCSOAVG,CVAR,CSTDEV

C
C NANG MUST BE AN EVEN NUMBER~C

NSPIKE(1)=O
NRENOV =0

C
C nute: NAVG must be an even number
C

FIN = FINC * 1.E+9 I frequency Increment
TZONE = 20.- I target zone in feet
SEN = S. I SEN szenoaro deviations
ISKIP = ICFT/ITZONE FINJ) - 1

C
C ISKIP = no. of pts. to SKip in average
C ISKIP is derived from Shannon's tneorem
C ISKIP must be en oud number
C

IF((ISKIP/2]*2 .E. ISKIP ) ISKIP = ISKIP + I
C TYPE *, 'ISKIP = ,ISKIP

IHOLE = (ISKIP - 1)/2
C TYPE , 'IHOLE = ',IHOLE
C
C dont use IHOLE points on mitner aide test point
C

Z I'l NAVG = (2*CFT/(TZONE * FIN)) - ISKIP
C
C NAVG, number or pointu to average over
C tnls quantity is derived from tne

1 C tne sJnx/x fiLter.

C NAVG must be an even number
C

IF((NAVG/2)02 .NE. NAVG I NAVG = NAVG + I
IF(NAVG .LT; 4] NAVG = 4

C TYPE *, 'NAVG= ',NAVGcc

D 606 J=I,NP
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C

C

I = IJ -AVS/2- IHOLE
IF( I .LT. I I =
I01S = NP - J I how clam. to ana
IF( IDIS .LT. NAVG /2 + INOLE 1

$ I =I - NAVG/2 + INLE -IDIS I
IF( IOIS .LE. INOLE I I =I + I IHOLE - IOIS

Ce
,~ .?cc TYPE *,'J = ,J, 'SETTING I TO', I

C*
Ill IF( IABS( I -J ) .LE. IHOLE ) 90 TO 22 1 don't average over middLe
C
C.
cc TYPE *,'CALCULATING FOR J,I,NP', J,I,NP
C.

'4. - CAVG=CAVS+RECT (II
DBNiJM =20'LOGIO1 CABS( RECTE I I
AVGB AVG + OB-NM
SQAVGB=SOAVGBU4OBW4JN*2
CSQkAVG =CSOAVG+O4PLXU(REAL(RECT(IIII**2,(AIMAG(RECT(l)II**2)
JMZ.JM = KJUM+j

22 1= I+1I

IF( KJM_SJM .LT. NAYS ) 6DmO 11l

CAVS=CAVG/NJMSJM
AVGOB=AVGO/JM....9M

-4-. 90AVGc3=9AVGM/IOJMM
CSOAVG=CSGAVS/NJILB.U

C
C caLcuLate variance anda sanaera deviations

VARD6SAV6WB-AVDB*2
CVAR=CSOAVG-OIPLX( (REAL(CAVG) I*2, (AIWAG(CAVGI I2)
IFN VAROB .LT. 0. ) VARIN = 0.
IFN REAL( CVAR I LT. 0. ) CYAR =CMPU(( 0., AIM1%G( CVAR 1
IN(AIMAG( CVAR I LT. 0. ) CVR= CPLX( REAL( CVAR I,0.)
STDEVOB=SQRT (VAROB)
CSTDEV=CMPLX(SO.RT (REAL(CVAR) I,9Q~r AIwPAG(CVAR))

C
C SEE IF POINTS J-1 ,J,AND J+i DEVIATES TOO FAR FROM 'THE AVERAGE BY
C COMPARING THEM TO THE STANDARD DEVIATION
C

IF(J-1.LT.1) GO TO 202
IF (ABS (20*LOGI 0(CABS (RECT(W-1 M -AVGOB) GT. SEN*STEVOB) GOTO 101
IF(ABS(REAL(RECT(J-1I)-CAVG)I.GT.SEN*REAL(CSTDEV)) GOTO 101
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XFLABS(AIIOAGfRECT(J-1 )-CAVG) 3.LT.9ENOAIIG(CSTDEV33 SOTO 202
101 NREMOV=NREMOV*1

NSPI KE (NRENOV)3=J-1
TYPE *,$POINT ',J-1,l REMOVED'
RECT(J-1 )=CAVG

202 IF(ABS(20L610(cABS(RECT(J))-AVGDB).GT.SENSTDEVU) GOTO 303
IF(ABS(REAL[RECT(JI-CAVG)).GT.SENREAL(CSTDEV)) SOTO 303
IF(A8S(AIMAG(RECT(JJ-CGAVIJ.LT.SENAXMG(CSTDEV]J S0TO 404

303 NREM0V=NRENDV+l
NSPI KE (NREMOV)3=.J
TYPE -,#POINT 1,J,' REMOVED'
RECTIJ)=CAVG

404 IF(J+1.GT.NP3 60 TO S06
IF(ABS(20*'L0G10(CA8S(RET(J+1))J-AVGM J.GT.SENSTDEVM ) SOTO 505
IF(ABS(REALCRECT(J,1J-CAV6)3.6T.SENWREAL(CSTDEV)) SOTO 505
IFLA8S(AIiG~(RECT(J+1J--CAVG)).LT.SEN*AIWAGICSTDEV)) 6OTO 506

505 NREMOV=NEMEIV+1
NSPIKEEtdRENOV3J+1
TYPE *,'POIN4T 1,J+1,1 REMOVED'

* RECT (J+1) =CAVG
506 CONTINUE

TYPE *,IREM0V,' POINTS REMOVED'
RETURN
END
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C
C Subroutine FUN
C Fortran name: FWNV.FOR, devetoped by A.Dominek to perform
C pre-IFT windowing (to reduce pro-cursors) in FTRAN.FOR, modified
C by N.F.ChamberLain for use In CALSI.FOR.
C

SUBROUTINE FWN[A,FH)
CONKIN /BLKl/BUFF /BLK2/NP,FNIN,FINC /BLK3/IB
I0ONVN /BLK4'NDIN, ANST, AINC
BYTE BUFF(33200)

C INTEGERI2 INFILE(7
DIMENSION AN( WOO] ,PH (5000)
CHARACTR-2 WT.LP
LOGICAL CE,WTY
EXTERNAL BID
DATA LP/'LP'/
PI=3.1415926
NDIM=NP-
ANST=FNIN'iGDO.
AINC=NINTIFINC'IOOO.J

'&w2TYPE *,'
TYPE *, STARTING TO WINDOW DATA TO REDUCE PRECURSORS IN TIME DOMAIN'

C WRITE(,1l 'INPUT T OF F TO CONSERVE SIGNAL ENERGY'
C ACCEPT*, CE

CE=O
IF(CE) THEN
51=0.
83=0.

/ ~ DO 10 I=1,NDIN
* 5S3=S3+1O.**(AN(I)/20.*COSO(PH(J))

10 81-S1+0.001ANLI)1O.)
C END IF
C WRITE(,*) 'INPUT WINDOW TYPE, LP (LOW PASS) OR SP (BAND PASS)'

C ACCEPT 20, WT
* 20 FORKAT(1A21

C I F(WT.W. LP) THEN
IWTLB=
IF(IWTLB.M.O3 THEN
IWNDIN
DT-PI/FLOAT(IW)
WRITE(6,) 'INPUT T FOR HANNING OR F FOR KAISER-ESSEL'
ACCEPT , WTY
IF(WTY) THEN
DO 30 I=1,IW

* WFACT=.5(.4COS(DT(IM)
C WFACT=-(COS(.5*OT*IJ,.22*CXS(1.5IOTdIiJ/1.22

AA=-10.**[AN(I)/2O.)SWFACT
4 IF(AA.LE.O.) AA=1.E-30

sD AM(I)=mD..A±.OGlO(AA)
ELSE

C WRITE(B,0] 'INPUT ALPHA'
C ACCEPT *, ALPHA

ALPHA=-2.
TYPE',
TYPE *,ALPHA=-2 IN BESSEL WINDOWING FILTER'
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CON=810 (PIA1
DO 31 I=1,IW
ARS-=PIA*S&LRT(01.-(FLOAT(IJ/FLOAT EIw3) *2)
WFACT=B1D LARG)/OON
AA-10.*([AN(I)/20. 3WFACT
IF(AA.LE.0.) AA=1.E-30

31 AN(I)=20.*ALOGlO(AA]
END IF
ELSE

C WRITE(S,-) 'INPUT T FOR HANNING OR F FOR KAISER-GESSEL'

C IF(WTY) THEN

IF(ITY. .0)THEN

IIW21W-1
IF(FLOAT(NDINI/2.. M.FLOAT(IW) THEN
DT=PI/FLOAT (11W)
11=0
DO 40 I=1l,IIW,2

WFACT=.5*(1.+COS(DT*IJ)
IFEWFACT.LE.3.) WFACT=1 .E-4

40 ANLIWI+1I)=20.AL0IO(1.**A(IWIl/20./WFAC)WA

ELSE
DT=PI/FLOAT(IWJ
DO 50 1=1,IW
WFACT=.5*(1 ..COS(DT*IJ I
IF(WFACT.LE.C.) WFACT=1 .E-4
AN(IW+I+1 J=20.*ALOGIO(1O.**(AN(IW+I+1 J/20.IOWFACTJ

50 AN(IW-I+1J=20.*AL0610( O.**(AM(IW-I+1I/2O.)*WFACT)
END IF
ELSE

C WRITE(S,*) lINRtJT ALPHA'
C ACCEPT *, ALPHA

ALPHA--2.
TYPE *,'ITYPE 0, ALPHA=-2 IN BESSEL WINDOWING FILTER'

IIW=2*IW-1
IF(FLOAT(NDIN/2..BLiFLOAT(IWJI THEN
DT=1 ./FLOAT(IIW]
11=0
DO 60 I=1,IIW,2

ARG=-PIA*SQRT(1 .-(DT*I)*2)
WFACT=SIO (ARG)/CON
AN(IW+IIJ=20.*ALOGI1OC1.**AM[1W+II/20.)*WFACT)

s0 A(IW-II+1)=20.*AL0G10(1O.(AM(IW--II+1)/20.WFACT)
ELSE
DTZI ./FLOAT(IW)
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DO 70 1-1, IV
ARS=--PIAMRT I I.-(DTOI)30 2)
WFACTBID (ABS iiCON
AN(IW+I+ J=2.*ALOGIOID.(AN(IW+I+I/20.JOWFACT)

70 A(IW-I+i)=20.'AL0G10(iG.O*AM(IW-I+1J/20.)WFACT)
END IF
E IF E

END IF

SD s2=62+10*(AII/10.J
SC=GRT (S1/S2)
SCI=Si/82

~ .WRITE6,O) S1,S2,S(=,9,l,2,SC
WRITEIBF) 'S3,S4,SCi=' ,SS4,SCl
DO090 I=1,NDIM

so A(I)=20.*AL0G10(1O001~ANI)/20.)SCI
END IF
RETUREN
END
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IC Subroutine SAT
C Part of SBCL61.FOR, a group of FFT subroutines.
C Developed by A.Oominsk to perform geting in the time domain.
C modified by N.F.ChemberLain Jan. 19834 for urse with CALI.FOR.
C

SUBROUTINE GAT (AN, PH, NTOPTS , MTOPTS2, IUP, WTP, ALPHA)
COMMON /BLK1/BUFF /'1LK2/NP,FNIN,FINC /BLKW/IB
COMMON /BLK4/N0IN, ANST, AINC
BYTE BUFF(33200)

C INTEGR2 INFILEM1)

C LOGICAL WITP,CE
LOGICAL CE
EXTERNAL BID
PI=3.1415927
TYPE
TYPE *, 'STARTING GATING ROUTINE IN TIME DOMAIN'

C WRITE(5.3) 'INPUT T OR F TO CONSERVE SIGNAL ENERGY'
C ACCEPT 0.CE

CE=O
C WRITE6,O) 'INRJT STARTING AND ENDING INDEX IIJISERS'
C ACCEPT -, IS, IE

IS=2048-NTOPTSI
IE=2048+NTOPTS2
ISI 1-
IF(CE] THEN
68=0.
S63=0.
DO 10 I=IS,IE
S8=S3+AM(I)

10 SlI=SI+AN(I)0*2
END IF
IF(ISUP.NE.1) THEN
WRITE6,0) 'INPUT Y FOR NANNING OR N FOR ICAISER-BESSEL'
ACCEPT 11, WITP

11 FORMAT(AI)
END IF
DO 20 I=1,I5-I

20 AM(I3=O.
IF(WTP.M.'Y'3 THEN
NN=IE-IS+1
IW=NN/2
IIW=-2*W-1
IF(FLOIAT(NN/2.. M.FLQAT(IW)) THEN
DT=PI/FLOAT (IIW)
DO 80 I=I,IIW,2
WFACT=.5(11 .4CO(DTI))
AN(IW+IS1+I)=ANCIW+IS1+I)WFACT

30 AN (IW+IS1 -I+13 =AN IW+ISi -I+1 3WFACT
ELSE
DT=PI/FLOAT (IW)
DO 40 I=1,IW
WFACT=.5C11.+COS(DT*IJJ
AMIW+ISi+I+I )ZAN(IW+ISi+I+I JWFACT

40 AN (IW+ISI -1+13 =ANIW+ISI -I+13 WFACT
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ED IF
* ELSE

IF(ISJP.NE.l) THEN
WRITE(,-1 'INPJT ALPHA'
ACCEPT 0, ALPHA
ED IF

PIM=P! ALPHA
* WN410(PIA]

NMdIE-ZS+1

Z IV-2*ZV-:
IF (FLOAT INNJ/2.. W.FLOAT IM1 THEN

ARG=PZA*S&RT(1.-(OTsZI*21
WFACTBIO (AnSi/CON
A1(IW+ISI +1 JA(IW+ISI4I )WFACT

21 A(IW+ISI-I+1 )=AN(IW+ISI-I+ )WFACT
ELSE
DTIl ./FLQAT (IV)

ARS=PIA*MRT(1 .- (DTI)*02J
WFACT=SID (ARGI/cON
AN(ZW+I91+I+1 )-AN(IW+ISi+I+ )WFACT

31 A14IW+I-ZI =A(IWIS1-I+1IIWFACT
END IF
END IF
DO 50 I=IE+1,NDIM

50 ANUI)=0.
IF(CEJ THEN
62=0.
S4=0.

4 00 60 I=IS, IE

SCI =63/54
WRITES,') ISI,S2,SC='f,SI,S2,SC
WRITE(6,'I 'S3,S4,SCI=',93,4,Cl
DO 70 I=ZS,IE

70 A(I)=A(I)*SC
END IF
RETURN
ED

FUNCTION BID (X
)O(=X/2.
8=1.

FAC=1l.
* ~. ACC= .00001

DO 10 Z=1,100
FAC=-FACOI

T=S
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S=S+(S/FAC)*2
TT=ABS( (T-SI/S)
IF(TT.LT.ACC) SO TO 20

10 CONTINUJE
20 BIO=-S

IF(I.Ba.1O1J WRITE(6,- 'BESSEL FUNCTION DID NOT CONVERGE'
RETURN

C Subroutine IFT
C Part of UBCLSl.FOR, a group of FFT subroutine.
C DeveLoped by A.Dominsk to perform inverse Fourier

transformations in FTRAN.FOR, modified by N.F.ChauberLain for use in
C CALS .FOR
C

SUBROUTINE IFT (AM, PH, IRP, DEMO D)
COMMON /BLK /BUFF /BLK2/'NP,FNIN,FINC /BLKWIB8
COMMO3N /BLK4/NDIN, ANST, AINC

C INTEGER*2 INFILE[15)
BYTE BUFF(33200)
COMPLEX A(5000)
LOGICAL LLMP, LNAG
DIMENSION AM(5000).RH[5000),S( 250)
PI=3.1415B26
DTR=PI/1 RO.
W112

NS=2048
NST=2*NS
TNS--NST
NDII1NP
ANSTFMINI 000.
AINC=-NINT(FINC*1OOO.J
IF(ISJP.NE. ) THEN
TYPEP*'I
TYPE *,$STARTING INVERSE FOURIER TRANSFORM'
WRTE6,*) 'INPUT Y OR N FOR FRBg. GREATER THAN 20 G342'

I F[IDEMOD. EQ. IN'I) THEN4
C NI-NMIER OF LEADING ZEROS

NI=ANST/AINC+.l

D CiECK FOR THlE PROPER NUMBSER OF DATA POINTS
IF(N2.GT.NS) WRITE(6,*) 'TOO MANY SAMPLES', N2
IF(N2.GT.NS) NDIWN=I-kl
IF(N2.GT.NS) N2=NS
IF(N1.Ba..) GO TO 31
DO 3D I=1,Nl

C FILL IN LEADING ZEROS
30 A(I)=CMPLX(O.,O.I
C FILL IN DATA POINTS
31 00 40 I= ,NDIN

315



NiI =1+1
IF(Nli.GT.NS) G0 TO 51
ANGFH (II *DTR

40 ACN11JO4PLXICOS(ANG.SIN(ANG))IANP
C TRAILING ZEROS

NIOCNS-NI -NDI M
DO 50 I=1,NN1C

50 A(N2+)OI4PLX(O.,O.l
51 CONTINUE
C CONSTRUCT NEGATIVE FREO.. IMAGE
60 A(N&.11=A(NS)44DNJGLAINSJJ

DO 70 I=2,145
K=NST+2-I

70 AEKfrCONJGIAEIJ)
ELSE
NN=NDIN
IF (FLQAT(NDIN/2.. E.FLAT (NDI1/2) I NNNDIN-
N2=NN/2
IF(N2.GT.NSw-1) WRITE,*1'70O MANY SAMPLEG', N2
IFIN2.GT.NG-13 142-NB-I
WJ=2. OPI 0(ANST+N2*AINC)/i 000.
ANG=RI (142+11
A(1 )=i0.**(AN(N2+1i)/20.)CPLX(COSD(ANGJ ,SIND(ANGI
DO 72 I=1,142
II=N2+I+l
AN4=lllII

72 A(I+1)-10.'(AN(llI/20.ICPLX(COSD(ANG),SIND(ANGJ)
DO 73 I=N2+2,NS

73 A(I)=CMPLX(0.,0.I
DO 74 1=1,t42
II=NST-N2+I
ANG=PH (I)

74 A(II1110.**(A(I/20.*CPLXOSDANG),IND(ANG))
DO 75 I=NS+1,NST-N2

75 AII)O4FLX(0.,O.]
END IF
CALL FORT(A,N,S,1,IERR)
IF(IERR.NE.O) TYPE *, 'ERROR IN FORTIIERR

C DETERMINE T114E AXIS SCALING
FF1CQAINC
ANST--1 E3/FFIO(/2.
FNAX-FKIN

%6 AINC~i.Ea/FFMX/TNS
NDI WTNS
IF(DEMOD.O.IY'I THEN
Atl =2. Ail)
W00=-W*AINC1 .E-5
00 76 I1I,NST-1
11=I+1
AA=2.*LREAL(A(Il))*COS(M30'I)-AINAG(A(III)SIN(W0011)

4 ,76 A(II)CN4PLX(AA,O.)
END IF

C SHIFT 'D TIME' TO CENTER OF PLOT
71 DO SO I=1,NS
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ANCNS+IJ=REAL(A(IJJ
PH(NS+I)=AINA6(A(IJJ

so CONTINUJE

DO 90 I=NS+ ,NST

A1N(KJ=REAL(AII)
PH(K)=AIMAG(A(I))

so CONTINUE
C WRITE(6,O) NDIM,ANST,AINC
100 FORMATC1X,'NDIIW',lI5,'ANST=', F5.0,'AINC=',1F5.0)
C CALL LABEINFILE)

RETURN
4 END

C
cccccceCCCCCCCCcceccCCceCCcCCcCCcccccecccccCCCCCCCcCCcCCCCCCCCcCC

C
C Subroutine FFT
C Part of' SCL6i.FOR, deveLoped by A.Dominsk to perform forward
C Fourier transformation in FTRAI4.FOR. Modified by N.F.ChauberLsln

for use in CALSI.RIR.

SUBROUTINE FFT (AM, I, JNDIM, INFILE)
COMMON /BLKl/BUFF /BLK2/NP,FMIN,FIMC /BLKW/IB
COMMON /BLK4/NDIM, ANST,AINC

r INTEGER*2 INFILE(7
BYTE BUFF(33200]
COMPLEX A[500D)
DIMENSION A14(5OO0J,RI(5O00),S(125O)
LOGICAL INWN
CHARACTR-2 WT,LPi DATA LP/'LP'/
PI=3 .141582
M=12
NS5=2048
TNS5=4096.
TYPE,
TYPE *.'STARTING FORWARD FOURIER TRANSFOFM'

C SHIFT '0 TIME' TO THE LEFT END OF PLOT
K=NS+ I=I
DO 1 1=,14
A(KJ=CMPLX(AM(II,D.)

10 CONTINUJE
NST=TNS
DO 20 I= ,MS
A(II=CMPLX(AM(NS+I3 ,0.)

20 CONTINUJE
CALL FORT(A,M,S,-1,IERR)

C WRITE(B,'J 'INRJT NDIM,ANST,AINC'
C INCREASE NDIM TO FILL ARRAY FROM DC TO FMIN
C NOTE CAL53 WORKS TO ONE LESS DATA POINT THAN FTRANI
C NDIWt=1601-1+200
C ANST=O
C AINC--lO
C ACCEPT *,NDIM,ANST,AINC
C WRITE(6,O) 'APPLY INVERSE WINDOW T OR F'

IR
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C ACCEPT , DUN
NDIN4=NP+NINT (FNIN'1000.*O.1)
ANST=O
AINC=-NINT (FINC*100D.)

IF(INWN) THEN
WRITEB,s) IINRJT WINDOW TYPE, LP (LOW PASS) OR BP (BAND PASS)'
ACCEPT i,WT

I FORIOATOMA)
IF(WT.M.LP) THEN
INDIN

DT=PI/FLOAT (1WI
DO 15 I1=1,IW
WFACT=.5(1.+COS(DT(I-.5M)
AN(I)=20.'PALOG1O(cABS(A(I+1 I /WEACT)

15 PHi(I)-ATAN20(AII'AG(A(I+1)),REAL(A(I+1)))
ELSE
NWINT (ANST/AINC+. 1)
IW--NDIN/2
IF(NDIIV2..ED.IW) THEN
DT=PI/FLOAT (IW)
DO 30 I=1,IW

AN(IW+I)=20.'ALOGIO(CABS(A(NN+IW+I) )/WFACT)
AN(IW-I+1 1=20. AL0SIO(CABSCA UVN*-ZI1) )/WFACTJ

* FHi(IW+I)=ATAN2D(AIMAG(A(NN++IW+I)) ,REAL(A(NN+IW+I)))
30 ~i (IW-I+1 )=ATAN2D (Al W A(NN4+IW-I+1 13,REAL(A (NN+IW-I+ )))

ELSE
ANCIW+1 )=20.AL0GIO(CABS(A(NN+IW+1 )))
PH(IW+1)=ATAN2D(AII4AG(A(NN+IW+ )),REAL(A(NN++IW+1)))
DT=PI/[2.*IW-I)
DO 40 11I,XW
WFACT=.5*( .4CDS(2.*DT*III
AM(IW+I+1 )=20.*ALOGIO(CABS(A(NN+IW+I+1 ) /WEACT)
AN(IW-I+1 )=20.*ALOGIO(CABS(A(NN+IW-I+ I )/WFACT)
FH(IW+I+1 )=ATAN2D(AIMAG(A (NN+IW+I+i )),REAL(A(NN+IW+I+1)))

40 RHI IW-I.1 1=ATAN2D(AINDAG(A(NN+IW-I+1 ) I,REAL(A(NN+IW-I+1 31)
END IF
END IF
ELSE
NN=INT (ANST/AINC+.1 3
DO 50 I=1,NDIM A(NIN
AN (I1=2O. ALOGi 0 (CABSA[NM

50 PH(IJ=ATAN2D(AII4AG(A(NN+I)),REAL(A(NN+I3))I
END IF

* .C CALL LAB (INFILE)
JNDIW-NDI N
RETURN
END
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C Subroutine RPI
C Part of' a group of pLotting subroutines called PLOTV.FOR;
C originally deveLoped by A.Domlnak to achieve time domain
C pLate in FTRAN.FOR, modified
C for use with CALSI.FOR by N.F.ChemberLain, Jan. 1884.
C

SUBROUTINE RPL(INFILE,A4,SPAS,PAG)
COMMON /BLKi/BUFF /BLK2/NP, FMIN, FINC /BLK3/IB
COMMO2N /BLK4,'NDIM, AtST,AINC
COMMON /BLK7/PLOTOPrT2,IP32,LPL,NDIG,)6B,XE,XS,TvS,YE,YS
COMMON /PLT1/YB, 00Y, D6X, NOI,ND2,TH (WOO) ,ISYh
BYTE BUFF[33200)
REAL-4 AN(5000J ,AN (5000)
INTEGER42 LINEl [303 ,LINE2(30] ,PARA(30) ,INFILE(15]

C LOGICAL LPL
HMUIVALENCE (LINEi),BUFF(i)J,(LINE2(1J,BUFF(6131,

I (PARA(l),BUFF(1213)
DATA LIMASK/' 8888888'X/
YB=TYB

C
C IF(LPL) THEN

IFCLPL.EQ. IV ) THEN
ISYN=ISYN-1
AINC=-AINC' . E-5
00 31 I=NDI ,NDI+ND2-1
AMT=AJ(l)
IF(AMT.LT.YB)AMT=YB

31 AJ41 I I-ND1 +11 -AMT
CALL STRYP(AI,-YB,SY,Thi,O.,DSX,ND2,1.,ISYM)
IF(PLOTOPT2.NE.'Yl) THENS TYPE 0,1
WRITE(6,*) 'INPJT Y OR N FOR ANOTHER CURVE ON SAME PLOT-
ACCEPT 32, LPL
END IF

32 FORMAT (Al)
IF(LPL.ED.'N') THEN
CALL PLOT(.,O.,999)
CALL PLOTNOW(II6)

C CALL LIB$SPAWN(lVPLOTl]

ELSEF

C
CALL VPLOTS(O,O,I1JM]
CALL PLOT(7.,1.75,-3)
XL=B.
ANEN=ANST+AI NC* (NDI 4+1)
TYPE*,'I
TYPE *, 'INI. TIME=I,ANST,IFIN. TIME=I,ANEN,IDEL TIME=1,AINC
IF[PLOTOPT2.NE.'YlJ THEN
TYPE '

% ~TYPE *,INRJT BEGINNING/END TIME AND STEP TIME SIZE'
ACCEPT *,)S,XE,XS
END IF

319

-4L71



N02--INT I IXE'-)09J/AZNC) +1
TH(1)=)G
APMAX-1OOO.

AINC=-ABS (AINC)
DO 20 I=l,NDIN
IF(AM(IJ.LT.ANIN) AN=AM(I)

20 IF(AMEIJ.GT.AMAX) ANAX=A14C1)
DO 21 I=1,ND2

21 THII)=TH(I-1V+AINC
NDI=INT ( V0-AST]/AINC)+1

V TYPE
TYPE 25,A4IN,APAX

25 FORMAT( MivIium ia',FI7.3,/,' Maxinum is',F17.3)
YL=6. -

IF(PLOTOPT2.NE.'Yl) THEN
TYPE'
TYPE -, INPUT BEGINNING/END MAGNITUDE AND STEP MAGNITUDE SIZE'

K ACCEPT *,Yh,YE,YS

IF(PLOTOPTr2.NE.IY') THEN
TYPE*,' I i

TYPE -,-INPUT THE NMBER OF DIGITS TO THE RIGHT OF .)OV(
ACCEPT *,NDIG
END IF
DO 30 I=ND1,NDI+ND2-1

*> AMT=AM(IJ
IFCAMT.LT.YB)AKT=YB

30 AMI (I-ND1 +1 ) -AM4T
X(D=XE-)M
SIMdX=XB
DSX=XD/XL
W(L=XL/XD
SPX=XS*DXL
IPX=ABS(XD/XS+D. 5)
CALL FFAXISCO.,D.,16HTIME IN NANOSEC,-1,L-,9.,S*X,ISX,

1SPX,NDIG,1 .,D)
YD=YE-YB
SW4Y=YB
D6Y=YO/YL
DYL=YL/YD
SPY=YSODYL
IPY=ABSLYD/YS+0.5)
CALL FFAXIS(fl.,O.,16HIMPJLSE RESPONSE,16,YL,1SD.,SMNY,DSY,

Ispy,-1 ,1 .,O
YLG-IPYOSPY

* 1P33=21IP32
CALL STRYP(AM1,-YB,CSY,TH,O.,OSX,N2,1.,ISY4)

C CALL GRID(YLG,O.,IPY,sPY,IPX,SPX,LMASKJ
CALL SYISDL(-6.6,O.,.10,6HFILE :9.6
CALL SYMBDL(-6.6,.7,.iO,%REFCINFILE],90.,IP33)
CALL SYMBOL(-6.4,0.,.10,%REFCLINEl],9C.,60)
CALL SYMBOL(-6.2,0.,.10,%REF(LINE2J,90.,603
IF(PLOTOPT2.NE.'Yl) THEN
TYPE ,
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WRITE(,0) 'INRJT Y OR N FOR ANOTHER CURVE ON SAME PLOT'
ACCEPT 32, LPL
END IF
IF(LPLER'Nl) THEN
CALL PLOT(O.,O.,998J
CALL PLOTNOWIMS)

C CALL LISSSPAWN('VPLOT')
END IF
END IF
AINC--AINC*l E5

C
IF(PAG. M.'YI) THEN
TYPE
TYPE 1985

1985 FORMAT(IX,'Y OR N FOR PLOT AGAIN 'S
7. ACCEPT 1986,SPAG

1986 FORMATIAI)
END IF

C
RETURN
END

C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCccCCCCccCCCCCCCCCCCCCCCCCCcC=C

C Subroutine APP, part of the pLotting package PLONV.FOR.

C DeveLoped by A.Vominek to achieve ampLitude and phae p~ta in the
C frequency domain in FTRAN.FOR, modified by N.F.ChemberLain Jan. 1984
C for use with CAL6I.FOR
C

SUBROUTINE APP(INFILERS,SPAGPAG)

COMMON /BLKl/BUFF /BLK2/NP,FNIN,FINC /BLKW/IB
COMMO3N /BLI(4/NDIN, ANST, AINC
COMMON /BLK6/PLO1UPT1,IP31,LPL,NIG,4,XE,W(,YB,YE,YS
BYTE BUFF (33200)
DIMENSION AN(5000),PH(5000),ANI(2050)
COMPLEX*B RS(5000)
INTEGER*2 LINEl 130) ,LINE2(30) ,PARA(30) ,INFILE(15)
COMMON/PLTf/)BB,DSX, YiP, YBA, OYP, O6YA, YEA,TH(2050) ,ISYI
EQUIVALENCE (LINE1(l),BUFF(1)),(LINE2(1),BUFF(6133,

I (PARAII) ,BUFF(12i ))
LOGICAL LPLOT

- - DATA LIOASK/' 89889'X/
C

DO 9015 I=1,NP
AMI)=20.ALDGIO(CASS(RS(I3 31
PH(IJATAN2D(A114A(RS(l)),REAL(RS(I)1I

9015 CONTINUJE
IF(LPL.Ea.'Y'1 THEN
ISYN=ISYN-i
)(B1 =2. *XB-ANST
)e3i=XBI/i 000.
TH(M1)=(B/l 000.
AINCt-=AINC/1000.
DO 5 I=2,NDIM
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5 TH(I)=THEI-)AICC

IF(ANT.GT.YEA) ANT=YEA
IF(ANT.LT.YBAJ AMT=YBA

10I AMI(IJ=AKr
CALL PLOT(-.55,-.75,-3)
CALL PLOTE.55,5.55.-3)
CALL STRYPLTH,,elLSX,RN,YuP.zSYP,NDINI.,ISYI)
CALL PLOT(O.,-4.8,-3I
CALL STRYP(TH,,eI,DSX,Ami,YBA,DSYA,NOIN,1.,ISYN)
IF[PLOTOPTI.NE.'Y') THEN
TYPE *'1
WRITE(6,I 'INPUT Y OR N FOR ANOTHER CURVE ON SAME PLOT'
ACCEPT 32, LPL
END IF

32 FORMAT (Al 3
IF(LPL.EU.'N') THEN
CALL PLOT(O.,O.,9993
CALL PLOTNOW(IMS)

C CALL LISSSPAWNI'VPLOT')
END IF
ELSE
CALL VPLOTS(O,O,IOJN)
CALL PLOT(.55,5.55,-3I
ISYN--l

C 00 PHASE PLOT FIRST
C CALCUiLATE THE X AXIS INFORMATION

XL=6.
)B2-ANST
XE2=)02+AINC (NDIH-1 I
IF(X82.GT.XE2) THEN

)62=XE2
XE2=O(
END IF
)931=*2
TYPE *,'
TYPE *, 'THE INITIAL AND FINAL FRERkUENCIES ARE', )G2/OOO.,XE2/OOO.
IF(PLOTOPTi.NE.'Y') THEN
TYPE*,''
TYPE , 'INPUT THE INITIAL, FINAL AND STEP SIZE FRAMUENCIES IN 6HZ'
ACCEPT 0, )G,XE,X(S
END IF

XE3=XE ODO0.
XS3=XSI 000.
)BB=)033
)161=2. '33-X61

C TYPE -,'INPUT STEP FRMUENCY SIZE'
C ACCEPT *,XS3

TH(I)=363/1000.
C PNAX=PH(l)
C PNIN=PH~l)
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AINCC=AI NC/i 000.
DO 20 I=2,NDIM
TH(IW=TH(I-1I.ANCC

C IF(R~lI).LT.PNIN) PNIN=FHIl)
C IF(PH(II.GT.PAX) PMAX=Pi(IJ

20 IFEAMIJ.GT.AMAX) AI.X=AN[IJ

SPX=MXS3WQ.

ISPX,2,1.,O)
C CALVrULATE THE Y AXIS INFORMATION

YL4.
C TYPE 0,'THE MINIMUMN AND MAXIMUM PliASE VARIATION IS' ,PNIN,P4Ax
C TYPE w,INPUT BEGINNING/END PliASE AND STEP MAGNITUDE SIZE'
C ACCEPT *,YD,YE,YS

YB 2-1 so.
YE2--1 S.
YS2=E0.
YD-YE2-YB2
SMN4Y='V92
DSY=YD/YL
DYL-YL/YD
SPY=YS2*DYL
IPY=ABS(YW/YS24O.5)a CALL FFAXIS(O.,O.,iSHFiASE IN DEGREE,15,YL,9O.,SNY,OBY,

ispy,-I,I .,D)
YLGS-IPY*SPY

C PLOT THE-CURVE, GRID AND IDENTIFICATION INFORMATION
YBP--YU2
DSYP=DGY
1P33=21IP31
CALL STRYP (TH,)i, SX, Pi, YBP, EYP, NDI, i., ISYM1)
CALL GRID(O.,O.,IPXSPX,IPY,BPY,LMASK)
CALL BY1DGL(.5,4.7,.10.SHFILE :,0.,6J
CALL SYMBOL(1.2,4.7,.1D,%REF(INFILEI,D.,IP33)
CALL SYIUOL(.5,4.5,.10,IREF(LINE ),D.,60)

-~CALL SYIUOL(.5,4.3,.iO,%REF(LINE2),o.,5OJ
CALL SYMBOL(.5,4.1,.iO,%REF(PARAI,O.,6O)
CALL PLOT(D.,-4.9,-3)

C PLOT THE MAGNITUDE NOW
CALL FFAXIS(O.,a.,ISHFRBItUENCY IN Gk4,-16,XL,O.,SM,OX,

I SPX, 2,i1., 0)
TYPE
TYPE 25,ANIN,AMAX

25 FORMAT(' Misum i ',FID.3,' IN',!,' Maximum is',FID.3,' I')
IF(PLOTDPTI.NE.'Y') THEN
TYPE ~
TYPE w, 'INRJT BEGINNING/END MAGNITUDE AND STEP MAGNITUDE SIZE'
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ACCEPT *,WB,YEYS
END IF
IF(PLOTOPT.NE.lYlI THEN
TYPE',
TYPE * 'INRJT THE NUMBER OF DIGITS TD THE RIGHT DF .)OO(
ACCEPT *. NDIG
8ND IF
D0 30 I~l,NDIN
AMT=AN(I)
IFIANT.GT.YE) AI~l=YE
IF(ANT.LT.YB) A1T=Y

3D A14I)=ANT
Y~cYE-Y8

DSY=YD/YL
DYL=YL/YD
SPY=YSDYL -

IPY=ABS(YD/YS+0.5)
CALL FFAXIS(O.,0.,15HlNAGNITUDE IN D,15,YL,90.,SW4Y,06Y, -

ISPY,NDIG,1.,O3
YLG-IPY'SPY
YEA=YE-

OGYA=OSY
CALL STRYW(TH,)1 ,OX,ANI ,'VA,OGYA,NDIN,1 .,ISYhJ
CALL GRID(O.,0.,IPX,SPX,IPY,GPY,LASK)

C TYPE *,#IS THIS THE LAST PLOT, T TO Fl
C ACCEPT 0, MPOT
C IFELPLOTJ THEN
C CALL PLOT(O.,O.,91
C CALL PLOTNDW(IIE)
C ELSE
C CALL PLOT(O.,O.,-969]
C END IF

IF(PLOTOPrI.NE.'Y') THEN
TYPE,
WRITE(,'J 'INRIT Y OR N FOR ANOTHER CURVE ON SAME PLOT'
ACCEPT 32, LPL
8N0 IF
IF(LPL. M.'N'3 THEN
CALL PLOT(0.,O.,+999)
CALL PLOTNOWEIIS)

C CALL LIOSSPAWN('VPLOTJ)
EN0 IF
END IF

C
IF(PAG.EL'.YIJ THEN
TYPE ,s

TYPE 19WV

ACCEPT 1988,SPAG
1998 FORMAT (AlI

END IF
C

RETURN

END
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C
C PROGRAM NAME CATLOG.FOR

t C Modified from B3.FOR (by J.Chen) during 1994 by NeiL ChamberLain.
C Program now outomaticaLLy fully scaLes a directory
C of caLibraed data fiLes, in conjunction with FILBORT.CON.
C
C THIS PROGRAM MAKES USE OF 2-18 GHZ CALIBRATED DATA
C AND GENERATES A FULL-SCALE DATA FILE.
C
C

REAL04 FA(1BO1J,A218[i6O13,P2IS101)
IMTEGER*2 L1NE2t24)
COMPLEXS TA(1601),CA(1BO1),R(16D1]
CHMARACTER INFILE*3I,DIRLFILE*11 ,10D48,.7.POL2,FJNCS4

C COMMONBUFF, NDIM,ANST,AINC

CDOMIIN /BLK2/ T.SIIP, T.ASP
C p

TYPE ,
TYPE *,'Input routine.'

C
C

TYPE'
TYPE *,'Input poLarization type (FV,FII,FXJ'
ACCEPT 7,TPOL

7 FORMAT(2A)

TYPE , 8
TYPE %'Input target eLevation (15.27 degI'
ACCEPT 7,ELEV

C
TYPE $,l
TYPE *,'Input frequency increment MHz'

C ACCEPT *,FINC

TYPE ,
TYPE *,'Input frequency increment again'
ACCEPT 9,FJ-NC o

9 FORIVA4)
TYPE 0,1
TYPE *,'Input a 7 char, description of source date'

14 %JACCEPT 10,ORIG

C
11TYPE ,

TYPE s*,'Input directory fi La name'
2 ACCEPT 5,OIR-FILE

5 FORMAT[Aii)
PRINT 771,'Directory fiLe name ',OIR-FILE
PRINT 1772

1772 FORMAT('O'J
j1771 FORVAT(IX,A22,Ai)

C
TYPE ,
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TYPE *,'Input number of fie in directory'
ACCEPT 0,NL..B

C
C End of input routine
C
C Open directory MeU so that fiLe headers may be read
C

OPEN (UNrr=2, NAME = DIFIJILE ,READONLY,TYPE--IOLDI, ERR;-999)

IF(ILMAIN.81. ) THEN
TYPE *,'
TYPE 15

15 FORAT(X,'Startlng scaLing proceedure')
END IF
FIEAD(2,12) INFILE

12 FORMATWA3)
INFILE=INFILE (20: 29)
TYPE,#
TYPE 13,'Fi La I, IJAIN,' I ,IFILE

13 FORIT(X,A,3,A4,A10J
C

CALL REA(II4FILE,A21 9,P21 9)
C
C Convert data from dB and dog to napers and radians.

*C Note that data is taken and stored In the former format.
C Chan stores his data in dB and red and this format is necessary
C for use in DPLT, the fuLL scala pLotting routine.
C

PI=4.*ATAN(1.)
DTR=PZ/18 W.
00I 929 1=1,1601
A21 9(I)=-10.**(A21 9(1)/20.)
P21 B(I)=P21 8(I)DTR

929 CO3NTINUJE
C

IF(T-GH.IP. EQ.l'Pe'.OR.T_ 1HIP.EU.l'1.8) THEN
SF=2400.
WDII 2
S_-FAC(14)=12400'
V_0t1:3)=l1/4'
ELSE
SF=-1200.
WKDI.
S_-FAC1 :4 =112001
HD (1 :3) =I1/ 21
EN0 IF

C CoapiLe a fiLe name for the acaLed target
C

RFILE(1:2)=T_ IIP(1:2)
RFILE[3:4)T.OL[1 :2]
RFILE(5:6)=TASP(1 :2)
RFILE(7:8k=ELEV(1 :2)a

C
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C CompiLe a header to describe the scaLed target

ID(1O:111=TASP(l :2)
ID(i2:12)='II
ID(13:15)'O EG'
ID(16:163a8 I

ID(17 :1 9)=ISF=l
ID(20:234..YFAC(1 :4)
ID(24:241=1'

IDt(30:33) zf_INC(0: 4)
Rv ~ID(34.34)-l

'4 ~ID(35:37)='WD~l
ID(39:40]W_.D(1 :81
ID(41:41)-
ID(42:48)OGRIG( :7)

j7 C
TYPE,
TYPE 33,ID
PRINT 83,ID

33 FORVAT(X,48A)

PRINT *

C CaLcuLate fuLL scaLe frequencies
C according to scaLe factor
C

DO 46 11-1,1S01
FA(Il)=12.g-III-1 3/100.1/9F*1000.

46 CONTIMJE
C'4
C CREATE A FULL-SCALE COMPLEX TARGET
C RETURN ACCORDING TO THE SCALE FACTOR
C

DO 3540 LJ=1,iG01
3540 CA(IJ)=O4RLX(SF*A21IJ3CO(P21(IJ),SFA219fIJ3-SIN(P218(IJJ31
C .

C STORE THE INRJT-FILE NAMES IN A BUFFER
C

DO 897 IK-1,24
997 LINE2VIK)='l

C SMOOTH THE FULL-SGALE DATA FILE BY CONVOLVING
C THE FILE WITH A HAMING WINDOW
C
C CALCULATE PARMETS FOR THE CONVOLUTIONS, MHERE,
C FLOW IS THE LOWEST FULL-SCALE FRE21UENCY
C FNISH IS THE HIGHEST FULL-SCALE FREIUENCY
C FINC IS THE FULL-SCALE FREUENCY INCREMENT
C

FLO-2 ./SFi 000.
RIISH=l S./SFI 000.

FHII-INT(FtIIGHlO. 1/10.
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K=O
ICNT=1601

C
': .. TYPE ,

TYPE ','FA(1) -',FA(13,' FAIICNT)=',FA(ICNT)
TYPE *,'FLOW =',FLOW, I FHIGH =I,RHIGH
TYPE ','ICNT =' ,ICNT, ' NT =',
TYPE ','SF =' ,6F

C
C PICK UP THE DESIRED FRE1UENCY AND POSITION THE

C CENTER OF THE HAWING WINDOW AT THAT FREDUENCY.
C ESTIMATE THE DATA VALUE OF THE DESIRED FRBUENCY BY
C TAKING THE WEIGHTED AVERAGE OF THE NEIGHBORING DATA POINTS
C COVERED BY THE HAMMING WINDOW, WITH THE WEIGHTINGS DETERMINED
C THE HAWING WINDOW.
C

DO 7720 RF=FLOW,RISH,FINC
7740 IF(RF.GE.FA(I).AND.RF.LE.FA(I+I))GO TO 7730

IF(I.GT.ICNT)GO TO 4812
GO TO 7740

7730 K=K+
CALL INTER(R,CA,FA,ICNT,NS,IK,WD,RF)

7720 CONTINUE
C
C OUTPUT THE SMOOTHED FULL-SCALE DATA FILES
C
4912 CALL PATA(RFLE,R,K,FLOW,FINC,SF,IDLINE2)
C

TYPE ','NPT =',K

. 1111 CONTINUE
CLOSE (UNIT2,DISP -'SAVE' ,ERR=1001 ]
6010 9090

699 TYPE *,'Open error - fiLe not found'
6 0011

1001 TYPE ',CLose error'
STOP

9090 END

-C'

% C
SUBROUTINE PDATA(RFILE,CA,NPT,FLOW,FINC,SF,ID,LINE2)

C
C THIS SUBROUTINE WRITES A FILE ON A STORAGE UNIT
C

INTEGER '2 LINE2(24)
CHARACTER ID'40,RFILE'10
REAL'4 AN(O011,BI[HB01)
COMPLEX'O CA180i)

-~ C
10 DO 210 =i,kri['. " ; IF(CAes(CA(l ) .Eg.O. )All =(I.E-15, .E-15)
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AM(I)x4.ALOG1C(CABS(CA(IJ I)
210 Rri(I)uATA2(AII'S(CA()),REAL(CAtI))

OPEN (UNrT=l 9,NAME=RFILE, TYPE='I NEW' ,RE(X3RDGSIZE 21
WRITE(19,3O1 ID,LINE2,IFT,LOWV,IINC,SF

80 FORMT(A8,24A2,4A4)
WRITE!1,40)A(I,I1,IUT,(PHI),1I,WTI

40 FORMAT(12GA4)

END

rR c THIS9 SJBROtJTINE CALCULATES THE WEIGHTED AVERAGE
c OF THE DATA POINTS, USING A HAKHING WINDOW TO DECIDE
c THE WEIGHTINGS

SUBROLJTINE INTER(R,DA,FA, ICNT,NS,I,K,WD,RF)
COMPLEM* R[16011,CA(150h1
REAL4 FA(16O11
WEI=O
16=i

YTNP=O.

RFL=RF--WD2.
RRi=Fr+WD2.

20 IF(IS.GT.ICNT)GO TO 10
IF(FA(IS1.GT.RFH)GO TO 1D

HANW-.54.4r*COS(3.4156T/WD)
TFA f IS] -AMRA(AI)

WEI=WEI+ANH

GO TO 20
10 15=1-i
16 IF(IS.LT.IJGO TO 3D

IF(FA(IS).LT.RRL)GO TO 30

T-FA(IS)-RF

30 WEIPLXXTP/WIY1N/WI

RETURN
END

C SUBROUTINE PHCR(DPH,FA,IBASE,FM)

REAL*4 R1C201],FA(201)
* TWOPI=B.'ATAN(l.)
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PI=TWOPX/2.
3D IF(DPH.LT.P I 16 TO 20

DPII=W2H-TWOPI
60 To 30

20 IF(OPH.GT.-PIJG0 TO 40

EPH=W'H+TWOPI
60 TO 20

40 FBASE=FA(IBASE)
DO 10 1=1.201

RETURN

C
C ItftIIItIIIIIIItIIttIItIttttttIIIIII
C
C THIS SUBSROUJTINE ESTIMATES THE VALUES OF
C PHASE RETURNS AT THE ENDS~ OF A BATA FILE,
C USING A LINEAR INTEPOLATION

14~ C
UBROUJTINE EPA4(PHM,FHi,NS,NF,NI)

REAL*4 PH1201)
X=Q
Y-0
XY=O
X20-
DO 10 INS,NF,NI

-~ X=X~fLOAT (I)
Y=Y+PHUI)
XY=XYFLOAT(I)*Fli(I)

10 X2=X2+FLAT()wFLOAT(I)

DELTA=-XNOX2-XOX
A=(XNXY-XY)/DELTA

* B=IX20Y-XXY)/DELTA
HWA*NS+fl

RETURN
END

C

V C
C THIS SUBROUTINE READS A FILE AND EXTRACTS ASPECT AND SHIP-TYPE
C INFORMATION FROM THE HEADER

~ V C
SUBROUJTINE REA(INFILE,AN,PH)
COMMON BUFF, NDIN,ANST, AINC

* COMMO3N /BLKW/ T-SIP,T.ASP
C

BYTE BUFF (332001
INTEGER*2 LINE2(30),PARAM(301
REAL*4 AP(400J,AN(16011,FH( SO1)
CHARACTER *2 T_-SHIP,'TASP,SiIP(S),ASP(14)
CHARACTER $1 I4M(lO),LINEi(6O), INFILE*10,CFILE*60

C
DATA S4IP/'AD','LR' ,'LB','ga','KX','DI'/
DATA ASP/'OO' , 10', '15', '20','3D', 1401, 3451,t50t ,160' ,I801 I9
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1, 1E21, '17,1 'i8'/
DTA NIN/10' ,11,121,131,148, 353w 8,171,181,191/

C
C DEFINE BUFFER STRUCTURE
C

ESUIVALNCE(LINEI(1,BUFF()),(LINE2(1),BUFF(51))
1,(PAI4A( I,BUFF(12133,CAP(1JBUFF(3511 I

C READ AFILE

CALL TR(INFILE)
C
C her, begins the unm and aspect extractor
C

DO 2222 I= ,560
CFILE(I:I)JLINEI II)

2222 CONINUME

00 8988 I=7,30
C

IF (K.NE.0) SOTO 5577

IF (CFILE(I:I).M.J(J)) THEN

END IF

889 CNTINUE

IF(CL.1I:I..J( THEN
STO eI-1
ENlD 995

7788 CNTINUE

-~~~~ ~IF(ILE(C:C+..11)E' THEN

END IF
5599 CNTINUJE

7755 DO 4644 I=ILFI, IFID
IF(CFILE(I:IC).M.'A'3 I THEN

END IF

IF(CFILE(I:I).BL'II THEN

5010 3333
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END IF
IF(CFILE(I:1+1).Ba. L'W THEN
ISHIP=2
SOTO 3333
END IF
IF(CFILE(I:I+1).EQ. 'LB') THEN
ISNIP=.3
SOTO 3333
END IF
IF(CFILE[I:I+l).EQ.'KH') THEN
ISHIP=4

-. " SOTO 3333

END IF
IF[CFILE(I:I0).W1.'IO) THEN
ISHIP=5
SOTO 3333
END IF

4444 CONTINUE
C
3333 IF(CFILE(K:L.STOP).51.'0,) IASP--l

IF(CFILE(K:LSTrDP).EQ. '10') IASP=2
IF(CFILE(K:LSTP).E[1. '15') IASp=3
I F(CFI LE (K: L_5TDP) .E. 120'1) IASP=4

SIF(CFILE(K:LSTOP) .51.'30') IASPS5
IF(CFILE(K:L-STOP) .140') IASP-6
IF(CFILE(K:LSP).E[1. '45') IASP=-7
IF(CFILE(K:LSTOP).EU. '50') IASP=S
I F IC FI LE(K: L_STO P 3..B160BO') IASPB
IF(CFILE(K:LS9TOP).51. '8O') IASPIO1
IF(CFILE(K:L-STOP)..190') IASP--i
IF(CFILE(K:LSTOP).EU. '100') IASP=12
IF(CFILE(K:LSTOP]..5117D') IASP-13
IF(CFILE(K:L-STOPL.11W'1) IASP=14

44~ C
TYPE ,

.4. ~C TYPE 0,'Inforuation from source fits'
$4 C

TYPE 105,CFILE,ASP[IASP],' DEG ',SliIP[ISHIP)
PRINT 105,CFILE,ASP(IASP),' DEG ',BIIP(ISIIP)

*C TYPE 1O6,LINE2
C TYPE 106, PARAN
105 FORMAT(X,A6O,A2,A5,A2)
106 FORMAT(X,3OA2)
C

T...UIP[1 :2]=SIIP(ISHIP) (1:2)
TJ.SP(1:23 =ASPEIASP](1:2)

C
C GET NMERICAL INFORMATION FROM THE 'THIRD LINE
C OF THE HEADER
C

CALL DCDE(NDIN,ANST,AINC)
C
C DIVIDE AN AMP-PHASE ARRAY INTO
C AN AMP ARRAY AND A PHASE ARRAY
C
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199 PH (NN) =AP12*NN)
C
C CHECK FOR BAD DATA POINTS, I.E., AN(I).GT.985
C

CALL ERRF(AM.PH,NDIMI

END
c

C

SUBROUTINE TRCINFILE)
COMMON BUFF, NDIM,ANST,AINC

C INTEBER*2 INFILE(15)
0 CH4ARACTER 010 INFILE

DIMENSION ANMi601 3 ,R(160 )
BYTE BUFF(332003 ,IBUFF(5i23
INCLUDE 'SYSSLIBRARY:FORIOSDEF'
19=i
ICNT=O

8106 ODPEN tUNIT=B, NAIE=INFILE, READONLYTYPE=' OLD' ,IOSTAT=IERR, ERR=BI 00)
C

v..C SET BLOCK LENGTH IN BYTES
C

82 IF(IB.EQ.1JLEN=512-9*4
IF(IB.GT.1 JLB4=51 2-2B*4

C READ ABLOCK OF 512BYTES
C

READ(8, 80,B4ND=90) mBUFF
so FORMAT(512AI)

C.. C
C STORE A BLOCK INTO THE BUFFER ACCORDING TO ITS LENGTH
C

DO 85 11I,LB4
85 BUFF(ICNT+I)=IUUFF(lI

ICNT=ICNT+ LEN
60 TO 82

90 DO 86 I=i,LB4
s UFF(ICNT+I)=TBUFFEII

r C
C ELIMINATE BLANK SPACES IN BETWEEN EACHI CHARACTER
C IN A FILE HEADER
C

DO 40 I1l,1E3
40 SUFF(I)=BUFF(21I-1i

60 TO 331
9100 IF(IERR.EI.FOR$IOS_-FILNOTFOU)THEN

TYPE 1112,INFILE
1112 FORMAT(' FILE :',AI0,' WAS NOT FOUJND',//,' ENTER FILENAME AGAIN')

ELSE IF (IERR.ED.FORSIOS.FILAMPE)ThE4
TYPE 1113.INFILE
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1113 FORMAT( FILE ,AI0,' WAS BAD, ENTER NEW FILENAIE)
ELSE
TYPE *, 'UNRECOVERABLE ERROR, CODE=' ,IERR
STOP

* - ENDIF
ACCEPT 1l14,INFILE

1114 FORMAT(AO)
Go60 T810IO

331 CLOSE (UNIT=B,DISP= ISAVE')
RETURN
END

C 
3

C
iSBROUTINE DCDE

COMMON BUFF, NDI N,ANST, AINC
DIMENSION AN(1601J,PH(16011
BYTE BUFF(33200)
INTEGEN*4 ININ,IINC,NDIM

C
C NO OF DATA POINTS IS STORED IN FOUR CHARACTERS, AND
C STARTING ANGLE AND ANGLE INC. IN 5 CHARACTERS
C

CHARACTER*3 CNBA
CHARACTER*4 fCJJ
CHARACTER*5 CFF,CINC
CHARACTERI1 ECH,TCAS
DATA EGi,ZERO/=,'O'/
EQUIVALENCE (BUFF(123),CNL),(BUFF(131),CFF),(BUFF(140),CINC)
EQUIVALENCE (BUFF(123),TCAS),(BUFF(124),CNLI)

C

C CONVERT CHARACTERS INTO THEIR NUMIERICAL EQUIVALENTS
C

IF(ECH.EQ.TCAS) THEN
DECDE(3,102,CNiI)NDIN
ELSE
DECODE(4,1Oi ,CNL)NDIN
END IF

100 FORMATCI5)
101 FORtAT(I4)
102 FORMAT(1)

DECDE(5,100,CFF)ININ
DEODE (5,100,CINC)IINC
ANST=FLOAT(ININ)
AINC;=FLOAT(IINC)
RETURN
END

C
* - ~~ ~~CIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

C
SUJBROUTINE ERRF(AN,PH,NDIN]
DIMENSION A(1501],FRi(i6Dl]
COMPLEX CI,C2,CD
00 1 I=1,NDIN
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WIF(PH(I).B.3. WRITE6,2) ,NIH3
I CONTINJE
2 FORIOAT(lX,6HERROR AT DATA Pt,l14,4tiKW--,IFiO.4,4I4FH-,iFI0.4)
C CHECK LEFT HAND END POINT

IF(AMM1.ST.100.) THEN
DO 200 I=2,NDIM
IF(ANIJLE.100. .AND. AN(I+13.LE.100.) THEN
Ai-IDO.'*(Ah(I)/2O.)

A2=-1O.*(AM(I+1 3/20.]
C2=C4RX(A2*CDSD(PH (I+1l),A2SIND(PH (1+1)11
CD=Cl-C2
RD=REAL CCD)
ADr-AIMAS (CD)
DO 212 II=I,I-I
R0=REAL (Cl I 4flDII
AC=AIVAG(Ci)+AD*II
AMNII =20.LO0e1EaaT(RC*RC+~cAC3 3)
Pl1(11 )=ATAN2DCAC, AC)

212 CONTINUE
* 90 TO 211

ELSE
END IF

200 CONTINEE
ELSE
END IF

C CHECK RIGHT HAND END POINT
211 IF(AM(NDIMI.GT.100.) THEN

DO) 220 I=1,NDIM
J=NDI N-I
IF(AM(J3.LE.1DD. .AND. AN(J-1).LE.100.) THEN
A1=10.**(AM(J)/20.1
Cl=OtPLX(A1*C0SDIFpH(J] ,AI*SIND(PH(J3 33
A2-10.**(AM(J-1 3/20.3
C2=O4PLX(A2*COSD(PH U-I)) ,A2SIND(PH (J-1)3I
CD=Ci-C2
RD=REAL (CD)
ALr-AI PAS (CD)1 DO 222 II=J+1,NDIN
RrG=REAL(CI 14fi0(II-J)
AC=-AIeAG(CIJ.AD*(II-J)
AN(II]=20.*LOGio(MRTwcRCOR+AC.AC3 I
PHIIIl=ATAN2D(AC,RC)

222 CONTINUE
G0 T0 221
ELSE

OF END IF
220 CONTINUE

ELSE
END IF

C CHECK INTERIDR POINTS
221 DO 230 1=2,NDIM-1

IF(AM(I3.GT.100.) THEN
DO 240 K=I+1,NDIM
IF(AN(K3.LE.100.) THEN
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* AiIO0.**(AN(I-1i/20.)
Cl=ECMR.X(A IODSO(PHI(I- J 2,Ai*SINDPIi(I- I ))
A2=-1G.**(AN(KJ/20. 2
C2=CM4PLXEA2*COSD(PH i(2 I ,A2SIND(ti K))

RD=REAL(CD)
A~c'AI'MG (CD)
00 241 II=I,K-i
RG=-REALfCll2RD(EII-I+1]
AC=AI WIPG I Cl 2 +AD* I I-I+1)
AN (I11=2.O. 0 (SQarT IRCRC+AC OAC)2
PHi(II)=ATAN2D(AC,RC)

241 CONTIME
So TO 230
ELSE
END IF

240 CONTINUE
ELSE
END IF

230 CONTINJE

REYURN
END

C THIS IS THEEND
C
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C Program name TAFCAL.FOR
C'
C Time And Frequency Ctassification ALgorithm (TAFCAL)
C
C OriginaLLy duvuLoped by J.Chen

a.C in two parts as FREU.FOR end TIME.FOR
C Modified by N.ChumberLstn May 1984 to incorporate
C cLsslflcation at various PoLsrizetions,eLavatlona and an
C extended range of specta.(with the capabiLity of intro-
C ducing known errors In aspect or eLavation)

COMPLEX c(I1O,aO),NC(llO,3O),FFP1132)
REAL D(1iO,llO),A(110,30),Pl1O,30),WiOi,30)
REAL AN(110,30),PN(110,30),MN(llC,30)
REAL WL(30),PX(30),PY(iO,30),PYT(30),SAP(ll0)
REAL SP(l1O3 ,SNPIllO) ,YP3LOT(10,50) ,SFF1 18)
INTEGER IPOL(5) ,IELEV(a) ,SNR,SNILMAX,SR..IN
CHARACTER PCL(5)'l ,ELE*5,TLINE5,.OiAR*4,TCOILEA(1)di,TWtLEL(1O)*I

CHARACTER CON-ERA1 , CO#L.Bl
C

COMMON /BLKI/ IPOL,IELEV, NS, C,A, P, IRA, I0,ISRAPH
COMMON /BLK2/ SFFT,FFFT

C
C InitiaLise heaer variabLe. with bLanks, so they can be searched
C

DO J=1,70
LINE(IH(J:J)='
END DO
END 00

IGRAPII=l I Index for counting graphs
IER-i5=O I InitiaLize error in aspect index
ISIG-LOOPI1 I This Index enabLe. the totaL number or rune,

C frequency and/or time to counted for pLotting
C
C Start input routina II~ll~~I~~lllIl~I~~ START INPUTS
C

TYPE *1***DefauLt to target directory ~
TYPE ,'Do frequency before time if doing both
TYPE I'
TYPE *'Print cLeasification distances ? Y or N' .

ACCEPT 3,DIS
a FORMAT (Al)

IF (DI6.ED.'Y') THEN

ELSE
IDI5=0
END IF

C
TYPE *,'Input I OR 0 for new normetizing constant in AW feature'
ACCEPT *,INR

C
C Parameters ae entered by means of subroutines in order to make the
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C changing of parameters simpler and more flexible Later on in program
C

Ijk=IDIGLOOP
* CALL OOMIQFTi,IUFT2,IQ,IGAPH.&223 I Select classification domain

22 CALL PZN(IPOL,LINE, M,IGRAPtI,&IJ I I/P poaerization perameters
I CALL ELN(IELEV,LINE, M,IGRAPN,ILG) I I/P eLevatton parameters
9 LINE(3) (1 :301'IELEV ASSUJMED KNOWN I

IF(IELEV3).EDL2) CALL E1IW(IEK,LINE,ID,ISRAPII,.i1OJ I spriori eta knowi
* 10 IF(IEK.Ba. .AND.IERAS..0) CALL BE(IEREL,LINE, 19,IGRA~iI,&21

2 CALL ASP (HINASP, MAXASP, INCASP, LINE.I,mIGRAPH, U) 1 Select aspects
4 CALL AIO(IAK,LINE,mQ,I6RAPII.a5) I apriori asp. knowledge
5 IF(IAK.M.1 .AND.IERjL.Ba.O) CALL ERA(IER-.A,LINE, IB,I4CASP, IGRAPH,&6J
6 CALL FRE(FNIN,FINC,NF,LINE,IQ,IGFiI,17) I Select frequencies
7 IF (IOFT2.M.O) CALL RALEIRA,IQ,IGRA~iI,&B1 I Select 9.1 Amplitude
S CALL NDS(IS3,IS4,NEX,Ia,IRAPH,&554) I Select no eapts A r.n seeds
554 IMF(ITI.BLI CALL NAS(JkAS,ANA,L555)
555 CALL FEA[IYA, IYW, RR, Ilk,ISRAH, 19,LXNE,&8656)
C
C End of input routine ENIIIIIIIIIIIIIIIIIIIBD INPUJTS
C

N5656 FKX*FMIN+(NF-)*FINC
C
C Read data files IIIIIIIIIIIIIIIIIIREAD DATAFILES
C
C

CALL DATA(MINASPMAXASP:INCASP:FNIN:FNAXFINC:NF:LINE) 111111DATA

4,C Estimate signaL pawers for freq. end time classification
C
2880 PAVEO.

DO 910 1=1,NS
D0 910 J=1 ,NF

90 PAVE=PAVE+A(I,JIA(I,J)

PAVE=PAVE/(FLOkAT(NF)*FLOAT(NS)) I Psve=sia(A**2/ns/nf)
PAVE=iGOALOGIO(PAVE) I CUB
INLPAVE"-NINT(PAVE) I Convert to nearest integer
INLMIN-INPAVE-SO I +/- 30 dB is a useful range
IN_MX(-I%_yAVE.3O I for classification

*ININC=10 I This gives us 7 values of S/N
C

IF(IBIGLOOP.E2.1.AND.IGRAR$i.W.1J THENE I First run
TYPEs0,1
TYPE *,'Ave power (CU) = 1,INLPAVE
TYPE *,'Suggested IN,NAX,INC of noise power for +/-O 30 d S/N
TYPE *,IkNININJMAX,IN-jNC

C
C Specify minlummaximum end increment of
C additive gausslmn noise pawers, once signat pager is known
C

TYPE
TYPE *,$Input NIN,NAX,INC of the noise power (CU)'

C ACCEPT *,IVIIV2,IVT
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IVT-INJNC

S1 _NAX=NINT (PAVE)-IVI I Find Limits of SNR
SNRJIIN=-NINT (PAVE)-IV2
ELSE

_V=I-PVESN-N_ Cac t Nos on subsquient runs to

END IF

C

C
5555 IF[IO.FTi.Ba.1) THEN Il~ll~l IF(IRUT2.EU.1) SOTO TIME DOMAIN
C V
C V

993 WLI=O.(MI+Il*IC I Compute waveLengths

TWOP=2 *P
NFINKF-1

C
DO 1434 I=1,NS
DO 1434 J=l,NF-
IF(IRA.B~ki)A(I,J)=A(I,JI/A(I,J+1) I Compute reLative ampLitude

C
C ELiminate branch cute

C =P I J

DP-P(I,J)-P(I,J+lJ
IF(DP.GT.PI )PC PC-TWOPI
IF[OP.LT.-PIPC=PC+TWOPI

C
144CIJ=LJ*CWI+)PI,~)ICmuer~tv hs
144WCJ=LJ 9 CW(+)(,+3ICmuer~tv hs

IF(IRA.Ha.D)CALL VARN(A,NF,NS,VA,1) I Estimate variances of ampLitudesU IF(IRA.ED.1JCALL VARN(A,NFI,NS,VA,1J
CALL VARNLW,NF1,NS,VW,1) I Estimate variances of W's

C
505 RK=SIIrT(VA/(RR'VW)) I CaLcuLate normaLization constant RK
C
C Print out parameters IIIIIIIIIIIIIIIIII I PRINT OUT
C

PRINT .'No of target. = 1,NS
PRINT ,'VAR(AMPJ = 1,VA
PRINT 0, VAR(W) = I'VW
PRINT *,' Ave. signaL power NO3 ',PAVE
PRINT 18221.RR

11821 FORMAT( X,l VAR(A)/VAR(KW) 1 ,012.5)
PRINT 18222,IYW,IYA

1Ee22 FORMAT(' IYW 1,11,' IYA l ,iJ
PRINT ,

C
ELSE IIIIIIIIIIIIIIIIIIIIIIIIIITIME DOMAhIN

C
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IYA=O I Reset feature prmatares for caLL
IYW=O I to "N

C
., CALL FORT(FFFT,5,SFFT,O,IFERR)

C CaLcuLate square roots of totaL signaL powers
C

DO 98274 I=1,NS
9P[I)=O
DO 98W4 J=1,NF

9824 SP(IJ=SP(I)+ABS(C(I,J))0*2
98274 SP(I)=SO.RT{SP(I|)
C

PRINT ,, No of targets ',NS
PRINT *,, Ave signal power US) ',PAVE
PRINT *,'

C
END IF

C
C CaLcuLate 90% confidence interval for 30% error
C end encode Into header Line
C
5757 CONIN=165.D SRTWO.7-O.3/N/NEX)

IF(I.E.I.AND.IGRAPH.GT.1) THEN
DO 1=1,70 I Re-initiaLise header
LINE(BI(I:|I=' ' I for lot run of next graph

END DO
END IF
IF(IL.E.1) THEN I let run
ENCODE 12, 1 3 B, LINE [8 ) CODNIN

1039 FORIT('190% CI (030%) +/- 1,F3.1,'1%' I encode title & 1st vaLue
ELSE
DO I=70,20,-1
IF(LINE(9(I:Z).NE.' ') THEN I search for end of Lost
L9=I I entry,find Length of Line
GOTO 52 I so for
END IF
END DO

52 ENcODE(4,1037,LINE(|(LB+5:LB+B||ON IN I add on subsequent entries
1037 FORAT(F3.1,'%')

END IF
C

C Encode number of targets into a header Line
C

IF[IU.E.1 .AND.IGRAPH.GT.1) THEN
DO I=1,70" " LINE( B|(I:I) = '

0END 0
EN0 IF
IF(IQ.5I.1| THEN I On the first run include title
ENCODE{1,1040,LINEB)I)NS I Encode numerical data into

1040 FORMAT(PNO OF TARGETS ',151 1 character date
ELSE
DO I70,21,-1 I Search for and of string
IF[LINEIB)(I:I).NE. '1) THEN I Find Length of string

"-3
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SOTO 53
END IF
END D0

53 ENCODE(15,103 9, TLINE) NS I Encode numericaL data into a
1039 FORNAT(15) I teapory variabLe

LINE(BSHL8+5:LB+IOJ=TLINE(1:51 I Aad to existing header
END IF

C
C Encode cLeaulfication features into a header

IF(IRA.E2.1J T_UIAR(1:41='R I RaL mp
IF(IRA.5M.0) T_OIAEt:4)=8A ' 1 mp
IF(IYA.EQ.D.AND.IYW.ER.Oj THEN I Time
TLINE(1:41='T I
ELSE IFEIYA. M.a.AND.IYW. M.i) THEN I onLy
TLINE(1:4)='W I
ELSE IF(IYA.51.1.AND.IYW.Em.0) THEN I ReL/wwp onLy
TLINE(1:4=T_iAB(1:4)
ELSE IF(IYA.Ba.1.AND.IYW.EU.l) THEN I RuL/smp & W
TLINE(1:l)T7_GHAR(1:3
TLINE(2:41'lWI
BID IF

IF(I2a...AND.IGRAPH.6T.1) ThrEN
DO I=1,70
LINE(10)(I:I)='
END DO
END IF
IF(IOI.E.1) THEN
LINE(ID)11:19)=ICLASS. FEATURE I On first run incLude titLe
LINElID] (20:24)=TLINE(l :4) I Add feature description
ELSE
0O I=70,2,-i I Search header for and of previous
IF(LINE(1O)(I:I).NE.1 ') THEN I entry
LID0I I Find Length of previous entry
SOTO 51
END IF
END DO

51 LINE(10)(L104-5:LID+9)=TLINE(1:4) I Add new entry
END IF

C
C Vary the noise power from IVI to IV2 dB IIIIIIIIII VARlY NOISE

F*.C at an increment of IVT dB

JCOUNT=NINT(FLOATUIV2-IV1)/FLDAT(IVT))+I I Run counter
TYPE *,'I
TYPE *,' Count down to and of cLasmificetion run'
IRNIS=O I Init. run index

C
DO 8D IV=IVI,IV2,IVT

C
IRNIS=IRNIS+l I Index so that RMIS can be arrayed
TYPE *,J COUNT
JCOUNT=JCOUNT-I I Count down for Long processing times
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RNISCI InitimLize the number of faLse aLarms
C

DO 998 IEX-I,NEX I Perform cLeaaiflcations NEX times
C

IF(IDIS.EU.l3PRIN'T SSSS***************

C
C Add noise to the originaL data fiLe. to genarate
C tast target.
C 7

VW1O.*(FLOATIIV)/10.) I e to napere
C
C

CALL W4(VM,I93,I64,C,NC,NF,NS,IYA,IYW,IEX,SAP,SP) IlllllCALL HN

C

IF(IQLFTI.Ea.1) THEN 1111111 IF(IQFT2.EM.l) THENd SOTO TIME DOMAIN CLASS.
C
C CaLcuLate the nolly ampLitude and phase return.
C

DO0 91X=1 ,NS
DO 921 J-i,NF
AN(I,.J)=ABS(NC(I,J) I

921 PNtI,J)-ATAN2(AINAG(NCU,JJ,REALEtdC(I,JJIJ
C
C CaLcuLate the noisy V's
C

DO 922 I~i,NS
D 922 J= , NF-1
PPN(I,J)-NIJ

- -'IF(DP.GT.PI)PDPC-TWOPI

IF(OP.LT.-PI )PC;PC+TW0PI
922 W1(I,J)=WL&(J)*PC-WLJ+13'Pt(I,J+1)

IRA.W.OJGO TO 398
C
C CaLcuLate the noisy reLative ampLitudes
C

DD 349 IRI=1I,NS
00 349 IR2=1i,NF-i

349 Mt4IRIR2)=AN(IR1IR2i/AN(IRi,1R2+1J
C
399 IF(INR.BL.1) THEN4

IF(IRA.EQ.0) CALL VARN(AN, NF, NS,VA,1)
IF(IRA.BI.1) CALL VARN!AN,NF,NS,VA,1)
CALL VARlN(WN,NFI,NS,vW,iJ
RK=9URT(VA/(RROVW))
END IF

* C
C Compute the nearest neighbour distances
C between any two cLasses
C
C

GALL DISTJ[IRA, IYW, IYA,A, W,AN,Vd, NF, NS,RR,RK, D,JNAS,ANAS)
C 1 I 1 t1 1111
C

342



ELSE IllllllllllllllllIllllllI lliiiilllilllIllI TIME DOMAIN CLASS.

CC CaLcuLate the square roots of the total powers of
I..C the noisy targets

C

00 221 I=1,N
SNP [I)=0
DO 8212 J=1, NF
SNP(I)=NP(I)+ABS(NC(I,J] )s2

8212 CONTINIJE
21 SNP(I)=SRT(SNP(l))

C
C Compute cross coefficients between any two targets
C

INT (FIN/FINC)
C
479 CALL DIS"'_T(C,NC,SP,SNP,NF,NS,D,NB) CALL DIST_T
C 9l l l lF # I 9 1 9 9! 9 191 110 0VP 0l ll # l 9 0 t 9 09 09

END IF

CC Do cLassification and compute number of faLse aLarms

C If the aspects are assumed known then 
%

C consider onLy those cLasses whose aspect angLes
C are the same as that of the target,otherwise
C consider aLL cLasses

KASP=(MAXASP-MINASP)/INCASP+l I No of aspect angLes
IF(IAK.EE.O)KASP=-1 I aspects when aspect is known

C
C Find the nearest neighbour to the test targets
C or a cLass which has the max correLation coefficient
C with a target
C

IF(IEK.BU.I.AND.IELEV(3).GT.1) THEN I ELevation known
C
C If eLevation is known and there is more then I eLevation, then
C consider onLy those cLasses whose eLevations are known
C

IPP2 I ELev known
ELSE
IPP=I I ELev unknown
END IF

C
D IP-I,IPP I SpLit target arrayf into 2 parts If @Lev known

C '

IKX1=NS*(IP-1)/2+1 I -> ( 1 then NS/2 + 1 or I
NS1=NSIP/IPP I -> ( NS/2 then N 1 or NS

C
DO 7263 IKX--1,KASP I I->No of aspects
IEXPO=-
IKI=IKX+IKXI-1

7171 D 740 IT=IK1,NSI,KASP I i,2,-NS/2 & NS/2+1,2,->NS
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D4IN000000ooaooo. I freq
13AX-10. I time
IFIRLEa1 TE Change variabLe. in do Loop

NS2=N/IP Ito introduce error of 15 dog in
I0(2L1(PP-IP) NS/2+i I eLevation
ELSE
NS2=NSl I IERk_EL=0 impLies no elevation error
I 102--l KX1 I therefore keep no noise eLevatione
END IF Ithe awe as noisy eLevations

C I2IXIX-

DO 850 11fr1K2,N92,KASP I Index for searching noisetess targets
C

IFLIERAS.EQ.1) THEN
C
C Introduce a deLiberate error in aspect. There must be 2 or 3 aspects to
C do this. It let shift up by INCASP, if Lest shift down by INCASP, if
C middLe shift up and down by INC'ASP. This slatets arn error of' +/-
C It4CASP degrees.
C

IFIIKX.EDI I=IU+1
IF(IKX.EQ.3.OR. (KASP. M.2.AND.IMEX.ua. I=IU-i
IFCIIX.5.2.AND.KASP.5M.3) I=flJ+1-l )'IEXPD
ELSE
IIU

C D(I,IT3 is the distance between noiseLess target I and noisy target IT
C

lFIIQFTl.E2.j) THEN I Freq ciassiflcetion
IF(D(I,IT).GE.DNIN)GO TD 880 1 search for win distance
DNIN=D(U, IT)

ELSE
ID=I,IT)L.W I0086 Time cLessification

DHAX=[II I sarch for max corr. coeff.
IPIAX=I
END IF

860 CONTINUJE
a ~ C

C If a target ie mlsclasslfied increase the
C number of faLse ams by one
C

IF IIERJ..5.1) THEN
C
C If a deliberate error is made in aspect, aLtar IMIN,IPAX to account
C for this. So if aLgorithm picks Si * 10 dog as the cLosest neighbourr
C to SI 0 0 dog, then this is considered a correct cLassification

C C
IFLIEiFTI .5.1) ININNAX.IMIN
IF[IQFT2.WD.l) IMINMAX=IMAX
IF(IMX.1) IKINMAX=IMINKW(-1
IF[XKX.ED.3.0R.(IKX.51.2.AND.KASP.51.2)) IMINMAX=IMINI4AX+l
IF(IKX.ED. 2.AND.KIASP. M.3.AND. IEXPO. M1) IMINMAX=IMINPAX4I
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IF(IIOX..2.A4D.KASP.M.3.AND. IE)GWO.ED.2) ININHAX=ININI0.X-1
IMIN=IMINMAX
IWhX=I"N AX
END IF

C
IFIR-EL.Ba.1.ANDIEK.M.1) THEN1

C ALLaw for deLiberate error made in eLevation in the aean way as was
C done for aspect
C

IF(IQFTI .En.1) ININNAX=ININ
IF(IQFT2.ED.1) IMINNAX=WIAX
IF(P.HM.1) ININNA4XIINKX-/2
IF(IP.HEa.2) IINNAX=ININI'AX.4E/2
ININ=ININNALX
II'AX=IMINVAX

END IF
C

IF(IDIS.Ea.1.AND.IQFri.BD.1)PRINT 0,1 TARGET :',IT,' MIN = l,ININ
IFCIDIS.EQ.1.Aj4D.IQFT2.8a.1)PRINT *, TARGET :',IT,' PAX = 1IAX

*C IF(IDIS. M.2)WRITE(1,730)(D[I1,IT),I1=1IK2,NS2)
730 FORMkT(IX,3515,/)
C

IF(IMIN.NE.IT.AND.IQaFrl.M.13RMIS-RNIS+ . I Increment error.
IF(IWKX.NE.IT.AND.IaFT2.Ea.1 )RM-:;=RMIS+1.

740 CONTIME

IF(IX.B.2.AND.IER.AS.EHk.1.AND.IEXPO.EBa.1.AND.KASP.B1.3J THEN
IEXPO,=2
GOTO 717 I If no of a6s = 3, repeat for middLe aspect

I- END IF
C
7253 ONTIME I number of aspects Loop

END DO I number of eLevations Loop
888 CONTIME I number of experiments Loop
C
C CaLcuLete the maximum LikLihood estimate
C of the error probability
C (Account for extra cLasslflcatlons done when there are 3 aspects
C end a deLiberate error is introduced.)

IFIIERJS.EHa.1 .AND. KASP.EU.3) RMIS=-RNIS/FLOAT(NEX(NS+63 J*100.

IF (IERAS.EU. D.OR. KASP. D. 2) SNIS=-RNIS/FLOAT (NEXONS) '100.

SNR=NINT(PAVE)-IV I SignaL to noise ratio
IFIDIS.Ba.0) PRINT 1113,SNR,RMIS

113 FORVAT(' SIGNAL TO NOISE RATIO 1 ,13,1; % ERRORS = 1,F:5.1)
C

Y_-PLO)T(IBIG3_LOOP,J.CWT+IJ-RNIS I ptotting array
IFEIV.ED.IV2) THEN
PRINT *, I

PRINT,'
END IF

345



4.

OD CONTINUE
C IF(IER_AS.E. 1) THEN

IF QIG.. I .R.1RAPH.UM1 3 THEN
TYPE *,' '
TYPE *,'Continue to have error in aspect ? Y or N
ACCEPT 12986,CONERA

12986 FORMAT(A1)
TCN_EA(III:1)=CDN_ERA(1:1J I Store previous entries for subsequent
ELSE I runs
CON_ERA (1 : ) =TCOPLEA (IQ) I1:1]
END IF
IF(CONERA.E. 'N'] IERAS=O
END IF

C
IFLIER_EL.E.I ) THEN
MIF(ID. Eli.OR.IGRAPH.EU.1 ) THEN

TYPE ','
TYPE *,'Continue to have error in elevation ? Y or N
ACCEPT 12986,CONERETCON_EL C IQ) 01: I ) =CON_ERE 01: 1)

ELSE
CON_BE(1:1)=TCONEL(IQ0(1:1)
END IF
IF(CON_ERE.E.'N'J IER_EL=O
END IF

C
IBIS_LOOP=IBISLOOPil I Increment curve counter

.4 . IQ=IBIGLOOP I For convenience

C
C Processing options
C

IF(IGRAPH.ED.1.OR.If.GT.(INJMG-1)) THEN
C

TYPE , '
TYPE *,'Type S to atop end pLot'
TYPE *,'Type P to change current parameters
TYPE *,'Type R to do now graph retaining oLd parameters'
TYPE *,'Type G to do new graph with new parameters'

C
ACCEPT 1115,YN

1115 FORMAT(A1)
AYN(IQ)=YN
ELSE
YN=AYN (Ia)
END IF

C IF(YN.ED.'S'.OR.YN.ED.'G'.OR.YN.ED."R') SOTO 1117

C
I.' -C Routine for changing pareaeters

C

TYPE ,'
TYPE *,'Type PO to change poLarization'
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TYPE '' AN to change reL/inpLitude'
TYPE , ~FR to change frequencies'
TYPE ,' EL to change eLevations'

9.TYPE ,' EK to change un/known aLev'
TYPE ,' EE to change na/error in etev'
TYPE ,' AS to change aspects'
TYPE ,I AK to change un/known aspect'
TYPE ai AE to change no/error in aspect'
TYPE a, E to change number of expta'
TYPE 00 D to change domains'
TYPE *I FE to change NN features'

C TYPE M to use NaiLs aLgorithm'

1118 TYPEa

TYPE *,'Input change'
ACCEPT 1116,PAR.0I

111i FORMATIA21
PAR (IQ)l1:2) *AR_0i( 1 :2)
ELSE
PAROC1:2]=PAR(IQJ[l:2)
END IF

C
IF(PAR_i.Ea2.'PO'i CALL PZN(IPOL, LINE, IQ, IGRAPH, 6M56)
IF(PARGLBH. 'FR') CALL FRE(FMIN,FINC,NF,LINE,IQ,IGRAPHi,&5656)
IF(PAFR_CH.EU. AN') CALL RAL(IRA,Ifl,IGRAPH,&5656)
IF(PAR_i.l.lELl) THEN
CALL ELN(IELEV,LINE,Ia,IRAPH,&7070)

7070 IFUELEM)3.BM.2) CALL ElQJ (IEK, LINE, Ia,IGRAPi, &7072)
7072 IF(IEK.EHl.1.AND.IERAS.ED.0) CALL ERE HER-EL, LINE, IQ, ISRAPH, M561

GOTO 5656
END IF
IFCPAROi.EQ.'EK') THEN
CALL EIQ(IEK,LINE,IQ,IGRAPH,&7074)

7074 IF(EK.MB.1 .ANiD.IER-AS.EU. 0) CALL EJRE[IER.-EL, LINE, Ia,IGRAPH,&5757)
GOTO 5757
END IF -

IF(PARJ-H.EQ. 'EE' .AND.IEK.HM.1j THEN
CALL ERE[IER EL,LINE,IU,IGRAPH,&5757)
ELSE IF(PAROIC.BQ.'EE'.AND.IEK.EU.D) THEN
TYPE a,lELevation must be known in order to introduce error'
GOTO 1118
END IF

I. IF(PAR_O.El.'AK') THEN
CALL AKtJ(IAK,LINE,Ia,IGRAPHi,&7076)

7076 IF(AK.51.I.AND.IEREL.M.0) THEN
CALL ENACIER-AS, LINE, IQ,INCASP, IGRAPH,&5757)
END IF
GOTO 5757
END IF
IF(PAR__M.EU. 'AE' IAND. IAK. M. 1 .AND. IER-EL.B .0) THEN
CALL ERA(IERAS,LINE,IO,INCASP,IGRAPH,&5656)
ELSE IF(PAR_CH.Ea.'AE'.AND.IAK.E52.0) THEN
TYPE *,'Aspect must be known in order to introduce error'
GOlD 1118
END IF

.41
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IFIPAROt. 'AS') THEN
CALL ASP (NINASP, IWYASP, INCASP, LINE, IQ, IGRAPHi, 6.707 8)

7078 IF(NINASP.NE.VAXAP] THEN
CALL AMQJ(AK, LINE, I0,IGRAPi, &70BO3

7080 IF(IAK.mQ.I.AND.IER-EL.aU.aJ THEN
CALL ERA(IEFLAS,LINE,I0,INA.SP,IGRAPH,&72)
END IF
END IF

72 GOTOS5656
END IF
IF(PARI .2i.'NE') CALL NDS(IS3,I54,NEX,I0I,IGRAH,&5757)
IFIPAROi.B2. 'FE'] CALL FEA[IYA,IYW,RR,I0I,IGRAPHi,I8,LINE,&505)

CALL IX)N(FTI ,IQFT2,IQ,XC-QPH,&525]

IF(IQFT2.B~I.1J BOMh 555

IFEPARQ.5U. 'NA' .AND.IQIFTI .BLi 3 CALL NAG(JNAS,ANAG,&57573

C
C OT P 1ttn1rutn

C

117 TYPE',
TYPE 'SNRIN SNRJIMAX SNRINC ',SNRJ4MIN,SNRJIAX,IVT
NDS=I8I6_LOOP-I
CALL VPL0T(YPLOT, NOS, IRNIS, LINE, IGRAPH ,SNRJIIN, SNILMAkX, IVY)

END IF

-~ IF(YN.&L'G'1) GOTD 11111

C End of first graph.., continue if desired
C

IBIGLLOOPI
I0=1
IGRAPH=IGRAPH+1
DO I=1,70
LINEEl1 (I:I)'
EN0 00

TYPE *,'Type PC to change poLarization'

4TYPE %' AM to chenge ret/ampL itude'
TYPE ~,' FR to chenga frequencies'
TYPE ,' EL to chenge aLevetions'
TYPE ,' EK to change un/known eLav'
TYPE ' EE to change no/error in aLev'
TYPE ,' AS to change aspects'
TYPE ',' AK to change un/known aspect'

4'TYPE *' AE to change no/error in aspect'
\ ,TYPE M' E to change number of expts'

TYPE ,' FE to change features'
TYPE '' DO to change domains'
TYPE ,' EX to exit from change session'
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C
9000 TYPE ,

TYPE *,'Input change,
ACCEPT 1116,GRA DI

C
I F(EGRA-CH . I'EX) SOTO 5658
I F(fGRAOH.BED.'DO') CALL DON(IQFTiIamFT2,IQ,IGRAHi,&8000
MCGRA.Oi. Ea. 'PO' CALL PZNfIPOL,LINE,IQ,IGRA2H,&8DO0)
I F [GRAJ.-Cl. FR] CALL FRE(FMIN,FINC,NF,LINE,II1,IGRAPH,&9000)
I F(CGRAOi. ED. 'AN' CALL RAL [I RA, IQI, IRAH, &BOOO
IF(GRACH.E.'EL') THEN

CALELN(IELEV,LINE,IQ,IGRAPI,&BD10)
9010 IF[IELEV(3).BI.2) CALL EIO.(IEK,LINE,IO,IGRAPH,&8D20)
9020 IF(IEK.EQ.1I.AND.IERAS.El2.O) CALL ERE (IER.-EL, LINE, IQ, IGRAPH, &BOOO

SOTO) B000
END IF
IF(GRAOi.2. 'EKI J THEN
CALL EKIJIEK, LINE, IQ,IGRAPH,&SD30)

8 030 IF(IEK.M. I.AND. IER-AS.E0.O) CALL ERE(IER-EL,LINE, IO,IGRAPH,&SDDD]
SOTO 9000
END IF
IF(GRAO0i.EU.'EEl AND. IEK.E1.1) THEN
CALL ERE fIER.-EL, LINE, IQ, ISRAPH, &SOO0
ELSE IF(GRAOi.EU.'EEl.AND.IEK.EQ.0J THEN
TYPE *,'Etevtion must be known in order to introduce error'
SOTO 8000
END IF
I F (RA-Oi. U.'IAK' Th EN
CALL AJQJIIAK,LINE,IQ,ISRAPlH,&8O4O]

9040 IF[IAK.EU.1 .AND.IE-EL. M.aJ THEN
CALL ER~A IER.-AS, LINE, IQ, INCASP, IGRAPH, &BO00]
END IF
SOTO 9000
END IF
IF(GRAC.EU. AE' .AND.IAK.ED.1 .AND.IER-EL.Ea.0) THEN
CALL ERA(IER-AS,LINE,IQ,INCASP,IGRAPH,&9000]
ELSE IFIGRA -C.Ea.'AE'.AND.IAK.E5i.0) THEN
TYPE *,'Aspect must be known in order to introduce error'

IFIGRAOi.BU.'ASI) CALL ASP(MINASP,KAXASP,INCASP,LINE,IQ,IGRAPH,&9000)
IF(GRAJCH.EQ.lNE-J CALL NJS(IS3,IS4,NEX,Ia,IGRAPH,&9000
IF(GRA-CH.BU.'FElJ THEN

qCALL FEA(IYA,IYW.RR,Ia,IGRAPHi,19,LINE,&9050)
805 =0-

GOTO 9000
END IF

C
STOP
END

C

C 1)1111111111111i~ 1111111111END OF TAFCAL.MAIN
C
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C
C
C SUBROUTINES
C
C
C
C 1111111111ID1111111111I111 IIIII11111110ST -F
C

C This subroutine caLcuLates the nearest neighbour
C distances between any two cLasses in the data bass
C
C

SUBROUTINE DISTFEIRA, IYW, IYA,A,W,AN,WN,if, NS,RR, RK, D,JNAG,ANAS)
C
C

REAL 0(110,110) ,A(110,30) ,W(110,30] ,AN(1 0,30] ,W(l0,30) ,C...T(20)
REAL lEAN, SIGMA

C
D0 20 I=1 ,NS
00 20 IT=1,NS
D(I,IT)=C.
D0 23 K--1, NF-1
O._T(K]=0.O

C IF(IYW. .1)0tI,IT)=D(I,IT]+((W(I,K)--WN(IT,K]1*RK)**2
C IF(IYA.E.1]D(I,IT)=0(I,IT4-(AUI,K)-ANdIT,K))*2

IF(IYW.M.1) M_(K) = (W(I,K)-WNIT,K)-RK3**2
IFCIYA.E]2.1) 0_-TIK) = (D..T(K]+ (A(I,K)-AN(IT,K)3*02)

23 CONTINUJE
C
C IF ABSOLUTE AMPLITUDS ARE USED THEN TAKE INTO ACCOUJNT
C THE LAST FREUUENCY.
C
C IF(IYA.B..AN.IRA..)(I,IT)=D(I,IT).
C I(AtI,NFI-AN(IT,NF)2
C

IF(IYA. M..AND.IRA.B1.0) THEN
DLT(K) =(A(I,NF]-AN(IT,NF))*2
L-E=NF
ELSE
LE=NF-1
END IF

C
C ELiminate bad distances.
C find mean and variance.
C

DLTSUW0. 0
OTSQ.A-0.0
00 W1, LE
O_TSUWDTSUM + DT(M)
OTSQA=DTS.A + 0_T(M)**2
END DO

C
MEAN = 0_TSUW.LE
SIGMA = SURT((ODTSWAL-EI-(HEANJ'*2)
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IFIJNAS.EU.i) THEN
DO W1,L.E
IF((DT(MJ-MEAN).6E.ANAG-sIGMA) DT(MI=JEAN
BND DO
END IF

C
00 W,-
kD(I,IT=D(I,IT)+D_T(M)
END 00

C
C

D (I, IT I =WRT (D (I, ITJ I)
20 CONTINUE

RETURN

END

C 1111I 1 11III 111II I I IIII llllllllllllllllllllllllIlllllllllllllllllllllllll -C

."C This subroutine caLcuLates the time domain correLation coefficients,
L C for a eat of noise contemineted targets.C

SUBROUTINE DISTT(C,NC,SP,SNP,NF,NS,D,NB )
C

REAL D1110,110),SP(110),SNP(110),S(8)
COMPLEX C(110,30),NC(110,30),RF(30),F(32) 11111111 ARRAYS MAY NEED AL

C
DO 20 I=1,NS
DO 20 IT=1,NS
DO 23 K--I,NF

C
C CALCULATE PRODUCTS OF RADAR RETURNS OF A CLASS
C AND COMPLEX CONJUGATES OF A TARGET'S RETURNS
C

RF(K)=C(I,K)OCONJG[NC(IT,K))
C
23 CONTINJE
C
C CALCULATE THE INVERSE FAST-FOURIER
C TRANSFORM ( IFFT ) OF THE PRODUCTS

CALL IDIFT(RF,NF,NB,STM)
"" C

C NORMALIZE THE OUTPUTS OF THE IFFT
C

D(I, IT)}--TM/(2. MaP (I) SNP ITI)

C
20 CONTINUE

RETURN
% END

C
C
C MN
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C
C This subroutine adds gaussian noise to the originaL
C date files to generate test targets
C

SUBROUTINE N( VR,IS3,IS4,C,NC,NF,NS,IYA,IYW,IEX, SAP,SP)
C

COMPLEX NC(11D,30),C[11D,30)
REAL SAP(110),SP(110)

C
C The Gaussian noise is additive end has variance VR
C and mean 0.
C
C EquaL amounts of noise are added to the reaL
C and imaginary parts of the data points.
C

VR1=VR/2.
C

D 10 I=RNS
C

-~C Reset the seeds for each test target.
C

-IS3=IS3-4

1S4-=IS4-6
00 10 J=lNF

C
C Generate two Gaussian numbers.
C

CALL GAIJSS(IS3,O.,VRI,S3)
CALL GAUSS(IS4,0.,VRl,$41

C
C Generate a test target
C

NC(I,J)=CMPLX(REAL(C(I,J) )+S3,AIVG(C(I,J) )+4)
C
C If the phase returns are unknown, set them to zero.
C
10 IF(IYA.BE2.1 .AND.IYW. B.O)NC(I,J)=CMPLX(ABS(C(I,J )+3,64)

RETURN
END

C
C IIIIII 11l111l1l l1l111l1l1111111ll1l11l111ll11111l1111l111ll1l1l DATA
C
C This subroutine reads a date fiLe generated by
C the ATLOG.FOR scaling program
C

SUBROUTINE DATA(MINASP, MAXASP, INCASP, FMIN, FMAX, FINC, NF, LINE)
C

COMPLEX C1110,30)
REAL-4 A(110,30),P(110,30),W(110,30),A(5D),Fi(SOD)
CHARACTER *2 FPOL,FEL,FLNAM(6),ASP(23),AIR(4),SHIP(6)
CHARACTER INFILE*14

q%'. CHARACTER* (*) LINE (11)
INTEGER IPOL(5),IELEV(3)

C
COMMON /BLK1/ IPOL, IELEV, NS, C,A, P, IRA, IQ, IGRAPH
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IC
DATA ASP/'0', 1051,1101,11511 '20', 1251, *ao', 1a*,1401,1451, 6

21E2I, 1171, 1181/

C

IBASE=D I Counter to count each fit* accessed

IF(IQ. M.1 AND. IGRAPH.BM.1) THEN

77EP070A

MFAS.E2. IS') THEN
IAS=-1
ELSE IF(AS.EU.'Al3 THEN

I. IAS-O
ELSE
SOTO 669
END IF
END IF

C
IF(IAS.E[L.O) THEN
PRINT 0, ' Ctessification of aircraft'
LINE(1)(1:U)'CLASSIFICATION OF AIRCRAFT'
ELSE IF(IAS.Ea.1) THEN
PRINT *,' CLassification of rships'
LINECI)(1:265k'CLASSIFICATION OF SHIPS
END IF

IF(IAS.EQ.O)NST=4
IF(IAS.mU.1)NST=B I There are 6 ships avaiLabLe for cLessif.

0072C=,S

IF(IAS.M.O)FLNAN(I)=AIR(I) I Assign target name to temp variabLe
772 IF(IAS.Ma.1 JFLNAM(II=SHIP(I)
C

IF(INCASP.E.O)INCASP=
I90= (MAXSP-MINASP)/INCASP

ITPOLV~i
ITPOLI=1
ITPOLX(-1

C Start main Loop for coLLecting target data IIIIIIIII AIN LOOP

00 IP--i,IPOL(5J I Loop for as any poLerizettons
FPOL(i:l)='F'
IF(IPOL(I)OITPOLV.BM.11 THEN
FPOL[2:2J='Vl
ITPOLV=O
GOTO 5050
ELSE IFIIPOLC2)*ITPOLH. M.1) THEN I EstabLish a new poLarization
FPOL(2:23='hl I each time pass through Loop
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ITPOLH=G
SOTO 5050
ELSE IF(IPOL(33'ITPOLX.Eli.1) THEN
FPOL (2:2)='X
ITPGLX=0
END IF

C
5050 IEL15=1

IEL27=1l

M0 IE=1,IELEV(3) I Loop for as many aLevations
IF(IELEV[1)*IEL15.EU.i) THEN
FEL(1 :23='151
IEL15=0
601D 060o
ELSE IFIIELEV(2)*IEL27.EU.1I THEN
FEL 1: 21 '271

IEL27=0
END IF

C
5060 DO 40 I=1,NST I Loop for as many targets

DO III IAP1=MINASP,MAXASP,INCASP I Loop for as many aspects
IBASE=IBASE+1

C
C Convert aspect angLe to an index so that Me~ name can be formed

IF(IAS.Ba2.11 THEN
IF(IAP1.61.95) THEN
IF(IAPl.E[1.100] IASP-=21
ZF[IAPI .M. 170) IASP=-22
IFEIAPI.BI.180) IASP=-23
ELSE
IASP=-NINT(FLOIAT(IAP1 3/5.3+1
END IF
ELSE
IASP-=IAP 1/15+1
END IF

C
C CompiLe fiLename : R:**FVfD15 =Target name
C RI 27 ff=Target aspect
C FX F = FuLL scaLe
C V,H,X = PoLarizations
C

INFILE(1:2)='R:l
INFILE(3:4)=FLNAM[I)
INFILE(5:6)=FPOL
INFILE(7:83=ASPIIASP)
INFILEC9:10)=FEL
INFILE(lI :12)='.D'

INFILE=INFILE(3 :143
C TYPE 6060,INFILE(1:83
C PRINT 6060,INFILEtI:S)
6060 FORVAT(IX,ABJ
C
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C.?

CALL TRT(INFILE,AN,FH,TFNIN,TFINC,6F)
C
C Note the data films
C are already scaled by the scale factor
C

IKMAX=(FNAX-TFNIN)/TrFINC+i
ININ= (FMIN-TFMIN1/TFINC+1
IC=-FINC/TFINC

DO 2111 J=IMIN,IP.X,IC
L C

C Convert ampitude from dcm*2 to nepers m**2
C by entitogging and division by 00
C

NF1-NF1+1
A(IBASE, NFl I-ID0. (AN(J)/20. 1/100.

2111 P(IBASE,NFI)=PH(J3
ill CONTINUJE
40 CONTINUJE

( END00

C
C End main Loop for collecting target data I~llt~~Itl MAIN LOOP
C

NS=IBASE
C N&-1ot@L number of targets = tpol x #esp x DeLay x *tmrgt(4S for ship)
C
C Split up A,P matrix into 2 parts to allow V/H to be done
C

IFEIP0LL4).BM.1) THEN
NS=IES/2
DO I=1,NS
DO J=1,NF1
A(l. J I=A (I,*J)IA (+N6,.J
P[I,J)=P(I ,J)-P(I+NS,J)
END 00
END DO
END IF

6654 DO 1436 I=I,NS%
DO 1436 J=I,NF

1486 C(I,J)=CNPLX(A(I,JI*CDS(F(I,J)I,A(I,JI*SIN(PEI,J)))
IF(NF.LE.NF1)GO TO 1435

I~v~DO 1437 I=1,NS
P(I,NFJ=O

C
C If it in not possible to supply all of the frequencies requested
C fill the remaining array points uith zeros
C

A (I,NF) 0
1437 C(I,NF)=0
1435 RETURN

C
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C
C This subroutine caLcuLates the variance o a met of numb.e•
C

UBROUTINE VEN[A,1FNSVAINC)
C

REAL A(110,30)
C

R)EAN=0
00 10 I~l,NS
DO 10 J=I,NF, INC

0 IUEAN=A(I,J)fIIEA4
RMEAN=RIEAN/(NS* (NF/INC])
VA=O
DO 20 I=1,NS
DO 20 J=1,NF,INC

20 VAzVA+(A(I,JI-RIEAN)0*2
VA=VA/(NSO[NF/NC)
RETURN
END

C IIIIIIIIIIIIIIIIIIII IIIIIII IIIII IIIII IIIII IIIII1111111111111 GAUSS

C This subroutine generates a Gaussian random number
C

SUBROUTINE GAUSS(IS,AN,V,S)
' C

A-D.O"
DO 50 11,12
A.=A+RANIIS)

50 CONTINUE
S-- A-S. J*SORT IV) +AM
RETURN
END

C
C IIIIIIIIII 1IIIIIIII Il llllllllllll 1llllllllllllllll1llllllllll IDIFT
C
C This subroutine caLcuLates the inverse Fourier transform of a set
C of compLex data points and finds the maximum of the resuLts. It
C assumes that the date points era symmetric around zero frequency
C

SUBROUTINE IDIFT(RF,NF,NB,STM]
.4 C

COMPLEX F[32),RF(50)
REAL SIB)

C
CNDON /BLK2/S, F

C
NP-=32
00 40 I=1, W

40 F(I)=[.,0.J
K=O
00 50 I=NB 1,NB+NF
K=K+I
F(I )=RF(KJ

50 F(NP+2-I)=CNJG(RF(K])
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1%6

C

CALL FDOrT(F:5,S,2,IFERR) m NIFT

C
C Find the maximum of the outputs of the IFFT
c

STW-10000.
DO 500 I=1, NP

500 IF(REAL(F(IU.5Tr.STN)5TI=REAL(F(lI
RETURN
ENO

C OriginaLLy deveLoped by J.Chel
C Modified by N.Chember~ein Mey 194 for incLusion In TAFCAL
C This subroutine pLots the results of ciessifications.

LZ c SIJBRO3JTINE V _PLOT(YI,NDS,NPT, LINE, IGRAPI, INK! ,INX2,INX3)
C

REAL X(5O),Y(5O),Yr(10,5O)
CHARACTER*(*) LINE(I1]

C
IF(I6RAPH.M.1J THEN

5 TYPE 5 ,'INPJT MIN, MAX, AND INC FOR SIN'
ACCEPT *,XMIN,XNAX,XINC
ELSE
)(MIN=FLOAT(INX1]
XNA6X=FLaAT (INX2)
XINDFLOAT(INX8]
END IF
NPT= (XNAX-XIN)/XINC+1.
J=O
00 100 FW=-XIN,XNAX,XINC
J=J+1

100 X(J)=FW
C

DSX=IXMAX-XNINJ/5.
DSY=iOD./6.
SPAX=5 ./FLQAT (NPT-f)
SPAY-6 .110.

C
CALL VPLOTS(,0,D)
CALL PLOT(.5,1.5,-3)
CALL NEWPEN(3
CALL AXIS(O.,0.,'PBST-PROCE5SING S/N IN LD'1,-25,5.,D.,XNIN,OSX,SPAX,D)
CALL AXIS(C.,D.,'NISCLASSIFICATION PERECNTALSE',29,S.,90.,0.,OGY,SPAY,D)
CALL NEWPEN(1

-7.,CALL GRID(0.,O.,NPT-1,SPAX,10,SPAY, '33833333')
C

00 60 I=1,NDS
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70 CIDNTINJE
ISYM-1 I
CALL NEWPEN(3J

60 CALL STRYP(X,)04IN,DX,Y,O.,OSY,NPT,0.5,ISYhJ
C

0D 9575 I=1,11
IF(LINEUMOi:DI.EU.' 1) SOTO 9976
HEI=8.4-FLOAT(1-1 J'0.2
ILENL=LENELINE(l))
CALL NEWPEN12)
CALL SYMUOL(0.0,HEI,0.i,%REF(LINE(I3),.0.,ILENL)

9976 MNRTI14JE
C

CALL PLOT(.,0.,9991
CALL PLOTNOWIME)
TYPE ,

TYPE *,PLot again ? Y or N'
ACCEPT 99,PAG

99 FORMAT(Al j
IF (PAG..LYI) GOflU 5
CALL LIB$SPAWNC'6 RENAME LNFC434.FSB]*.MET ENFC34.ETI.0

RETURN
END

C

C
C Thsuruininusheeqidporztonprees
C Ti uruieipt h eurdp~rzto aaees

JBCTN Z(PLLNOIRP,
C URUIEFNPL IE UIRP,0
C NEE PLS

INTER IPOL5)1 TIE5TO(0*
CHARACTER~( PLN(11)IN*,PD~D
CHRCE**)cNE1

5 01=,
5 DOI,5Rstpo.cnto ndcs

END()= DOee ol otolidce
ENCD

C FIRPiH~.Rm5.)TE
TYPEIRP. .. R 1IE.)T N
TYPE *,Int poI~ ain~)VH
TCCEP *,'p utplriaLns)VH

7 ACCEPT (SOL)
7 C FORAT1, A

TDOLCQ 1=:1, O(
END 00 I:)=OLI
ELSE0
ELSE1,
DOI =PL5 I 1

V. ~ ~ ~ ~ N 00(JTOLQ[:
END 00

CN I

C, Assignl pol. controL parmeters

C
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DO I=1, 5
IF1POL[1).Ba. 'V') IPOL(1)=1
IF(POL(I).EU.'Hv3 IPOL(2)=1
IF(POLf.Ba. 'XI) IPOL(3)=1
TLINE(1:1J=POL(IJ
END 00
IF(IQ.EDO. 1.AND.IGRAPHi.GT.1) TH EN
D0 I=1,70
LINE(2J[I:IJ='
END DO
END IF
IF[IQ.B0.1I THEN
LIkEf2)1 l:19J'IPOLARIZATION
LINE(2](20:25)JTLINE(1 :5)

IF(LINE(23(I:I).NE.' ') THEN
L2=I
SOTO 53
END IF
END DO

53 LINE(21(L2+5:L2+1O03TLINE(i:5)
END IF

C IF(POL(i).EBa.'v'.AND.POLC2).I.'/'.AND.POL(33.Ba2.'H') IPOL(4)=i1

.. d. C
IPOL(5)=IPOL(1)+IPOL(2)+IPOL(33 I Check for valid inputs
IF(IPOL(5J) 5,5,11

C
11 TYPE

TYPE *,'You have selected'
IF(IPOL(l) .ED.1 .AND.IPOL(4) .NE. ) TYPE *,IV poL.1
IF(IPOL(2J.DO.1.AND.IPOL(4).NE.1) TYPE *,IH poL.'
IM(POL(3.EM.) TYPE , 'X paL.'
IF(IPOL(4). M.1) TYPE 6,'V/H pot.'

C
C Print out
C

IF(IPOL(1).Ea.1.AND.IPOL(4).NE.1) PRINT ''VerticLe polarization'
IF(IPOL(2).ED.1.AND.IPOL(41.NE.1) PRINT ,'Horizontal polarization'
IF(IPOL(33.DO.i) PRINT *,I Cross po La ri zeat ian'Ir.
IM(POL(4.Ea.l) PRINT 0,' V/H po Lori zation'

C
RETURN I
END

* C

C
C This subroutine inputs the required elevation perameters.
C

SUBROUTINE ELN(IELEV, LINE,I a,IGRAPH, IN

INTEGER IELEV(3)
CHARACTER ELE5,TLINE5,TEL(10)05
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OIARACTR'(*) LINELII)

'-K.' IFIGRAPt.BI.R.IM..1) THEN
13 TYPE *,I'

TYPE *,'Input eLevatIon angiels) 15,27
ACCEPT 9,ELE

9 FORVAT (AS)
TELCIB (1 :5)=ELE(1 :6)

N: ELSE
BEE1i:5JrTEL(IQ] (:5)
END I

PI E1 Ell 1FILHIAND. IGRAPHi.GT.1) THEN
00 I=1,70
LINE(4]IIW

'NEND400

.4:, END IF
IF(IQ.H.1) THEN
LINE(4J(1:1ELEVATIDN (DEG.)
LINE(4)(20:26]=ELE(1 :5)
ELSElii ~DO I=70,20,-I ITE

lENDL=I
GOD 53
END IF
END DO

53 L4-IENDL
LINEI4] (L4t5:L4+10]=ELE(1 :5)
END IF

c
C Set eLevation controL parameters
C

DO I=1,3
IELEV(I)=O
END00

IF(ELE(1:2).&Fa.' 5'.Dn.ELEC4:5).m.'11'] IELEVC-h1
IF(ELECI:2].Ba.'27'.OR.ELE(4:5].ml.'27'J IELEVC2)=1l
IELEV(3)=IELEV(IVIELEV(2)
IF[IELEV(3]) 13,13,15

C
C Print out

15 IF(IELEV(1.Ha.j] PRINT *,' 15 dog. elevation'
IF(IELEV(2).EU.1) PRINT 0,' 27 deg. eLevation'

<.. RETURN I
END

/ Thi subroutine inputs the required a priori information for seetion
C

SUBROUTINE EIQJCIEK,LINE,IO,IGRAPH,*]
C
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CHARACTR*(*) LINEC0l]
CHARACTER TEK(10141,EK'1

IF(IQ.E.1.OR.IRAPH.H1.1) THEN
I TYPE,''I

TYPE *,' ELevation known ->Type K'
TYPE 0,' ELevation unknown ->Type U'
ACCEPT 1OEI(

10 FO RKNT (Ai )
TEK(IU)l(1:I]=EK(I :1)
ELSE

C EK(I :1 )=TEK(IQ) (1:1)
END IF

C
IF(EK.EEL.IK'3 THEN
I E K--
PRINT,' Elevation assumed known'
ELSE IF(EK.E0.'U') THEN
IEK=O
PRINT*,' Elevation sumed unknown'
ELSE

EID IF
C

IF(IEK.E]2.1 .AND. LINE(3) (1:3).M1. ') THEN
LINE(3)(1:30)='ELEV ASSUMED KNOWN
ELSE IF(IEK.BIa.O.At4D.LINE(33(I:3].1.' ' THEN
LINE (3) 1:3D0W'ELEV ASSUMIED UNKNOWN
END IF
IF(IQ.GT.l.ANO.rEK.EV.OJ LINE(3) (31:41)='/ UNKNOWN'

C IF(IU.137.1.AND.IEK.B1.I1) LINE(3H(31:41)='/ KNOWN'

RETURN 1 L

END
C
C IiIIIiiiIiIiiiijIJIItiIIIIIIIIIIIIII
C

C This subroutine inputs error in eLevation

SUBROUTINE ERE (IER..EL, LINE, IQ, IGPAPI, )
C

CHARACTER fLINE-3,TERLL(1O)'I ,E5 EL'1
C

IF(IQ.E52.l.OR.IGRAPH.EQ.I3 THEN
MR1 TYPE',

TYPE ','Type Y or N for error in eLevation'
ACCEPT 10, EREL

10 FORHAT(AI)

ELSE
EREL(1:1J=TER_L(IQJ (I:1)
END IF

C
IF(ER_EL. M.'Y'J THEN
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IERLEL=l
PRINT *, Error of 15 dog Introduced in elevation'
ELSE IFCEREL.Ba.'N') THEN
IER.-EL=D
PRINT *,' No error in elevation angl
ELSE
SOTO 1
END IF

C
51 IF(LINELII)f1:3).EQ.' l.AND.IER_-EL.HLI1) THEN

ENCODE(21J,20 LINEOMID31
20 FORMAT('ELEV ERR IN WARVE' ,I3)

ELSE IF(LINE(llJ(l:3J.NE.' t.AND.IERLEL.ED.IJ THEN
ENCODE(3,30,TLINE)IIQ

30 FORMiAT(I3)
DO I=70,16,-l
IF(LINE~i )(I:IJ.NE.' ') THEN
LII=I
SOTO 40
END IF
END D0

40 LINE(il)(LII+5:Lll+8)=TLINE(1:3)
END IF

C
RETURN 1
END

C
C IIItIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
C
C This subroutine selects frequency or time domain aLgorithms
C

SJ.RDUTINE ON(IOlFTl,IOFT2,I0,IGRAPH,4]
C

OiARACTER IUFT(10)-l,GOFT*l
C

IFCIQ. El. 1.OR.ISRAPH.Ea.1) THEN
I TYPE

TYPE ,'Input Classification domain F or T'
ACCEPT 2,QFT

2 FORMAT (Al)
T0FT(10) (1:1 JQFT(l :1]
ELSE
(lFT (1:1)=TUFT (10)(1:1)
END IF
IF (OFT.B2. IF') THEN

:r, ~I1FTI --
IQ2FT2=0
PRINT*, 'Classification in frequency domain'
ELSE IF(0FT.ED.'TlJ THEN
IOFT2=1
IQFTI =0
PRINT*, 'CLassifizetion in time domain'
ELSE
SOTO 1
END IF
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IC
RETURN I
END

C

C
C This subroutine inputs required aspect angLes.
C

SJBROIJTINE ASP (MINASP, WXASP, INCASP, LINE, IQ, I19MH.

CHARACTE TLINE'1 2
GiARACTB010) LINE(1)
INTEGER ThINA( 0),ThAX(iO),TNCA(10)

C Specify target aspect angLes
C

IF(19.E..OR.IGRAP.M.1) THEN
TYPE
TYPE *,'Input NIN,NAX,INC aspect angLes'
ACCEPT *, NINASPI KWAP, XNGASP
THINACIB) 4II1ASP
TNAXA(IQ) NAXAP
TINCA (19) INCABP
ELSE
NISP-TINA (19)
NAXASP-TWAI(9
INCASP=TINCA (191

BND IF

IF(I9.M.11 DISAH.T1 THEN
00CRD I 0,020 IES NNBNXSIC

ENCODE (12,1 020,TLIKE 1 NINASP, RUMSP, INCASP
1025 FOR0T(814) ,NCAPET,34

IF(CLINE(IIj(:J.E.' J1 THEN
IEND_.L=I

END IF
END DO

5s LS=IEND..L

LINE(S) (LB+2:LS+14)-TLINE(1 :12)
END IF

PRINT 2549, MNIP PAXASP, INCASP
2949 FORMAT V' NIN,VXAO INC of the aspects... 1,314)
C 9
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RETUNI
END

C
C IIIIIIIIIIIII~IIUIIIIIIIIItIII~It!~
C
C This subroutine inputs required frequencies.
C

SWIRCUTINE FREIFNIN,FXNC, NF, LINE, IGRAFMN, *

GiARACTER TLIWE0S

DiARACTBIC) LINEMI1J
REAL THINF(101,INCF(1O)
INTEGER ThF(OI

C
C Specify frequencies
C

IF(IQ.m.1.OR.I6RAPI.E.1J THEN
TYPE *tI

*TYPE *,'Input FNIN,FINC and no. of frequencies'
4ACCEPT -,FNXN,FINC,NF4 THINF(IQ1*NKIN

TINCF IIQI *INC
TNF (IQ)NKF
ELSE
FNIN=-TNXNFUIQ)
FIN0c=TINCF LIB)
NF-TNFCIQI
END IF

C
IF(IQ.EQ.1.AND.IGRAPH.GT.1) THEN
DO I=1,70
LZNEE7I:Z)='
END DO
END IF
IF(IQ. M.1) THEN
B4DODE(20, UO,LINE(71 INF

1030 FORMAT('NO OF FREJBECIES1,I1
ELSE
B41X30E(3,1035,TLINEINF

1035 FORMAT(13)
DO I=70,20,-I
IF(LINE(7)(I:I1.NE.1 '3 THEN
IEND..L=I
80T0 53
END IF
END DO

53 L7=IEND.
INE (71 (L745:L7+SI-TLINE(1 aS]

END IF
C

* FPAX=FNINt(NF-1)5FINC
PRINT 2839, FNIN, FNAX, FINC, NF

2939 FORMAT (I NIN,MAX,ZNC &No. of the freqa ........ ',3F7.3,141
C

RETURN I
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U :''IIII~lIIIIt~tIIIIttIIIIIIItI~it~tI~~tENDitI

C

C This subroutine Inputs required a priori information for aspect angLe

C

CHAMACTE'*J0 LXNE(11)
CHARACTER TAK(i1Dl1,AK-l

C
IFM...R.SRAPH.M. ) THE

I TYPE *1
TYPE 0,1 Aspect known ->TYPE K'
TYPE 0,1 Aspect unknown ->TYPE U'
ACCEPT 19,AI(

Is FORMIAT (All
TAK(I&I izl)4K11
ELSE
AK(1fTAC(M)l(1:1)

IF (AK.5.'Klj THENI
IAK-l
PRINT*, Aspect seamed known'
ELSE IF (AK.5.'U') THEN
IAK-O
PRINT, ' Aspect uassued unknown'
ELSE
GOTO Ii END IF

C
IF(IAK. 5.1.ANO.MI. 5.11 THEN
LINE(5)(1:301='ASPECT ASSUMED KNOWN
ELSE IF(IAK.M.O.AID.I.M. 1 THEN
LINE(5)1:3O)='ABPECT ASSUMED UNKNOWN
BND IF
IF1(I1.6T.l.AND.IAKE.0) LINE(5113(1:413-'/ UNKNOWN'

RETURNI
END

C

C This subroutine saLects reLative ampLituds feature.

C
CHARACTE TM~iIO)1,MPA-

IFIIG.5.1.OR.IGRAPH.5.1) THEN

I TYPE *'
TYPE 0,'Use reLetive smpLI tuds ? Y or N'
ACCEPT 17,MA
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17 FORMT (Al)
TRA(I) (1:1)1-A :1)
ELSE
RA(l:1)TRA(IQ) (1:1)
END IF

C L

IF (RA.m.,yI) THEN
IRA=I
PRINT*, ' ReLative mpLltud used'
ELSE IF (RA.m.'N t ] mEN
IRA=O
ELSE
90.TO I
END IF

C
RETURN I
END

C
C
C
C This subroutine Inputs seeds for random no. generator, end number

SUBROUTINE NS( IS3,164,NX, M, IGRP, • )

INTEGER TNEX(10
C
C Input two arbitrary Large add Integers
C which wiLL serve as seeds for generating random numbers
C

IF(I. M.1.0R. IG.RAeM.l) THEN
15 TYPE *I

TYPE , 'Input two arbitrary Large odd integers'
ACCEPT 0,I83,IS4
TYPE *,I I
TYPE *,'Input number of experiments'
ACCEPT *,NEX
TNEX(I)=NEX
ELSE
NEX=TNEX(IQ)
END IF

C
PRINT 30,153,I84

* PRINT 20,NEX
* 30 FORWLT(' Large integers ................... 1,21S)

20 FDRVAT( Number of experiments .............. 1,13)
C

ENDRE'TURN I

CC IIIIIIIIIlIIlIIllIlIIIIIIlllIIIIIIIIIltlIIIIIIIIllIlIIlllllIlll

C
C This subroutine seLects error in aspect angle
C

SUBROUTINE ERA(IER-A,LINE,m,INCASP, IGRA,*)
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U OIMACTEO LNEli
CHARACTER TLlNE*3,TERA(10)*l ,E..ASIl

C Note there must be 2 or 3 aspects to urse the error subroutine
C

IF(IQ..0.IMAPH.M.1) THEN
I TYPE ,''I

TYPE *,'Type Y or N for error in aspect'
ACCEPT 1O,BE...A

10 F0RWAT(A1i
TER_..ArI (1 I)5-..AB(:1
ELSE

...AS(1:1IxTEL-A(IQJ (1:11
END IF

C

IERLAS=-i
PRINT 0,0 Error introduced in sspect',INCASP,l dog'
ELSE IF(ER_.AS.M.lN'I THEN
IER-.AS=O
PRINT *,' No error in aspect'
ELSE
GOTO I
END IF

IFELINE0(:3)S.M.1 I.AND.ER.S..i) THE
B4WODE(20,20,LINE(III

20 FORNVAAP ERR IN CLJRVE 1,13)
ELSE IF(LINELIIJ(1:8).NE.' I.AND.IER-.S..1) THE
ENOODEE(3,30,TLINEIrn

30 FORMAT(133
DO 1=70,16,-l
IF(LINE(ii)1:I).E.' ') THEN

SOTO 40
BND IF
END DOI40 U.NE(iI) (LliI:Li.BJTLINE(1 £3)
END IF

C
RETURN I
END

C

MOUATI(' LIE(IA )WRMIRAHIIE*

C

IF(IO.E.1.fl.ISRAPH.M.1) THE
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TYPE ,
TYPE ,Input RwVAR(A)/VAR(0)' I Def ins the variance ratio
ACCEPT 0,RR
TRR(I)R

C
C Specify the features ms foLLowes
C XYW -> us@ the Wl a
C IYW = 0 - do not use the W's
C IYA = I -> use the ampLitudes
C IYA - 0 -) do not use the ampLitudes
C
1 TYPE ,''

TYPE , 'Input required features A,W'
ACCEPT 557,YWA

557 FORIVT(3A1)
DO =l1,3
IWACIQI (I:IJ-YWA(l)
END DO
ELSE
DC 1=1,3
YWA(I)=TWA(IO)(I:I)
END DO
RR=TRR(IQ)
END IF

C
C Assign feature controL variebLes
C

IYW=O
IYA=O
DO I=1,3 I Search for desired features
IF(YWA(TI.m. 'A'J IYA=1 I makes input format more fLexible
IF(YWA(I].I. 'W I) IVWI=
END DO
IF((IYA+IYW).E.O) 9011 1

C
RETURN i
END

C
C lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

C
C This subroutine forms the input routine for an @Lgorithm designed
C to reduce the effects of impuLsive noise. This algorithm is stiLl
C in an experimentaL stage end needs further deveLopment.

13JBROJTINE NAS(JNA,ANA,*)
C

MIARACTER YNAB
_L ,I TYPE *,l I I

TYPE *'Us NelL ALgorithm ( Y or N )'

ACCEPT 10,YNAS
10 FORMAT(A1)

IF(YNAG..'Y') THEN
JNAG=

, TYPE 6,0 1

TYPE *,'Input value for standard devietion test (2)'
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PRINT *,'NsiLm ALgaalthe used'
PRINT *,ANABI ELSE IFIYNA.M. IN' I THEN
JNAS-D
B.SE

END IF

RETURN I
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C

BUBROUTINE TRT(INFILE,AN,RI,FKIN,FINC,SF)
INTESER*2 LINE2(24)
INTEGER*4 10(12]
CHARACTER INFILEI 2
REAL*4 AM(B31I,PH(BD1)
INCLUDE 'SYSSLIBRARY:FORIOSDEF'

016OPEN (UNIT=5, NAIE=INFILE, TYPE=' OLD' ,READONLY, IOSTAT=IERR, ER=t-8 00)
READ(B,30)(ID(I),I=1,12),LINE2,NP,FNIN,FINC,SF

30 FORMAT (12A,242,4A4]
READ(S,401 (AN(I),I=i,NP3,(FPH(I),I=1,NP)

40 FORAT(128A4)
GO TO 331

9100 IF (I ERR. EQ. FORSIOS..FILNOTFOU) THENB
TYPE 1112,INFILE

1112 FORNAT(' FILE :',A14,1 WAS NOlT FOUND$,//,
1.' ENTER FILENAME MSAIN1)

ELSE IF (IERR. HD. PR$IOSFILNAIUPE)THEN
TYPE 1113,INFILE

1113 FORVAT( FILE :'.,A14,' WAS BAD, ENTER NEW FILBIAI')
ELSE
TYPE s'UNRECOVERABLE ERROR, IXJE' I IERR
STOP
ENDIF
TYPE -,INPJTFILB4AME'
ACCEPT 1114,INFILE

1114 FORNAT(A14)
*s OTal106

331 CLOSE(UNIT=B,DISP='SAVE')
RETURN
END

C
C THIS SUBROUJTINE DECO)DES PARAMETERS READ
C FROMI THE DATA FILES, WHICH ARE MDED IN ASCII CODES
C

4 BSUBROUTINE DCDEINP,FMIN, FINC)
COMMON BUFF
BYTE BUFF (5656)

- ~.INTEGER*4 IMINIINC, NP

C NOOF DATA POINTS IS STRDIN THREE CHARACTERS, AN
C STARTING FR5M AND FRMl INC. IN 5 CHARACTERS
C

CHARACTER*3 CM.
CHARACTER-5 CFF,CINC
EQUIVALENCE (BUFF(124),,aL3,(BUFF(131),CFF),(BUFF(140J,CINC)

C
C
C CONVERT CHARACTERS INTO THEIR NMERICAL BlUIVALBITS
C

DEMDE (3,100, CM. N
100 FORNAT1IS)

DEMDE(5,100,CFF)ININ

ii DEMDE (5,100,CINC)IINC

FMIN=FLOAT (ININ)/1 000.
FIND=FLOAT (IINC)/1 DOD.
RETURN
END
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8 1 This proceedure sorts through a directory

$ of fiLes to be scaLed outineticaLLy.

* ON ERROR THE S0TO DONE
ON CONTROL-Y THEN S0TO DONE

$ INQUIRE F_TYPE "aInput t iL. type IS
INQUIRE D....UT .*Input output di rectory fiLename '

* IRECTRY/VESIN-/C0LW94N--
/NOZBATE/NDSIZE/NDiEADINS--
/NOTRAILING/OIJTPUT='OOlUT' IFTYPE'

$ WRITE SYSODUTFUT CIUT
$ WRITE SYSOUTPUT '

Li: DIRETOR/VESmN--/WDLU WN9HADN 'FJYPE$

8 DONE:

h * DIRERR:
$ WRITE SYSOTFUT "Error: 'FSESSASE( $STATUS)"
$ EXIT

S371



S I Command proceedurm LINKCAL61 .COM
1 Linking routine far CAL6i.FOR

6 LINK CAL6 , UCLSI ,FORT, SJBREMOVE, ACLID/LIDRARY, -
PLOTV,FWN, 'PLOTLID'

S I Command praceedure :LINKTAF.CON
S 1 Linking routine for TAFCAL.FOR

* LINK TAFCAL,TRT,PF:FOfrT, PLOTLID

6 1 Command proceedurs LINCCAT.CDN
6 1 Linking routine for CATLOG.FOR
$ I
6 LINK CATLOG,RDFL
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