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Abstract

This thesis researched the problems with life cycle
costing of command, control, communications, and
intelligence (C3I) systems. As operating and support costs
skyrocket it is imperative that the military design systems
for .eliability and maintainability to slow escalating
costs. However, the costs drivers are unknown and no life
cycle cost model exists specifically for c31. This thesis
used actual cost data categorized by type of equipment
(radar, radio, wire, and special/combination) and by usage
mode (ground, portable, transportable, fixed, and mobile).
A discriminant analysis showed that the four groups in the
type category were significantly different based on cost
data, and, likewise, that the five mode groups differed
significantly. Next, a regression was performed, and the
resultant correlation table indicated which variable was
the cost driver for each group. The simple regression
vielded the regression coefficients and y-intercept for the
regression equations. These equations are the cost

estimating relationships for c31 systems, based on the cost

drivers identified by this thesis.




AN IDENTIFICATION OF OPERATING AND SUPPORT COST

DRIVERS FOR COMMAND, CONTROL, COMMUNICATIONS,

AND INTELLIGENCE SYSTEMS

I. Introduction

General Issue

A strong defense is necessary for maintaining our
freedom and security as a nation in a world of powerful

aggressors. That defense must include not only the weapon

1

systems, but also the command, control, communications, and
intelligence (C3I) equipment and capabilities to integrate
the weapon systems into a viable deterrent and war-fighting
mochine. €31 is a necessity if our conventional and
aucloar woapon systems, and the people whe operate them,

are to interact as an effective, efficient system to win

wars. For this reason, C’I must be given the same priority
az weapon systems in planning, budgeting, and acquisition.
©n the whole, Z°I has not been given sufficient priority in
v.oanning and budgeting in the past, and, sadly enough,
increased emphacis on the acquisition of c31 systems will
only; add to an existing problem by placing additional

demands on an already severely limited military budget.

With rising costs and decreasing budgets fast becoming the
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{i norm, the military is pricing itself out of the defense
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A market

- This chapter gives an overview of the thesis topic.

Specifically, a problem description is given, to include

why the situation is a problem, and why the problem is .
_%j important. It also gives a brief background for the

problem and the scope of this thesis. The definitions of

terms central to the thesis are then provided. Lastly, the

A research questions which this thesis answers are listed.

ool Specific Problem

It is imperative that c31 systems be developed for
maximum cost effectiveness if the Air Force is to obtain
the best C31 systems while placing the smallest demand on
our limited military budget. Current DOD policy requires
~g; that the life cycle costing method of cost estimating be
4 used. Currently, life cycle cost (LCC) estimates for c31
-J systems are inadequate due to undefined variables, unknown

cost drivers and the lack of a specific model for

;E estimating C3I life cycle costs.

;i. Backyground

i Several recurring themes are found in most of the
{“T‘ literature or discussions on the C31 subject. The first is :
bﬁ that C’1 is absolutely essential to our capability to

et

if- fight, sustain, and win a war (7:219; 6:13; 19:9). C3I

o . |
e systems are used to coordinate the actions of people with
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pieces of hardware to make our fighting machine as
efficient as possible. The second L.cme is the observation
that C31 technology is changing at an extremely rapid pace
and is maturing to the point where it matches the technical
capabilities of our weapon systems (7:219-221; 1; 32:39;
48:53) . Although technological forecasting is used, it is
never possible to predict exactly what all the changes will
be. As the importance of c31 is recognized throughout the
government, this recognition must be reflected in the
funding priority C31 receives in the military budget. c31
is not a weapon system and it is essential that it not be
considered one in the budget process, so that c31 does not
get hargained away at the budget bargain table in exchange
for new weapon systems. It must, though, be considered as
important as the weapon systems, for without C3I, they
cannot be used effectively.

This increased priority for c31 is necessary because
new and modified CS31 systems are having to compete with
wcapon systems for the limited defense dollars now, and
will continue to do so in the foreseeable future (9:54).
The military must find ways to control all costs in order
to have the functionally reliable systens it needs
{356:1-1). In the absencc of controls, costs will escalate
to the extent that few systems will be affordable. The
military will be able to cither support existing systems or

buy new sy-:-ems, bu%t not bLoth. To control costs the
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military is applying the technique of life cycle cost
analysis to all its new systems. The objective is to make
costs visible and keep costs to a minimum, while still

obtaining a system which meets performance goals (3:11).

Scope

While this thesis examined actual cost data for C31
systems, not all systems were entered in the database for
the statistical analysis. Only the primary categories of

ground c3

I systems were examined because the largest amount
of data was available in these categories. Some of these
categories are radar systems, radios, mobile and fixed
equipment. For statistical validity, it was necessary that
each group or sample have as many cases as possible. Also,
this thesis was limited to an examination of operating and

support (0O&S) costs because those are the costs which make

life cycle costing unique among costing methods.

Definitions

The following definitions are central to this thesis.

Command, Control, Communications, and Intelligence

igzll. Although the term is widely used, a single common
definition of C3I is not universally shared. One author
puts the emphasis on the hardware aspect: "an assortment of
equipment, systems, techniques, technologies, and even

organizational structures by which the military people talk

to each other; collect, store, and assess threat

e R T NS TR TR TR T e LT . e
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information; deploy forces; transmit decisions; and launch

weapons" (54:56). Another definition stresses the process:
"the entire flow of information (friendly and enemy), the

facilities where decision makers are located, the means of

vw v ¥ 5 =

assisting decision-making, the decision process, and the
dissemination of decisions and orders" (19:9). A composite
b of the above would be the following simple but complete
definition: €3I is the employment of equipment (data
transfer, data gathering, and communication) to enhance the

decision-making process (including the dissemination of

decisions) and human judgement in military applications.

Life Cycle Cost (LCC). Air Force Regulation (AFR)

8¢0-11, Life Cycle Cost Management Program, gives the

simplest definition of this term: "the total cost to the
govecnment for a system over its full life" (16:1). The
system life cycle can be broken into four periods or
phasoz: research and development; productinn or
acquisition; operating and support; and disposal (35:2-1;
16:1). The life cycle has been diagrammed in Figure 1.

The 1ife of a system begins with the research and

development projects which often investigate the
teasibility of new concepts, and systems which will make
the concopts a realivy.  If a decision is made that the
system will meet a need of the Air Force then the system
ent~2rs the acquisition cycle which has four phases, as

outlined in Department of Defense Directive (DODD) 5000.1,
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Major Systems Acquisition (13:4). The acquisition cycle

begins with the concept exploration phase, during which
alternative systems are explored. The project then
proceeds through the demonstration and validation phase
where prototypes are designed, built, and tested; the
full-scale development phase where the pre-production
orototype 1s manutactured and tested; and the production
and deployment phase where the final system is manufactured
and then turned over to thc using command for operation
(3:6; 50:9; 36:2~1 - 2-7; 38:18-28). At the point when the
using command accepts the system, the acquisition phase of
the life cycle ends. The individual system then enters
what is normally the longest phase of its life cycle, the
ownership, or operating and support phase, which is the
time period when the system is used and maintained in the
field. TFinally, at the end of its life cvcle the system
enters the disposal phase in which it is removed from the
active inventory.

The key to LCC is that "costs considered be 'total

"

costs driven by the decision' to develop and acguire a
system {30:28). In other words, total costs for the life
of the system must be determined, even in the acquisition

phlaze when alternative systems are being compared.

Design to Cost (DTC). This term describes the method

by which the goal of meeting the cost requirement is

achieved. It i35 a management technigque which establishes




the cost goals during the design phase in order to control
costs and balance the three priorities: cost, performance,
and schedule (56:2-9 - 2-10; 15:5). DODD 4245.3, Design to
Cost, (formerly DODD 5000.28), defines DTC as follows:
An acquisition management technique to .
achieve defense system designs that meet
stated cost requirements. Cost is addressed
on a continuing basis as part of a system's
development and production process. The
technique embodies early establishment of
realistic but rigorous cost objectives,
goals, and thresholds[,] and a determined
effort to achieve them [12:2-1].
This directive requires that cost be established as a
parameter equal to schedule and performance (12:1). DTC
requires coordinated effort and sometimes techniques such
as value engineering (33:17). Once the DTC goal is
established, the cost is allocated among components, which
are then designed so as to meet that goal throughout the
life cycle (51:12; 30:28; 16:1; 36:5-25). "The design to
cost concept establishes life cycle cost as a
system/product design parameter along with performance,
effectiveness, capacity, accuracy, size, weight,
reliability, maintainability, etc." (3:12). The primary
benefit of using DTC is that it forces the military to
consider downstream costs, such as 0&S costs, early in the
life cycle, (i.e. during design). Although the benefit of ’
using DTC is often hard to measure, some experts are

reporting that procedures are being developed, especially

in the 0&S area, to compare the cost savings from
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reliability improvement with the cost of gaining the
improvement (33:16).

Life Cycle Cost Models. Following is a definition of

general model as given by noted life cycle cost expert,

Benjamin S. Blanchard, in his book, Design and llanage to

Life Cycle Cost:

A model, in principle, is a simplified
representation of the real world which
ahstracts certain features of the situation
relative to the problem being analyzed. A
model can be used as a tool to gain knowledge
through analysis . . . [3:81].

for systematically evaluating the life cycle cost of a
system. Models are used for the formal analysis of LCC,
opposed to the informal expert opinion-based estimates
often made for quick, real-time analysis of the

acquisition. Models can be simple or highly complicated,

from the models is used by the manager as a basis for

predicting costs but also [or performing trade-off
analysis.

. Cost Driver. A cost driver is a factor or variable

which ultimately affects I.CC. It can be at any level of

the system, macro ¢r micro. "Cost drivers, like

ke T

Jdecisiing between alternative designs and/or systems. The

TRL™

a

Tt follows then that LCC models are collections of formulae

as

manual or automated (50:157-9; 3:81; 34:1-2). Information

data ‘or cach alternative ore evaluated with the model and

the nutputs compared., Thus the model is used not only for

T LT R YT s T -
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interfaces, exist at all levels of the system WBS [work
breakdown structure]”™ (33:16). The cost driver can be a
factor as broad as a political consideration or as narrow
as the solenoid chosen for a pump motor. Most often cost
drivers are determined from historical data (49:22).
Whatever the factor, it is the variable which is a primary
driver of the total system cost. It makes up A large
portion of the total cost, and thus has a high positive
correlation to the total. As a result, even a small
percentage change in a cost driver yields a large dollar
change in the total cost. For example, if a system costs
one billion dollars and a change in a cost driver variable
will result in 6.1 per cent cost reduction, then the total
cost will be reduced by one million dollars. This is a
large amount of money for such a small percentage of
change. Consequently, it behooves designers and managers
to look for and implement even small changes to the cost
drivers.

An identification of the system cost drivers is also
essential to determining the best LCC model. Since cost
drivers are highly correlated to total cost, they are the
best variables for predicting system cost. The LCC model
chosen or designed should, as a minimum, address the
variahbles which are known to have an influence on the
system cost drivers. More specifically, before the best

model for determining LCC for c31 systems can be found

10
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or developed, those factors which are the cost drivers for

C3I nust be determined.

RESEARCH QUESTION: What factors must be considered when

developing cost-effective c3t systems?

RESEARCH SUB-QUESTIONS:

1. What are the important factors in C3I development

(e.g. technology change)?

2. Should all primary categories of c31 systems be
costed using the same variables and cost
relationship?

3. What are the cost drivers for C31 systems?

il
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II. Background

Chapter Overview

This chapter contains a review of the literature

concerning both c3

I and life cycle costing. The literature
reveals the various view points held in these areas. The
chapter also discusses some actual examples of the problem
of life cycle costing c31 systems and the solutions that
were found in these instances. The chapter concludes with
the author's comments on the literature. The literature

searched includes scientific journals, government journals

and reports, theses, and trade magazines.

Command, Control, Communications, and Intelligence

Although the acronym c31 encompasses a wide range of
syste:..s, there is no question that the proponents of all
types of c31 agree on its importance to the military.
Specifically, "c31 is essential for the location,
acquisition and damage assessment of the targets . . . an
integral part of highly accurate and destructive weapons
systemz” (7:219-221). Air Force Lt Col Carl R. Huebner,
“hief of the Tactical C3 Division, states it in broader
terms:

The role of C3 has become so central to

strategic doctrine that it can be safely

asserted that our success in deterring
nuclear attack depends at least as much on

12
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the viability of our C3 as it does on the
relative numbers of warheads, megatonnage,
and missile accuracy [29:61].

c31 is the "central nervous-sensory system that holds
(weapon systems) together and gives them their credibility"
(6:13). These C31 systems must be flexible, durable,
capable of relaying clear, timely information, and easy to
use by non-~experts (29:58; 1).

Communication, command, and control systems
are generally defined as the complete
collection of sensors, facilities, equipment,
computers, software, communications,
procedures, and personnel essential to the
commander for the planning, directing, and
controlling the operations of assigned forces
pursuant to the mission ass%gned. From a
technology point of view, C- needs are met by
building on computer science, systems and
information science, and communications
[20:181]).

Dr. Jon L. Boyes, International President of the Armed

Forces Communications and Electronics Association, states
that C3T systems are so vital that they cannot be bargained
away as weapon systems might be, and concludes that neldg
plays an important role in arms control and international
peacekeeping” {(6:13).

As noted earlier, there are many systems under the c31
ambrella, each of which serves a specific purposc. On the
battlefield C31 systems are used to locate targets as well

as friendly unitzs (individuals, vehicles), to relay

intelligence information from the field units to their

commander, and to comnunicate orders from the commander to
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the field units (7; 1:53). c31 systems also include the
radar systems which signal tactical warning, the
communications systems which transmit the launch order for
nuclear weapons, and the satellites which provide the
intelligence and reconnaissance data (32:40; 11:44; 29;
53:23). Despite the variety of C3I, experts agree that c31
cannot be separated into parts or subdivided. The systems
view or concept must be applied. The military must know
how its subsystems and those of allied military
organizations are integrated, or it will have nothing but
unassociated groups of people, systems, and processes
(6:13; 19:9).

"The strategic modernization plan laid out by the
Reagan Administration puts unprecedented emphasis on
command([,]) control[,] communications[,] and intelligence"
(11:44). This emphasis, along with the growing interest of
individuals in high level government and military
positions, is encouraging (6:13; 48:53). Despite all this
recent attention, the need for C3I is not a new, but
rather, an old, or continuously existing, need. Today's
c31 must be upgraded to match the capabilities of the
highly sophisticated weapon systems it will be used to
control (7:219-222; 48:52-3). "Modernization of strategic
weapons may go for naught if command control and
communications improvements do rnot keep pace" (9:54). An

up-front investment in €31 is "an investment in the future"

14
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(20:189). The result will be effective, cost efficient
systems in the field, and reduced expenditures in the
long-run.

This recognition of the importance of €3I and the

interest of government officials must be backed by money if

st

improvement is to occur. With the "increased scrutiny over

F: and decreased buying power of our nation's defense budget"
]

{21:111), funding is not to be taken for granted. As the
3 defonse budget becomes a larger percentage of tne total
budcet each year, the DOD comes under heavier fire from all
factions of Congress, friend and foe. FEven though the
budgets are larger they have less buying power because the
increases don't always keep up with inflation and new
s3ysten Costs aro rising at tremendous rate (49:7?). High

technonlogy systenms, including C3I, are extremely

1]

expe 13ive. The mititary wust lower the costs of acgquiring,
er ot g, And Lo ting il o of s svstems 1f it is to

within the limitations of the
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sudoet 14%:L, 51:%) . Today's war 1s being fought with
rellability, maintainability, and standardization. . . .
alasn we can win this war of affordability we cannot hope

to o continte our technological advancement" (47:1). The

Titivory always noods nore oystems than 1t can afford.

arn, 1f i caancet "acquire and operate a proposed weapon

senLer inoan eftficient and effective manner" the military
will ¢« orer o be 5010 te procure those systems ©to meet
15
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" the needs (56:2-5).

~ Life Cycle Cost

Funding problems are not specific to c31 systems, but
apply to all military programs. Consequently, the military
has implemented a cost analysis program, life cycle
-; costing, as a method of controlling the costs of system

acquisition and support. The following directive appears
in AFR 80@g-11:
The full impact of life cycle costs will be
considered in decisions associated with the
e selection, designs, development, procurement,
S production, modification, use, and support of
. defense materiel [16:1].
- Prior to life cycle costing, system performance was the

primary criteria considered in system design. Little or no

- consideration was given to the operating and support (0&S)

I
L
it

-, costs for a system after deployment (3:3-5). And yet, 0&S

v
‘.

costs are a full half of the total cost of our systems
{(33:15; 44:1).

This fact was realized by the top echelons of the
Department of NDefense in the early 197¢0s. In 1975 the
NDeputy Secretary of Defense set up a task group to begin
(-2 the iob of collecting 0&S costs in a new DOD system called
"visibility and Management of Support Costs" (VAMOSC)

y (49:19; 44:2). All military departments were directed to
¥ make 0D&S costs visible and help build this 0&S cost

collection system (44:2). The purposc was to bring 0&S

16
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costs to the attention of everyone involved, to collect the
costs in a DOD-wide database, and to institute
cost-reduction plans and methods. 1Initially, two databases
were developed, one for aircraft and one for
communications- electronics-meteorological equipment.

There were problems in developing the system, though,
and there was no change in the risirg 0&5 costs. Highly
concerned over this lack of progress, the Deputy Secretary
of Defense in 1977 directed that another effort be made at
developing a cost collection system. Responsibility for
overseeing the system was given to Headquarters, Air TForce
Logistics Command. This second attempt is called VAMOSC II
and it has three databases: 1) weapon system support cost;
2) comnunications-electronics (C-E); and 3) component
support cost system (45:5-7). The historical costs in
these databases can be usel by program managers for cost
anaiyziis and trade-off studies during the acquisition
cyciw. They can also be used for planning, for determining
the relationship hetween design and 0&8 costs for a given
system, for weapon system comparisons, and for
affordability studies {44:5-7). The VAMOSC database for
C-T is in operation but not complete; when it is complete
it will include information in 19 categeories of Q&S costs,
©.3. temporary duty costs, operations and maintenance
pvorsonnel, and training (55).

Increasing costs and development time have necessitated

17
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a change in the approach to s'stem design; specifically,
"cost-effectiveness and life-cycle-cost" are being
recognized as important considerations in design (40:5-1).
The military is realizing that the costs of designing a
system for reliability and maintainability, while making *
the system more expensive initially, are paid back several
times over in the form of reduced 0&S costs. Tais is
because, although the original procurement costs are high,
the majority of a system's costs are incurred during the
0&S phase. To put this concept into practice, though, and
reduce 0&S costs by design changes, life cycle costing must
be implemented early in the acquisition cycle. It is not
sufficient to consider only development and acquisition
costs; total life cycle costs must be minimized (40:5-1;
47:1; 56:1-1).

Due primarily to rapidly escalating 0&S costs, the
military has been forced to consider cost as a parameter as
important as system performance, and to determine the
magnitude of those costs over a system's life,.
"Traditionally, performance has been the overriding factor
with a sacrifice of reliability. Experience has shown that
. . . pertormance . . . is usually exceeded. Illowever,
teliability requirements are being missed by wide margins"”
¢ 2.20). This lack of built-in reliability results in
extremely high 0&S costs, and thus unnecessarily high LCC.

The cost of logistic elements is the first cost neglected

18
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by managers, though, because they are so far downstream and
they are difficult to measure (23:3-4; 15:2). The purpose
of life cycle costing is to compare alternat;ve systems by
predicting costs, and then performing trade-off analyses,
thus optimizing LCC by obtaining the best system possible
within the constraints. TFor example, the Navy predicted
that 78 million 0&S dollars werc saved on the F-18 program
by performing trade-off studies (2:28). On the ARC-164
program, one of the earliest attempts at using LCC, the Air
Force found that performing trade-~offs and designing for
reliability paid off with substantially lower costs
(5:33-36). The purpose is not to sacrifice performance and
opevation for the sake of minimum cost (16:1-2; 3:11,14;
33:15). In other words, the military is "locking for a
best balance, not a least cost" (31:3).

To achieve this, it is essential that the cost drivers,
particularly 0&5 parameters, be considered in the design
from the cutset of the acquisition. For example,
"maintainability must be a design requirement, not an
aftocrthought" (47:2). The design is the driving factor
determining how large the future 0&S costs will be (25:4).
Total 0&8 costs should bLe considered, not simply the
component ¢osts. Alternative designs should be compared
early in the desiagn phave to ensure minimum LCC (40:5-1 -
5-5; 217:21) . Late in development when designs hecome

frozen, .t i35 ver; drificnelt to reduce LCC (37:14) . DTC

1.9
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goals and threshold values have to be established early in
the cycle, at least prior to full-scale development, as
directed by DODD 4245.3 (12:3).

Instead of ignoring 0&S costs, the military must manage
them and make the necessary decisions in the design phase
which will result in lower 0&S costs in the future (2:21;
49:23). The Army's Black Hlawk program is an excellent
example where early consideration of 0&S costs resulted in
an affordable system over its life (2:21-24).

The military has recognized that decisions made during
acquisition, and especially during design, affect the 0&S
costs later (51:12; 508:224; 42:1,20). Collectively, the
Departments of the Army, Navy, and Air Force published a
guide for applying the DTC concept. The guide was written
to provide managers help in applying DTC to their programs
in order to reduce costs, particularly those 0&5 costs
which can be influenced by the design (15:1-2; 23).

The design to cost process has therefore bheen

introduced to identify the optimum cost

etfective solution within the above limits

lof the performance floor and the cost

~eiling}, and develop a design which can be

successfully produced to the established cost

joal [15:47.

In order for DTC to be applied to a system acquisition
there has to be flexibility in performance and schedule
paran~ters allowing time for design iterations and room for

choice in the design/performance relationship (15:18). The

manager must also ectablish cost goals which are high but

20




TN LT UL T W OV TR THTRATE TR VR S A CAnh ol T 1A AL EAL RN AN S AL ) R o . o -

attainable, especially for 0&S costs (15:23-26). These
goals must be reviewed reqularly throughout the acquisition
cycle (15:31).

M. Robert Seldon, an expert in life cycle costing,
discussed the importance of cost drivers to LCC:

LCC 1is the search for the significant costs

that can be influenced by planning and desiqgn

decisions. Therefore a major task of LCC

analysis is to discover and illuminate such

cost drivers [50:18].
some of the major cost drivers have been identified as
standardization, quality, reliability, testability, and
repairability (47:1-2). 0&S cost drivers include spére
parts, fuel, personnel, training, maintenance concepts, and
mean-time-between-failure (MTBF) (33:19; 56:1-7). Cost
drivers for a given system can be identified cven more
specifically than this, if necessary, since they are systen
unique.

When a3 new systew 13 designed, * e parameters {(system
requirenents) and the cost drivers have to Le identified.
Then an L7 analvrsisc method must be chosen or Jesigned.
Thi= method will be determined by the complexity of the
parameters, the types of cost drivers, the stage of the
pvrogram, anad by whether an LCC model currently ¢xists which

-

acoounts oy the chocewn parameters (4:119-121; 36:4-2).

"LCC models serve as the analytical tools used to determine

c

what effect design decision tradeof{s will have on

acquisition, and uperating and support costa” (26:10). As
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such, models vary in format and methodology. Very few
models are designed to estimate costs for the entire life
of a project; rather, they are used for a specific phase of
the life cycle or for an aspect of cost (parts inventory,
for instance), and the tabulated results of cach give a

total LCC estimate (50:15; 36:5-11).

Problems with c31 Costing

In their 1979 master's thesis, Drobot and Johnson noted
that no generalized cost model was available for life cycle
costing or comparing communications-electronics-
meterological systems (22). These systems are also C3I
systems. To date, no LCC models have been designed
specifically for estimating c31 costs, a point which was
brought out in an interview with Mr Ralph Graves, a life
cycle costing expert from MITRE Corporation. He went on to
comment that the cost driving parameters are also not
known, which is a key problem (27). A company called
Desmatics, Inc. is presently developing a model which will

make 0O&3 cost predictions for c3

I equipment and help with
replacement decisions. It will then perform trade-off
analyses using the predictions which will indicate the

alternative effects of replacing a system with new

cqulpment, modifying, or simply maintaining an existing
cvstem (52; 46). The company 1is not attempting to identify ‘

cost drivers, but instead is developing the system to be Y
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used with the VAMOSC database.

Another problem is that, although there are many LCC
models in use today, none satisfactorily account for the
relationship between the design phase and the 0&S phase
(42:5). This problem leads the analyst to dcvelep a model
specifically for each new system as it goes through the
acquisition phase. This 1is done either by taking an
existing model and adapting it, or by designing an entirely
new model. This is expensive and time-comsuming.

Tt has been common practice, when designing or
modif{ying a model, to use cost-estimating relationships
(CERs5) . CERs are mathematical relationships which show the
cost of equipment or systems as a function of specific
variables. These can be simple relationships such as the

following calculation of fuel costs:
FC = GH (FH) (M) (C) (1)

where FC equals fuel cost per month, Gl equals gallons per
hour oer aivcratt, ¥ is the number of aircraft in the unit,
and T oeqguals tie cost per gallon of fuel. CIRs can also
o oaore compa.cLted multinle regression techniques, as

se1rl. The following CWR Is an example:

2 7)
. o= a o+ bhxCl ¢ cg¢2 (2)
whove i the total cost, a equals a constant generated by
Lo aoraecsion, boand ¢ oare reqgression coefficients, x and
23
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z are cost variables which are highly related to total
cost, and el and e2 are exponents of the independent
variables. Based on past experience, these variables are
those which have been found to have the most significant
impact on the magnitude of total costs (2:11). The
multiple regression equation shows the relationship of
these variables to total cost. CERs can be used for
systems such as aircraft, as well as equipment items, such
as avionics components (42:1-4). There are three common
types of CERs which differ on the basis of how they develop
costs. Costs can be estimated "by type of aircraft
structure, such as skin composition or machine plate; by
functional cost elements, such as direct labor; and by
acquisition phase" (42:3).

A report by the Air Force Human Resources Lahoratory
(AFIIRL) suggests a technique which goes a step farther than
CERs, which they call causal modeling. The objective is to
specifically relate system design to its effects on
manpower and materials, in other words, 0&S costs (42:5).

AFHRL developed a prototype model for avionics
components, many of which have C31 functions. tach piece :

of equipment was placed in one of the following categories:

transmitters, receivers, processors, sensors, displays, and
controls. Equations were then developed to estimate costs
for cach category based on the differences in design

(42:86). "The relationships were developed to analyze the

24




functional rather than the physical unit . . . through
multivariate regression" (42:12). AFHRL then tested these
relationships on components not in the original database
and found that the estimated costs were close to the actual
costs. "The concept governing these relationcships appears
valid. The relationships were developed for individual
categories of electronic and nonelectronic tunctions so
that predictions could be based on trends of similar
functions" {(42:14).

The primary problem in costing c31I systems has becen the

31 technology and predicting future

instability in C
technological developments. Most of our c31 hardware
requires high technology electronics and/or computers.
These fields are evolving on an almost daily basis, and
becaus> of this, so is the field of c31 (27). Along with
tiic changec occuring in hardware design, there is the
rapidly advanzTing area of software development. Software
acquisition is currently considered to be the primary cost
driver by most in the c31 field, despite the past and
present emphasis zolely on hardware costs (23:178,183).
Porert B. Doane of the Blectronic Systems Division, Air
Force Sy.tems Command, sees software as such an important
cost rhat e (e~ls the Air FPorce should base system

purceates on software costc, not hardware costs, and should

huy qulpment compatible with existing softwarce
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The nature of CJ1 systems also dictates that there be
extensive human interface with the equipment. To get the
most effective C31, systems should be developed on-line
with the user, utilizing an evolutionary approach
(20:184) . This is contrary to the traditional acquisition
method used for weapon systems. "Communications, command,
and control system requirements are intrinsically
evolutionary, partly because thev must operate in a
constantly, but not always predictably, changing
environment, and because they must support numan decision
making . . . [this] implies a continuous and close
cooperation between the end users of the system and the
developers . . ." (20:189).

Because of this changing environment, system design and
the acgquisition process must be flexible, capable of
meeting changing needs and assimilating changing
technology. Systems must also be flexible when it is
necessary to join forces with allies in creating a

world-wide C31 net. Although all these systems will be

different, they ultimately must be interoperative if joint

overations are to be successful (20:181).

Three [Examples

i study conducted by the Rome Air Development Center
(RADC) 1n 1981 found that some of these problems were

nregsent in the Tactical Air Control System (TACS), the

26

. v e .t : d CoLt e - - .. PRANEY y 2 Y |
R X P A N S AP AL W B EPAE RPU SO D P U W PP S S P - ittt S —




"-!
r“
w.\
.
v
>
-
i

primary c3 system used in rapid reaction scenarios (41:1).
The study reported that the TACS "cannot rapidly deploy,
accomplish its mission and survive," and as a result U.S.
and allied forces could possibly be unable to "detect,
identify, intercept and destroy enemy air forces™ (41:1).
RADC presented a solution in the study report. Since the
goals of c31 are to provide effective coordination and
enemy detection during battle, and to survive in order to
provide this service, RADC developed a system which allowed
individual components to coordinate with each other while
bheing distributed over the battle area for survival
(41:1,6). One key development was that the equipment was
made interoperable by the use of a universal adapter called
the ECxternal Bus Interface Unit (41:9). The system was
also designed to be highly user-oriented with touch screen
technology and programmable operator control functions
(41:12). The system was also specifically designed to have
standardized maintenance procedures and reduced maintenance
requirements through better MTBF and mean-time-to-repair
(MTTR) (41:13).

Another example of the problems facing €31 can be found
in the Alr Force SLEK IGLOO Proqram which was initiated to
modi’ r radar stations in the Alaskan Alr Command. The goal

' +
Woeds

« reduce Oa&S costs but maintain the present
opcrational capability. At the outset of the program,

“leoctronsc Systems Division (ESD) of Air Torce Systems

to
-~




Command (AFSC) gave all the prospective contractors the
SEEK IGLOO LCC Model which had been specifically developed
for this program from an existing model by the MITRE
Corporation (37:4). This gave both the contractors and ESD
a common method for estimating LCC costs. The model
identified the cost drivers, permitted trade-off analyses
of the proposed designs, and facilitated comparison of the
contractors' proposals. It also served notice to the
contractors that the Air Force is serious about reducing
0&S costs (37:6) .

3ecause the LCC model was available to and used by the
contractors before the design was frozen, they were able to
easily make design changes which resulted in lower LCC, due
to substantial savings in 0&S costs, despite the higher
initial cost (37:9). By using the model, the contractor
was alcoo able to identify the individual equipment items
which were the cost drivers for this systeam (37:11). 1In
this program, using the LCC model was successful because
the information produced by the model was used in the
contract award process. This gave the contractors
incentive to heavily utilize the model in their design
process (37:13).

This last example is about a c3 system acquisition that
wi not o successful, It is the acquisition of the c3
systen for the NORAD Cheyenne Mountain Complex Combat

Opecations Center. This system was to replace the existing




system in early 1977, but it was plagued by a multitude of
problems which caused cost overruns and schedule slips.
The first problem was that the performance requiremants
were too strict, with too many unnecessary but "nice to
. have" requirements (57:18-2@). There was no flexibility
for the design team to use to keep costs down with design
changes. By the time some of the requirements were
relaxed, the cost had overrun millions of dollars and the
initial operational capability date had been slipped two
years. Now, instead of using DTC concepts, the project was
having to use "design-to-available-funds" procedures
(57:21) .

At the same time, NORAD was being faced with the
problem of buying a computer system which was inadeguate
and Jdid not meet the performance requirements. It was a
business-oriented computer which was also used by the World
wide “lilitary Command and Control System (WWMCCS), but its
capabilities could not meet the capacity reqguirements of
NORAD,. Tt would, however, provide lower cost as it was
ilready in the inventory, and it would allow compatibility
wich $MCrs.  The end result was that NORAD was forced to
Luv three of theze mainframe computers in order to just
Aeet thelr reguirements, which cost an additional 100
million <ollars, not to mention much wasted time
(57:724-29)

. The syztem did not provide any capablilities

shove what was provided by the existing systen.
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Lastly, this program had the almost universal problem

.
"y

5 of lack of coordination and communication between the

MO program acquisition office and the using command due to

o distance. The program office was at ESD, Hanscom MA,

. while, of course, NORAD is in Colorado Springs CO. This
}-; distance made communication difficult, and caused problems
ﬁ:ﬁ with duplication of effort and lack of coordination
(57:30-33).

A Despite these difficulties, the new C3I system at NORAD
did become operational. It was three and a half years
late, though, and almost twice as costly as planned

(57:3).

Comments and Conclusions from Literature Review

31 is not only important, it is necessary for this
nation's survival, both in peacetime as an early warning
system, and in war-time as a command and control system.
1t is the link between the commander, the weapon system,
g;; and the operators in the battlefield. Every effort must be
5% made to insure that CST is given equal priority with weapon

s75tems in the budgeting process. Specific attention will

o

> nceded since the tendency will be to reduce funding for

- ~
'\

R primarily due to the tremendous cost of the advanced
e technology used in these systems.

‘lany attempts have heen made on a variety of programs

-, to use a life cycle costing approach and to incorporate

30
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design to cost methodologies. A few of these have been
mentioned in this review. They have served their purpose.
None, though, has solved the problem. These attempts have
been temporary fixes which worked on a given program. For
the most part we are still borrowing models and methods
from the large weapon systems, and modifying them. There
are still no models built specifically for c31, which
account for the design characteristics of C3I, and no
method for using life cycle costing for c31 This is not to
say that there is only one method that would work or that
there is only one model that would be correct; just that,
there are no LCC models or methodologies developed for the

3

peculiarities of C-I equipment. Mo models are available

which can be applied to c3

I equipment in gencral, as there
are models for aircraft in general.

The costs of C31 systems will have to be controlled, in
order for the military to procure the bhezt possible system
for the least amount of money. The use of 1L.CC analysis to
determine the lowest life cycle cost will enible the
military to achieve this objective. LCC analysis includes
the itdentification of cost drivers, which this thesis will
accomplish specifically for c31 system 0&S costs. A model
must then be located among existing models that will
eotimate costs for the identified drivers. Tinally, the
"best” aodel amongst existing models must b determined, or

a nev nodel suggested or developed.

31




X 10

&

Vg
P

I1II. Methodology

Chapter Overview

The methods used to conduct this thesis research will
be discussed in this chapter. The initial work consisted
of phone and personal interviews, as well as a search of
the literature. The next step was to collect ac 1ial cost

data from C3

I systems and perform several statistical
tests. Lastly, the statistical results were analyzed to
determine the important Cc31 variables. The analysis was

conducted to answer the research question.

Initial Search and Problem Determination

The purpose of the initial search was to determine the
exact status of C3I LCC. This meant determining the
characteristics of the overall problem of costing c31
equipment, determining the work already accomplished and
that currently being done, determining the specific aspects
and intricacies of the problem, determining the policies
and rules involved, and determining the attitudes of the
people in the field. To do this, an extensive search of
the literature in this area was conducted. The literature
included books by experts in the field of life cycle
costing, other theses on LCC and c3r, government reports,

articles in scientific journals, and trade magazines.
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At the same time interviews by phone or in person were
conducted with personnel knowledgeable in the field of c31
life cycle costing. The purpose of these interviews was to
obtain expert opinions on the factors and cost drivers
these individuals see as important, based on their
experience in Cc31 and LCC. Personnel interviewed are both
military and contractors working in comptroller branches
and €31 design offices at AFSC/ESD/ASD, HQ AFLC/MML
(VAMOSC) , and the Air TForce Institute of Technology School
of Systems and Logistics. The author also attended a
demonstration by Desmatics, Inc. on a costing model

currently being developed.

Data Collection and Statistical Testing

The actual cost data was obtained from the VAMOSC
office at HQ AFLC, Wright-Patterson AFB. The data
conprises five categories of Q&S costs for several hundred

plieces of CIr equipment, for one to seven years, and is

filed by type-model-scries number. The type-model-series
(TMS) codes are listed in Appendix A. Through Jdiscussion
with VAMOSC personnel, it was determined that only a
relatively small number of the categories of cquipment were
nunesous or predominant in the inventory. On the hasis of
their expert opinion, and a study of the actual database,
the most important equipment categories were chosen for the

statistical analysis. These were also the categories which
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contained the largest numbers of items. The categories
were grouped by type of equipment or mode of use. One
group consisted of four types of equipment: 1) radar; 2)
radico; 3) wire; 4) special combination systems. The second
group contained equipment designated by five different
modes of use: 1) ground; 2) portable; 3) transportable; 4)
fixed; 5) mobile. These are the primary types of equipment
or confiqurations. It was necessary to select only primary
types of equipment in order to have a large enough group to
conduct a valid statistical test. Some types of equipment
were not well represented in the database because there are
not numerous items of that type in operation; these
equipment items were not included in the analysis.

The next step was to perform the statistical tests on
the database. The purpose was to determine the cost
drivers for C31 systems from statistical analysis. More
specifically, the goal was to determine whether all types
of C31 systems had the same or different cost drivers. The
first procedure performed was a discriminant analysis. The
purpose was to determine if it is possible to statistically
discriminate between the groups on the basis of specific
variuzbles, which would then indicate that costs are not the
same for each group and that different cost drivers would
e anplicable for ecach category of equipment. In this
casze, each category should be costed separately. Three

discriminant analyses were performed to determine if one
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pattern of groupings was better than another for costing
purposes. The first discriminant used the four groups of
equipment types, the second used the five groups of
equipment usage modes, and the last was based on a

. combination of type and mode.

The objective in performing a discriminant analysis on
this data is to determine if group centroids from the
population are significantly different from one another, in
other words, whether it can be assumed that the groups are
from the same population (39:7-1). Tor example, it is to
determine 1if it can te assumed that, based on the cost
data, both radio and radar components come from the same
population. The analysis is made based on the same cost
variables for cach group, variables "on which the groups
are expected to differ" (28:435). Each group, instead of
having a mean, has a centroid, which is a column vector,
the elements of which are the mean for each variable in

that specific group. Since there are five variables, the

vector has five elements. Figure 2 illustrates graphically
twvo samples of observations (X and 0) for two group
centroids and the resulting centroids. In this figure the
centroids are represented in two dimensional space because
there are two varlables. ltlore often, though, there are a
number of variables and thus the centroids would be in

nultidimensional space.
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The following discussion of discriminant analysis is a
summary of class notes from Applied Multivariate Analysis,
St 6.35, conducted by Lt Col Joseph W. Coleman, at the
o School of bngincering, Air TForce Institute of Technology
: (1%) . The centroid for one of the groups in the types of
) oquipment cateqory would be represented as follows:
N
e
o -
s §lk
S 2k
3 Xy = X9k (3)
24k
X5k

where X, is the centroid for the kth of four groups in the

category, and Xq, through Xgy are the sample means for the
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five variables in the kth group. There are g groups where

g = 4 for the equipment type discriminant, g = 5 for the
mode discriminant, and g = 20 for the third discriminant
which combined type and mode; there are p = 5 variables. A
combined group centroid can then be calculated which is the
vector of the sample means for each variable for all g

groups:

g9
= (1/n) Y n %y (4)
k=1

1l

where X is the combined group centroid, n is the total
sample size, nyp is the sample size of the kth of g
groups, and Xy is the centroid for the kth group. The
group centroid and the combined group centroid are needed
for performing the discriminant analysis.

In order to determine whether and how the groups
differ, a number of discriminant functions nust first be
built. These are linear combinations of the five
discriminating variables. They can be thought of as
various planes in multidimensional space. The centroids
are also located in this space, and 30 have coordinates on
the discriminant functions., The idea i3 to build functions
which give maximum separation between the groups, where the
nlanes provide maximum separation. If this i3 achieved,
cascs which are from the same group will have similar

scores for the discriminant functions, and cascs from other
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groups will have very different values.
Before the discriminant functions can be built, the
partitioning of the variances must be accomplished. The
total sample variance is divided into its parts, the within
group variance and the among group variance. This is
similar to the partitioning of the sum-of-squares for
univariate analysis of variance (ANOVA) (18:343-352, 456).
The total sum-of- squares and crossproducts is represented

as follows:

)! (5)

15

g Ny
T = 2 Z(_Xik"z)()_‘lik‘
k=1 i=1

where T is the total sample variance, or the
variance/covariance matrix, Xik is the vector of the ith of
n observations in the kth of g groups, and X is the
combined group centroid. The within sum-of-squares and
crossproducts for group k is:

g g nk
W= ) Wy = PIEDD (X1 = Bp) (X5 = Rp)! (6)
k=1 i=1

where W is the summation of all within group variances, Wy
iz the within group variance for the kth group, xi) is the
vector of the ith observation in the kth group, and %, is

the group centroid of the kth group. From this the within
groups covariance matrix can be derived, which is the

nmultivariate version of the pooled estimate of variance:
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where 5., 1s the within groups covariance matrix, n is the
number of observations, g is the number of groups, and 7 is
the within group variance. The among sum-of-squares and

crossproducts is:

(8)

[P
1%1
—
B4
-~
|
]

g
A= 2N (%y -

k=1
where A 1s the anong group variance, ny is the number of
observations in the kth group, Xy is the kth group
centroid, and X is the combined group centroid. Since the
total variance equals the within and among variations, then

1t i3 clear that the following equality holds:
T =W+ A (9)

where T is the total sample variance, W is the within group
variance, and A is the among group variance.
Mow it is possible to develop the linear discriminant

functions of the general form

P
i=1

where ry is the function score for each ith observation, a.

]
is a1 weighting factor for the jth of p variables, xi5 is
the ith observation for the jth of p variatiles, and Xj is
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the mean of the jth of p variables. This represents the
weighted sum of the deviations of each of the i
observations of each variable from the mean of the
variable. The function score is similar to the factor
score in factor analysis (28:468-478, 487-490; 39:6-1 - -
6-31). As was discussed earlier, the values of this
function score should be similar for cases from the same
group and population. This function can now bhe extended to

the kth group:

P
J:

where £, is the function score for the ith observation of
the kth group, aj is a weighting factor for the jth of p
variables, Xi3k is the ith observation of the jth of p
variables in the kth grcv», and Yj is the mean of the jth

of p variadbles. 1In matrix terms, the function score is:

I

X (12)

Eiw = a' (x5 -

where £;, 1s the function score for the ith observation of
the kkth group, a' is the vector of weighting factors for
che p variables, xj;, 1is the vector of the ith observation
in the kth group, and X is the combined group centroid. By

teveral processes which will be omitted here, the total of

the tunction scores squared can be found to be the total

sum-of-squared deviations:
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a'Ta = a'Wa + a'ha (13)

where a'Ta is the sum-of-squared deviations of the function
scores, f;,, from their mean, a'Wa is the sum-of-zquared
deviations from the within group mean or centroid, and a'Aa
is the sum-of-squared deviations from the between group
centroid. As mentioned earlier, in determining the
discriminant, the goal is maximum group separation or, in
other words, maximum among group distance and minimum
within group distance. To find this, the following

maximizing objective function will be used:

Max a'Aa (14)
a'Va
subject to: a'Wa =n - g or a'S.,a =1

W

where a'Aa is the sum-of-squared deviations from the among
group centroid, a'Wa is the sum-of-squared deviations fron

the within group centroid, n is the number of observations,

7 the number of groups, and S, is the within groups
covariance matrix. The alternative form of the constraint
comes from the identity in equation 7. The constraint is
inposed on the value of a so that a un.Jjue solution to the
maximization problem is possible. The objective function
is now sct equal to A, the cigenvalue, which means that now
the objective i3 to maximize A. By solving using the
Lajrange multiplier technique, the following is equation

obrtained:
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(W la - AT)a = © min(p,g-1] (15)

where Ul is the within group variance, A is the between
group variance, A is the function being maximized, I is the
identity matrix, a is the vector of the weighting
coefficients, and the rank of this matrix is the minimum of
p, the number of variables, and g - 1, one less than the
number of groups.

In order to maximize the original objective function
which has been set equal to A, the largest A is chosen,
along with i1ts associated eigenvector, a. The number of
non-zero eigenvalues is the minimum of (p, g -1). The
eigenvalues are placed in descending order, Al, Az. e
The maximizing constraint is satisfied by scaling the
eigenvector, a, which requires that a be multiplied by +
[(n - g)/c]l/2 since a'Wa = ¢ where n is the number of
observations, g 1s the number of groups, a'VWa is the
sun-of-squared deviations from the within group centroid,
and ¢ i35 some numeric value.

The last step in calculating the discriminant is
determining its power, or how good the function actually is
in ceparating the groups. By derivation, the following

aquation is obtained:

A (loo (16)
A+l
where A is the eigenvalue which 1is being maximized. This
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is the percentage of the variation which is e¢xplained by
each elgenvalue. The larger the eigenvalue and the higher
the percentage of variation it explains, the better the
function is for separating groups. The number »f functions
which will be built is either equal to the number of
variables, or one less than the number of groups. All
thesze functions may not be useful in separating the groups,
as will be determined by the magnitude of the eigenvalue.
Although there is no rule, the analyst may accept only
those functions which are felt to contribute to explaining
the variation or are statistically significant. then the
vercentage of the cigenvalue becomes too small, the
remaining functions might not be used.

After developing the discriminant functions it is

necessary Lo test for the equality of group centroids and

1

~hie significance of the discriminant functions. The Wilks'
lamoda statistic 1o used to do this. It io assumed that
the populations are multivariate normal and have equal

covariances:

Xip ~ Mo 20) (17)
vhare sy 15 the vector of a sample of i observations in
Fhoeonthy o groun, and the right hand side indicates that this

sratiatic 03 <dlstributed normally with a mean of My and a
variance 0724. Likewise, by the Central Limit Theorem,

Lhe Listribution obf the sample centroids can be shown to be
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normal:

R ~ Ny, 1/n30) (18)

where X, is the centroid for the kth group, which is
normally distributed with a mean of M, and a covariance of
1/ny Y, where np is the number of observations in the kth
group. The null and alternative hypotheses to be tested,
that the population group centroids are equal, can be

written as follows:

I ‘l]_: ”2...=”g

H,: At least one M, not equal

where the Ms are the group means, as noted in eguation 18.
If the null hypothesis is rejected, then the assumption is
that the centroids differ, and that the groups do not come
from the same population, so they should not be costed
identically. The test statistic starts with the Wilks'
lambda, which represents a likelihood ratio test of the
hvpothesis that all yroups have identical centroids:

A = Error SSCP = |l (19)

Total SSCP IT|

where A is the VJilks' lambda value, SSCP stands for
sun-of-squares and crossproducts, W is the within $SCP or

the within variance, and T is the total S83CP. There i=s no

simple convenient distribution for lambda, though, so
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approximations are used. One of these approximate
evaluations is the Bartlett's chi-square which is based on

a transformation of Wilks' lambda:

X3 = -in-prg- 1l InA ~xg (g -1 (20)

2
where Xg is the chi-square value, n is the number of
observations, p is the number of variables, 71 is the
minimum of (p, g - 1), g being the number of groups, A is
the "7ilks' lambda value, and x 2

a,plg

chi-square distribution with a level of significance of a

-1) indicates a

and degrees of freedom of p(g -1). The level of
significance used for this test was §.05.

A WJilks' lambda is calculated as each variable is
entered into the discriminant. The significance of the
equivalent F statistic for this lambda indicates whether
there is a significant difference between the group
centroids. If the value for the significance of F is below
the level of confidence of 9.05, there is a significant
difference.

A Wilks' lambda and chi-square are also calculated
tvofore the fivrst discriminant function is built. This
indicates how much discriminating power exists in the
cariables being used. The lower the lambda, the more
disceriminating power (2%:140). As each discriminant

tunction i bLuilt some of the discriminating power is
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removed, which is indicated by increasing Wilks' lambda
values and less significant chi-squares. It is possible
for the lambda to become very large, and thus
non-significant, before all the discriminant functions are
built., It is the researcher's decision which determines
when the lambda is so large as to be non-significant.

The last part of the discriminant analysis is to build
the classification functions. The primary use of this
function is to identify the group to which a new
observation most likely belongs, when only the values for
the discriminating variables for that case are known. The
classification function can also be used to determine how
well the discriminant functions will perform. The cases in
the database which were used to build the discriminant
functions are classified using only those functions, and
then the actual group membership is compared with the
membership predicted by the functions. The percentage
correctly classified is a measure of the success of the
discriminant function.

The second purpose for the classification function is
the only one used in this thesis., Due to this, the
mathematical derivation of classification will not be
discussed here, since the function will not be used to
classify new cases. For a complete discussion of
clastification and discriminant analysis and for the full

mathematical derivations, consult An Intro to Applied
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Multivariate Analysis, by Charles W. /ct!lichols (39).

Finally, no analysis can be assumed to be correct
unless the assumptions are followed. The first assumption
is that of homogeneity of the population

variance/covariance matrix. The matrix, S which is known,

w’
is the unbiased estimate of the population matrix. The
Box-M test will be used to test for homogencity. The

hynotheses are as follows:

Hot 23 = Zp= . . .= Z

g

H,: At least one Z not equal

where T iz the variance/covariance matrix. The level of
significance used for this test is @.0081. It is set at
this level because the test is very sensitive. The
obijcctive is to fail to reject the null hypothesis. If the
null hypothesis is rejected there are other conditions
which can be considered. 1If each group has 20 more
obhservations than the number of variables, then the
3artlett's approximation of the Wilks' lambda can still be
considered robust, even though the Box-!11 was rejected.

~he next assumption concerns multicollinearity, which
i3 the existence of a relationship between two or more of
the independent variables. If multicollinearity exists it
iz o problem in analyzing the effects of the variables, but
Aot in prediction. To get around a multicollinecarity

prolemn stepwise insertion of variables can be used, and

A7




> W v, e e e W e e A T e T

iial . wr - - - w # . A "Rie" §80" 4 2000 SPRAL SN L SR S i)

was used for this analysis. This method maximizes the
minimum distance while minimizing multicollinearity.

The third assumption is normality. MNormality is robust
to skewness but not to outliers. It is very difficult to
find outliers in a multivariate function, though, due to
the many dimensions. However, if the sample is large,
normality can be assumed, unless there is obvious evidence
otherwise.

The last assumption is linearity of the relationship
between the groups and the variables. It is also very
difficult to determine, due to the many dimensions of the
space. It will not be gpecifically tested for since the
deqgrec of discrimination is a measure of linearity.

The next test that was performed was a regression on
each group, which also generates a correlation matrix. The
correlation coefficients, r, in the matrix indicate the
strength of the linear relationship between the dependent
and independent variables. The correlation coefficient can
he a valuc between -1 and 1. The closer r is to either of
those values, the higher the correlation, or the stronger
the linear relationship. 1If the correlation is a positive
number then there is a direct relationship, whereas if r is
negative there is an inverse relationship. 7The hypotheses

tested for correlation are:

P =20

Bk i b

PRI

-




where P is the correlation coefficient. 1If the null
hypothesis is rejected then it is assumed that a linear
relationship exists between the dependent and independent
variables. Since the purpose of this thesis is simply to
determine which independent variable is most highly
correlated with the dependent variable (i.e. that variable
with the highest correlation coefficient with respect to
the dependent variable) a further discussion of the
mathematical derivation of correlation and the test
statistic will not be conducted here. The independent
variables are the cost variables while the dependent
variable is total cost. TFor each group, the independent
variable which is most highly correlated with total cost is
the cost driver. It is important to insure that this
relationship is logical, also, since a numerical
correlation does not necessarily prove correlation
(35:3-4) . This was done for all groups.

The regression analysis further determines what the
mathematical relationship 1s between the dependent and
indevendent variables. This relationship tells how the
independent variable can be used to predict the dependent
variable. The purpose of this is to build a CER for
estimating the total cost based on the cost driver
identified by the correlation. The most highly correlated
independent variable, the cost driver, will be the first

variable inserted in the regression. The simple linear
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N regression is of the following form:
- yi = BG + leil + ‘i i = l, 2, e« o s« 5 N (21)
where y; is the value of "the dependent variable for the ith
of n cases, xj; is the first independent variable of the .
AV ith of n cases, €, is a random error term, and BG and Bl
Cs
R
el arc the coefficients. The error term accounts for any
deviation from the predicted values of y; and Xj1 due to
_ random behavior. Figure 3 is a graph of the general linear
regression line in equation 21.
< Y
)
‘S
<
s X
o Figure 3. General Linear Regression Line
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The least squares technique is most commonly used to
estimate the coefficients of the regression. The
coefficients are found which minimize the sum-of-squared
ditferences between vy (i =1, 2, . . . , n), which is the
observed value of the dependent variable, and §;, which is
the expected value obtained by ising the estimated

coefficients, B: or b. This is also called the best fit

j 3°
aporoach. The difference between the actual value and the
cxpected value of the dependent variable is the expected

error, €., or e

i also called the residual. Thus, since

ir
deviation of the expected from the actual is unwanted, the
objective is to find regression coefficients which minimize

the sum-of-squared residual terms:
n n
I e?-3% (y; - 912 (21)

where ¢; is the residual, y; is the ith actual value of the
independent variable, and y; is the expected value of Vi
Through the use of matrix calculus, the minimization yields

the two normal equations in two unknowns, 8. and 8,:
9 4 1

(Ixil) Bg + (Ixil) 81 = zxi'/i
S ~ (22)
n BG + (XTXx;q) B]_ = Ty,
where n 1s the number of observations, ﬁg and él are the

cupectel values of the coefficients, x; is the value for

the 1wlevendent varilable, and y{ the value of the dependent
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variable. Since the values of the coefficients are

unknown, they must be estimated. Further derivation of the
normal equations yields the expression for calculating the

estimated coefficients, bg and bl' as follows:

by = X (x5 - X)(y; - 9)

I(x; - %) 2

(23)

o
]
i

1/n(Xy; - bp T x;)

where n is the number of observations, x; and X are the ith
observation and the mean of the independent variable,
respectively, and y; and y are the value and the mean of
the dependent variable, respectively. With estimated

values for the coefficients, the regression model now

becomnes:

where ?i i3 the expected value of the dependent variable, by
and by are the estimates of the coefficients, and x;; is
the 1ith observation of the independent variable.

There are several tests to determine the presence of a
liner relationship and to judge its strength. 7o test if ’
a linear relationship actually exists, the following
hycotheses regarding the value of Bl are used:

Ho: By =0

H:Bl*ﬂ

(]
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where Bl is the cofficient of the independent variable. If
the null hypothesis is rejected, then it is assumed that
there is a linear relationship since the coefficient is
non-zero. A value of zero for the coefficient means that
the independent variable would take on the value of zero in
the regression, indicating it has no influence on the
dependent variable. To test this hypothesis, an F
statistic is used. Calculation of this requires a
partitioning of the total variation (SST), the sum of the
squared variations, into the sum-of-squares regression
{3S5R) and the sum-of-squares error (SSE). This is a
similar concept to the partitioning of the variance already
described for the discriminant analysis, so the process
will not be derived here., Figure 4 is a graph of the
partitioned variation. A further description can be found
in any elementary statistics book.

The SSR and SSE are each divided by tliere respective
degreces of freedom to obtain the mean square regression
(1SR} and the mezan square crror (MSE). These arce then used

to calculate the I statistic:

Feale = HSR (26)

wherrs Youle is the calculated value of the I' statistic.

This value can then be compared to T 1 from the

critica

crirtlcal value table for the F distribution. 'or the

I I L 1

A B
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Figure 4. Partitioning of the Variance for Regression (10)

purposes of this analysis, a general rule of thumb was used

instead: 1if F,,9. 1s greater than 4.0 then the null

hypothesis is rejected and a relationship is assumed to
exist (8). This rule comes from the fact that the Fcrit
value from the critical values table is 3.84 for a sample
larger than 120 cases (18:624). If the T, 1, value is

greater than the T ¢ value then the null hypothesis 1is

cri

rejected. The T

t value can be found in the critical

ry Y iyt 31 t 1 1 a 1 1 2

va'lurs table by using the statistic F(a,k,n—k—l) where k
~juals the number of independent variables and n equals the

naner of cases (10; 18:456). Tor this research, then, the

val e of F(a'1'442) is 3.84, which is approximately 4.3.
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The level of significance for this test was set at §.05.

o The next test of the regression is to determine the

‘ strength of the relationship; in other words, what
proportion or percentage of the variation in the dependent
variable is explained by the regression relationship. This
nd is measured by the coefficient of determination, R2, or r?
‘ for a simple regression, The r?2 can be calculated by

v taking tre ratio of the SSR to the SST:

~
[\
]
n
n
o]

(27)

9]
w
-3

! where r2 is the coefficient of determination, SSR is the
regression sum-of-squares, and SST is the total
sum-of-squares. As is clear from the notation, r? can also
be calculated by squaring the correlation coefiicient, r.

. Since the r? is interval data and tells how significant the

- independent variable is, the r2 values for each regression

,j can be used for comparing regression equations, the higher

the value, the bhetter.

- ~s a final step, the assumptions must be tested. The
4 first assumption is that linearity exists, in other words
that the expected value of the residual is zero. This is
Jetcrmined by an examination of the scattergram on which

all data points are plotted. The presence of any obvious

non-linearity must be corrected by data transformation.

(@))]
(9]




A N S st e ik dhodie Saindirball ~ Shulit Wil Ml i Sl Al T YT YV L

' A PR T Y T T T N T Y T N T e e e "‘\j

The second assumption is that the variance of the error

terms 1s a constant, and thus that the data exhibits

homoscedasticity., This is tested by plotting the residuals

against the predicted values of the dependent variable on a
scatterplot and examining for unusual patterns. In the
desired pattern, the residuals would be evenly distributed
in a horizontal band across the plot. If the pattern
necomes wider moving from left to right (or vice versa), it
is indicative of heteroscedasticity, a condition which
should be corrected, if[ severe, by using a weighted least
squares technique.

“he third assumption is that the covariance of the
error terms is zero. If this is not the case, then the
condition is called autocorrelation, which is a
relationship between the error terms. This is also
Jetermined from the residual scatterplot. 1In this case the
pattern may be a diagonal across the plot, or a wave.
Serious cases of this should also be corrected for by data
transformation.

The fourth assumption is that of normality. The
residuals are plotted on a histogram and a normality plot.
Any outliers are identified on the histogram. Skewness is
chuecerked for on the normality plot. 4

nastly, the possibility of multicollinearity can be
invastigated with the correlation matrix. This condition

exlots when independent variables are related to each
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other. This is obvious if there is a high correlation

(f coefficient between independent variables. It should be

;;' corrected by one of a variety of methods (18:512-513). One
ol of the methods is the elimination of one of the highly

correlated independent variables.

o v Analysis of Results

Once the statistical tests were completed, the results
were analyzed to determine if the groups should be costed
separately, and what the 0&S cost drivers for c31 systems
should be. This entailed a study of the discriminant
o analysis to determine if there was a significant difference
between the groups first. Following that, the correlation
table was analyzed to identify the 0&S cost drivers for
;:ﬁ cach group. The regression results were analyzed to
N formulate the equation for predicting total cost from the
P) independent variable, the cost driver. Lastly, the

statistical assumptions of linearity, normality,

mualticollinearity, and autocorrelation were discussed.

= "oHraulation of Conclusions and Recommendations

The conclusions of this thesis were based on the

o analois of the statistical results and an intense study of }
o ter lilterature. They are the result of much time and

Y . , . .
) thotthit given to the subject, but are, of course, still the

&) Hointons of the author. The recommendations come from the

- ~ocacition that there is much more to be done in this
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area.

They are suggestions for further research which could

not be accomplished within the time and scope of this

thesis effort.
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IV. Analysis of Results

Chapter Overview

This chapter contains the results of the data analysis
and the statistical testing. The statistical results are
nresented in summary form in the chapter. The results of
the discriminant analysis and the regression are analyzed
with respect to the methodology discussion in the previous

chapter.

Databhase Analysis

The database used for this research was the Logistics
Management Engineering (LME) database, named after the
conmpany that developed it. This database is controlled by
the VAMOSC office at AFLC headquarters. The database
contains C-BE costsz f{or the years 1977 to 1983, when the
contract ended. Since this thesis only addresses c31
eauiprnent which is in the realm of C-I equipment, i.e.
ground ¢3r, this database was sufficient. Containing only
five categories of logistics costs it is not as
conprehensive as was desired; however, it is a far more

. accurate databaze, at this time, than the VAIIOSC C-E
datavasc.  The database is contained in Appendix B.
Initially, the C-E 0&S database at VAMOSC was to be

used for this thesis. This database was desiqgned to store
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information on 19 categories of 0&S costs which are shown
in Table I. Although in operation, the VAMOSC database is
incomplete, and inaccurate as well. This made it an

unsatisfactory database for this thesis.

TABLE 1

Comnunications-Electronics 0&S Cost Categories (17:20)

Category Subcategory

Unit Yission Personnel
Operations Personnel
Base Maintenance Personnel
Administrative Personnel
Supply Support Personnel

Unit Level Consumption
Fuel
Maintenance Material
éJtilities

Depot llaintenance
Replacement Investment

Installation Support
Base Operating Support
Real Property Maintenance
Communications

Indirect Personnel Costs
Temporary Duty
Permanent Change of Station
Unit Mission Personnel Health Care

Depot HNon-maintenance
General Depot Support
Engineering Support
Transportation and Packaging
Advanced Training

Operating and Support Cost - THMS Total
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.
;fl There are five costs categories in the LNE database: 1)
i; adjusted depot maintenance cost; 2) replacement investment
\ﬁ cost; 3) transportation and packaging cost; 4) base
:EE maintenance labor cost; and 5) base maintenance material
- cost. The total 0&S cost is also included, which is a
;ﬁ sumnation of these five costs. The costs are a combination
?ﬁ} of directly collected costs, factors, and allocated costs.
LM calculated the five costs in the following manner. The

) adjusted depot maintenance cost (ADMC) is calculated by
L - adding across the various categories of actual depot

ié maintenance costs for any given system, and then

55 multiplying this sum by the recoverable allocation factor
i} (RAF). This factor is computed as a ratio of components

= installed in end items, an end item being a C-L system such
ﬁ; as TACAN, and the component being the power supply for the
* TACAN:

%_ RAF = quantity of X installed in end item Y

o quantity of X installed in all end items
:- where X is the component power supply and Y is the end item
li: csuch as a TACAN. The ADMC is then adjusted for inflation.
é; Each year all costs in the database werce adjusted to latest
%
.:r year dollars.
;14 The replacement investment cost (RIC) is the cost of

' condemned recoverables, i.e. components which are normally

repaired., It is determined by obtaining the number of
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total condemnations for the year from the depot,
multiplying the number by the cost of the component, and
finally by the RAF. This value is then adjusted for
inflation.

The transportation and packaging cost {(TPC) is the most
complicated cost that is calculated. First, two factors
are computed, onc for CONUS shipments and one for
overseas. These two factors are then combined into a
s5inule transportation and packaging factor. TFor each
component, the total number of repairs is multiplied by the
PAI', which gives the expected number of shipments.

Combined with the pounds of crated component shipped, this

results in the following equation:

TPC = TPF x expected shipments x pounds of component

where TPC is the transportation and packaging cost and TPF
is the transportation and packaging factor. This cost is
then adjusted for inflation.

The base maintenance labor cost (BMLC) is a combination
of scheduled and unscheduled maintenance costs. The
documented hours for unscheduled maintenance were added to
the programmed hours for scheduled equipment inspections.
This sum is multiplied by the hourly labor rate which was
supplied to LME by the Air PForce. This cost was also
adtiusted for inflation.

The last category is also a factored cost, base
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maintenance material cost (BMMC). As this database was

being designed, LME collected actual maintenance material
costs and related those to the number of labor hours used
to yield a factor for dollars of material costs for each
labor hour. This factor, when multiplied by the BMLC,
resulted in the BMMC. The BMMC was then adjusted for
inflation.

The next step was to analyze the database in order to
determine what it contained specifically and what was
pertinent. The database contains approximately 300
equipment items, representing many of the TMS categories.
An interview with personnel at the communications
electronics ground support branch (LOC/CFEC) at AFLC
revealed that all ground c31 systems can be narrowed down
to five crucial installation or use categories: 1) ground;
2) portable; 3) transportable; 4) fixed; and 5) mobile
(22) . These are the most important categories of ground
ecquipment in terms of accomplishing the c31 mission, and
also the most numerous in the ground c31 inventory. Within
these categories, four types of equipment predominate:

1) radar; 2) radio; 3) wire; and 4) special/combination
svstems. Since these types of equipment fall into onc of
the five use categories, a matrix was formed to show what
equ.pment was in the database and how many in cach
category. The recults are in Table II.

nly these primary categories were used in the
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TABLE TII

*
AN

Database Items by Type and Mode of Installation

Mode of Insctallation

AN Type Ground Portable Transportable TIixed I!obile
EE Radar 4 @ 3 6 7
- Radio 19 4 9 13 6
5 Vire 2 0 12 11 1
;k; Special 1 ) 7 3 3

analysis. There were two reasons for this. First, since
they are the most crucially needed and most numerous
categories of c31 ground equipment, it is imperative that
these systems be cost-effective. To determine
cost-cffectiveness, the cost drivers must be known.

Secornd, in order to be statistically valid, it was

N necenssary that the largest sample of equipment items

A

:b available be used. These categories provided the largest
?é samples. It wa3s also found that all equipment items were
1? not costed in all seven years during which the database was
ﬁ. maintained. In order to insure an even weighting and to

}; orovoant bilas by systems with a larger or smaller number of
ﬁg ;ammles, only items with at least the last four years of

;:: data were chosen for the statistical test.
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- Discriminant Analysis

Before the statistical tests were conducted, the data
was coded in three ways. The first g3rouping was based on
type of equipment (four types), the second by mode of use
(five nodes), and the third by the combination of type and
node (2¢ combinations). The purpose was to determine which
characteristic, or combination of characteristics, was best
for costing c31 equipment. The assumption was that pieces
of equipment of a given type, e.g. radar, would have
similarities whether the use mode was fixed or mobile, and
likewise, that all transportable equipment, for example,
would have similarities, whether it was radar or wire. The
statistical tests were then used to determine if these
similarities affected costs in such a way that different
costing methods need to be developed. 1If so, methods could

be developed for costing categories of systems making c31

costing more accurate and less costly than the current
method of developing costing equations for single systems.
The type and use categories were combined to determine if
costing would be more accurate when the cquipment was
grouped more specifically; in other words, to Jdcetermine if
therce was a difference in costs of rada: systenms depending
on whether they were used in the fixed or mobile mode.

“he first statistical tests conducted weroe discriminant

cnrlyses of the three groupings. The first discriminant

was used to determine if the four types ol cquipment were




siqgnificantly different from each other, based on the cost

data. The second discriminant tested for a signifi~ant
difference in the five use categories, while the third
tested the 20 combination groups.

Results. All tests were run using the Statistical
Package for the Social Sciences (SPSS). Tables III through
V present a summary of the results for the three
discriminant analyses. The discriminant programs are in
Appendix C while the complete statistical results may be
found in Appendices D through F. The variables were
entered in a stepwise manner for two purposes: 1) to
determine the most important variables for the category; 2)
to prevent multicollinearity, the correlation of two or
more independent variables.

Analysis. The first discriminant produced a good
distribution of cases by group in that there was a fairly
large number in each group. 1In the second discriminant,
group 2 is rather small in comparison to the others. The
third discriminant had some groups with no cases and others
with very few. This simply indicates that there were no
cases with that particular combination of type and mode,
but it does reduce the number of groups. The small number
of cases in each group has an effect in several ways.
Groups with small numbers of cases do not give as accurate
a4 picture of total costs for that equipment as larger

Jroups.
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Table III

Results of Discriminant Analysis 1

Discriminant 1: TYPE

Group Number of Cases
1 80
2 204
3 104
4 56

Group Separation

Variables Entered Significance - F Between Groups
RIC .0495 2 4
ADMC .0000 3 4
TPC .0000 3 4
BMLC .g0aae 2 3
______ - T Eigenvalues
Function Eigenvalue Percentage of vVariation
1 .285 82.35
2 .44 12.61
3 .017 5.04

Functions

Atter Tunction Wilks'Lambda Chi-Squared Significance
9 .733 136.293 .000
1 .942 26.321 -300
2 .983 7.589 .022

" Classification

rercentage of Grouped Cases Correctly Classified - 43.92

Box M Test

Significance of the T - g
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TABLE IV

Results of Discriminant Analysis 2

A St i A A AR ACA R A S AN P S A PN

Discriminant 2: MODL

Grou Nunber of Cases
1 104
2 16
3 124
4 132
5 68
Group Separation B
Variables @ntered Significance - F Between Groups
BMLC .3000 3 4
RIC .0000 1 2
TPC L0000 1 2
ADMC .0030 1 2
T o Cigenvalues
Function Eigenvalue Percentage of Variation
1 .305 89.54
2 .026 7.63
3 .009 2.77
4 .000 .06
T Functions T
After Function Wilks' Lambda Chi-Squared Significance
0 .740 132.215 .000
1 <965 15.460 .079
2 .990 4.219 .378
3 1.000 +393 760
Tt - Classification
Percentage of Grouped Cases Correctly Classified - 30.86
T T T T T Box M test
Slgnificance of the T - g
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TABLE Vv

e Results of Discriminant Ahralysis 3

Discriminant 3: TYPE/MODE COMBINATION

‘ Group Number of Cases Group
: 1 16 11
- 2 76 12
- 3 8 13
(- 4 4 14
g 5 4 15
il 6 16 16
" 7 0 17
¢ 3 ) 18
. 9 12 19
J 12 36 20

NMumber of Cases

48
28
24
52
15
12
28
24

4
12

Group Separation

Variables Entered Significance - F Between Groups
BMLC 0000 15 16
RICC .0000 3 6
ADMC 0000 3 6
TPC .0000 3 6
Eigenvalues
Function Eigenvalue Percentage of variation
T .70l 64.60
2 <194 17.87
3 .120 11.09
4 070 6.44

Functions

After Function Wilks'Lambda

Chi~squared

Significance

Box 1 Test

significance of the F - @

[ <411 384.787 0

1 .699 155.017 .000

2 .834 78.348 .000

3 .935 29.214 .006
T o “Classification
Percentige of Grouped Cases Correctly Classified - 17.57
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;; In all three discriminants all variables with the

(: exception of BMMC, the base maintenance material cost,
entered. The variables did not enter in the same order for

- each discriminant, though. This indicates that the

| variables have differing levels of importance depending on .

TE the method of categorizing equipment. BMIIC was not as

: important in separating groups on the basis ol cost data as

the other four variables, so it did not enter. Variables

arc entered by SPSS in the order which maximizes the

minimum distance between groups, thus providing the

greatest separation of the discriminant functions. The

significance of the Equivalent F for the Wilks' lambda was

below the 0.95 level of confidence for all groups in all

discriminants. This indicates there is a significant

difference between the group centroids based on the cost

variables. The between groups column shows which two

groups had the closest values for that variable.

5 All discriminants built the maximum number of functions

> possible, one less than the number of groups or equal to

| the number of variables, whichever is less. 1In

discriminants 1 and 2 the first function was very powerful

and explained most of the variation between the groups, as
: inricated by the high percentages of variation explained,
i ©2.3% and 89.54 respectively. Discriminant 3 was also
jJood, but not as nigh at 64.60 per cent. This discriminant

also relied much nmore on its second and third functions to
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separate the groups. This is most likely due to the small
number of cases in each group. The fourth function on
discriminant 2 can be eliminated as it contributes no
predictive value with an eigenvalue of .000.

The low Wilks' lambda and high chi-squared values for
the functions indicate that considerable discriminating
power existed in the variables before the first
discriminant function was built., By building the first
fanction 1in discrimingnts 1 and 2, most of the
‘discriminating power was removed as shown by the very high
Wwilks' Lambda and the dramtically lower chi-squared
values. Punction 3 of discriminant 2 removed virtually all
ot the vemaining discriminating power. This was also clear
from thie low elgenvalue and percentage of variation for
function 4, as was discussed earlier.

“he classification functions (see Appendices D - F) are
Yhe ltast o indicaticn of hew well the functions are able to
dlscriminate.  In comparing actual group membership with
group preoealieied by the discriminant functions, the
rsorininant analysis based on types of equipment was
Sleariy berter. 1t predicted 43.92 per cent correctly,
aas st the 30036 correctly classified in discriminant 2,
«H7 per cent correct in discriminant 3. ILven 43 per
cent o 1 onot outstanding (50 per cent is desirable, but
yirea not achieved with real world data), but it i3 much

votro s than random which would be 25 per cent for a
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discriminant with four groups, such as number 1. Although
discriminants 2 and 3 are also better than random
prediction, they are still much lower than what is possible
if discriminant 1 is used, which indicates that those
groupings are not as good for predicting costs as the first
grouping. The effect of the large number of groups and
correspondingly small number of cases per group is evident
in the low percentage for the third discriminant. Without
a3 many sample cases from which to build the discriminant
function, the function is not as accurate a discriminator.

Before the discussion of the analysis is complete, the
assumptions must be reviewed. The first assumption is that
of homogeneity of the covariance matrix and is tested by
using the Box M test. Based on the significance of the F
value, which is less than the level of significance, 0.85,
the null hypothesis must be rejected, indicating that the
covariance matrices are not equal. In this case the next
te3t is to determine if each group has 20 more observations
tiian the number of variables. 1f so, the chi-square
anproximatior. of the Wilks' lambda can still be considered
- he robust, or reasonably accurate over a range. The
only Jdiscriminant analysis which passes this test is the
first discriminant.

“he second assumption concerns the independent
voarianles and their relationship. To avoid the problems of

suiricollinearity, stepwise insertion was used.
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Multicollinearity can create problems in analyzing the
effects of the variables, so it was necessary to eliminate
it.

As mentioned in the methodolngy, the last two
asscumptions, normality and linearity were not specifically
tested for in the discriminant analysis. They are very
difficult to test due to the multiple dimensions of this
type of analysis. There are no programmed tests available
for these assumptions because of this difficulty. However,
normality was assumed since the sample was large and there
was no obhvious evidence to the contrary. Linearity was
alco assumed since the degree of discrimination was good

and can he used as an indication of linearity.

Reqression Analysis

Results. Since the discriminant showed that the method
of grouping equipment by type was the best for providing
groun separation based on the cost variables, this grouping
was also used in the regression analysis. Since the first
discriminant was the only one which passed all the tests of
the assumptions the other discriminants were not tested at
all in the regression. Four regressions were run, one each
lor vadar, radlo, wire, and gspecial/combination systems.
The rzegression program is in Appendix C. Complete
statistical results are contained in Appendices G through

J. A summary is provided in Tables VI through T1X.
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w TABLE VI
bid
Y Results of Regression A
"-1":‘-‘
b
'O T Regression A: RADAR
.-
T Correlation
Q-' variable Most Highly Correlated: ADMC
- Correlation Coefficient, r: .983
Regression -
Coefficient of Determination, r2: 96593
: bgz 24349.35727
. Foale: 19.192
: Significance of F: 0800
o by: 1.94865
o Foale: 2211.641
‘f: Significance of F: L0000
SO
L~
Ny TABLE VII
b
o Results of Regression B
J — :
- Regression B: RADIO
Correlation
R variable Most Highly Correlated: ADMC
I Correlation Coefficient, r: .810
SR L
L T Regression
;} Coefficient of Determination, r2: .65542
D by 9181.47308
~,~” l“ca‘“, : 66.191
e 5ianificance of F: L0000
- b]: 1.54383
e “calet 384.217
fi Significance of F: L0000
L3 e — e
=
Rh)
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o TABLE VIII

N Results of Regression C

Regression C: WIRE

- =
Al
.

Correlation

Ry B

variable Most Highly Correlated: ADMC
Correlation Coefficient, r: .963
- Regression
Coefficient of Determination, r?; 92748
by: 5916.95722
Fealce® 26.188
Significance of F: 3000
by: 1.56810
Foale! 1304.569
Significance of I: 0000
TABLE IX
Results of Regression D
7 "Regression D: SPECIAL/COMBINATION SYSTEMS
Correlation
Variable Most Hignly Correlated: BMLC
Correlation Coefficient, r: .935
) Regression
Cocfficient of Determination, r?: .87359
byt 12881.25504
Fcalc: 4 0043
Significance of P: .0494
bl: 1.65895
Feale® 373.177
Signitficance of F: 00039
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L Analysis The correlation matrix revealed that in all
i;f cases at least one variable was highly correlated with the
dependent variable, total cost. For the first three _
.’f regressions this was the same variable, ADMC. The

fapi relationship was not the same, though, as is evident from
the regression coefficients. It does indicate that, for
the most part, the adjusted depot maintenance cost is the
S most important contributor to total cost, and thus is the
cost driver. For reg ¢ssion D, the most highly correlated
e variable was BMLC, base maintenance labor cost. The
correlation coefficient for regression B was the lowest,
but still very satisfactory. Regression A had a second
variable which was also very highly correlated, TPC, with a
(- correlation coefficient of .978. This is an indication of
L multicollinearity. This is also evident from the high

- correlation coefficient between these variables, .957.

fﬁ This problem was solved by only using one of the two
correlated independent variables.

= As would be expected, with such high correlation
coefficients, all the regressions also had satisfactory
coefflicients of determination. For regression A, C, and D,
53: this coefficient was exceptionally good. This indicates
that the linear relationship betwecn the dependent and
independent variable is very strong and much of the
variation in the dependent variable is explained by that

independent variable. This is desirable in identifying
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cost drivers. The coefficient of determination for
regression B is not as high as the coefficients for the
other regressions, but it is still very good.

The remaining entries in the tables have to do with the
regression coefficients. The values of by and by are given
for each regression. These can be used to prepare the cost

estimating equations as follows:
Yradar = 24349.35727 + 1.94865(ADMC)
Yradio = 9181.47308 + 1.54383(ADNC)
Ywire = 5916.95722 + 1.5681¢ (AD!MC)

Yspec = 12881.25504 + 1.65895(BMLC)

where y 1is the dependent variable, total 0&S cost, for that
system based on the value of the independent variable in
parentheses. All the F,,1. values for the coefficients are

over the minimum 4.9, indicating that there is indeed a

linear reiationship between the independent and dependent
P;; variables; in other words, that Bl # 0. The significance
i!ﬁ of ' values for all the coefficients are also less than the

level of significance, 0.05, which verifies that the F

values are statistically significant and that the null

v hypothesis, B4, = 9, should be rejected.

L ’

Z§: The assumptions must now ' : tested., The first is the
:{ ascumption of lincarity which is tested with a scattergram
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of all data points. There was no obvious indication of

a

z

{ non-linearity, so linearity is assumed.

o The second assumption, that the variance of the error

terms is a constant, is tested by plotting the residuals

against the predicted values of the dependent variable on a *
scatterplot. An examination of the scatterplots was then

conducted to find unusual patterns which would indicate
heteroscedasticity. Although the pattern of the

distribution was not perfect, there was no indication of

severe heteroscedasticity which would need to be

corrected.

The next assumption is that the covariance of the error
terms is zero. The scatterplots are again examined for
this condition. There was no indication in any of the
plots of autocorrelation.

i "he assumption of normality is tested with the
- histograms and normality plot. The histogram identified
some outliers, but an investigation of these points did not

reveal that they were unusual, thus they were left in the

A database. The normality plot showed that all the
regressions had a slight amount of skewness; none were

concidered severe enough for corrective action since this

-

wais fell to be a normal condition for real world data.

~

ae condition of m iticollinearity has alreadyv been

Jdiscussed. This was found in regression A, hut was
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corrected for by eliminating one of the highly correlated
independent variables by stepwise insertion of the

variables into the regression.
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V. Conclusions and Recommendations

Conclusions

This thesis has answered the research questions posed .

a
‘e

L]

in chapter one. In addressing the first question, a search

z

PR

of the literature and interviews with experts in the field

4{.

r
A

were conducted. This background investigation revealed the
4 importance of high technology and user interface. c31

¢

- systems hold a uni«que place in the implementation of

:;- P g s . 3 . .
" military strategy and tactics. C2I cannot be considered in
[T

-~ the same category as weapon systems. It is neither a

nuclear nor a conventional weapon, but it is a necessity if

those weapons are to be used effectively by the military,
S both in deterring and fighting war. c31 systems are the
eyes, ears, and nervous system of the country and cannot be
) compromised. They cannot be taken to the wvsargaining table
‘%5 with our opponents as are weapon systems. This country
cannot afford to bargain away its c3r capability because it
N is so vital to survival.

Another factor that must be considered in the
development and costing of C31 systems is the extremely
rapid rate of change of high technology, so much of which
has to do with C’I systems. Along with this is the fact
that, by their nature, C3I systems require an extensive

uscr interface., These two factors combined make special
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acquisition techniques necessary. An evolutionary
acquisition approach would work better than the traditional
method. The evolutionary approach would require bulding an
architecture for the systems, consisting of a core
structure of requirements based on current technology.

From this the system would be built as quickly as

possible. There should be considerable user involvement
durinjy the entire process to insure that the user interface
with the systems during operation is considered during
design and development. The objective of this approach is
to get systems out to the field earlier, so the user has a
system to test and one with which to perform the mission.
This testing involves both searching for problems and
looking for areas for improvement to be integrated into the
next system. Due to the constantly changing technology, if
an approach such as this is not taken, the new systems will
remain on the drawing board, being permanently redesigned
for each change in technology and never reach the user.
This approach to acquisition will also hopefully produce
less costly, more affordable systems. Since the unproven
rechnology i3 not being used, the system gces through fewer
desiqgn changes, and spends less time in the acquisition
vhase. The combination of the use of more proven
technology and less acquisition time should lower
acguisition cost. This approach will not come into use

overnight; it will require that the current desire for the
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state-of-the-art technology be tempered with cost

considerations, and that current acquisition procedures be
modified.

Increasing 0&S costs, while not a C3I—specific problem,
must be dealt with nonetheless. The VAMOSC system,
although not complete, is serving the important function of
collecting all 0&S costs in one common database. With this
data, the real extent of 0&S costs can be determined and
the militaury will be able to take specific positive steps
toward lowering and/or limiting these costs.

Another important set of factors is reliability and
maintainability (R&M). These are just as important to c31
systems as to weapon systems. Currently, the military is
putting increased emphasis on R&M in order to obtain
affordable systems in which it can have confidence. This
current attention is good, but if R&M becomes simply
another buzzword and falls by the wayside, the military
will be back where it started or worse, due to today's ever
rising costs. The military must continue to demand
reliable, maintainable systems.

The problem of increasing costs and a decreasing
military budget is going to have to be dealt with head on,
from the top echelons of the military down., Tt will
require, among other things, developing cost-effective
systems. This means that DTC and LCC concepts will have to

be vigorously applied. This is a problem for c31 systems,
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since there are no specific €31 LCC models. FEven the costs
drivers for C31 systems are unknown. The second research
sub-question was the preparatory step to determining the
cost drivers. To determine if the primary categories of

ground c3

I systems should be costed using the same
variables and costs relationship, a discriminant analysis
was performed. Three groupings of the data were tested,
one based on type of equipment, the second based on mode of
use, and the third on type/mode combinations. The
discriminant analyses were all statistically significant
and indicated that all groups should not be costed in the
same manner.,

The grouping based on type of equipment was the best
statistically and so was chosen for the next part of the
analysis which was to answer the third sub-question,
identification of cost drivers. Regression analysis was
used fo {ind the cost drivers. TFour regressions were run,
one for each of the four types of equipment. The
correlation matrix generated by the regression was used to
identify the costs drivers. A simple regression indicated
that there was a clear linear relationship between the cost
driver and total 0&S costs, and provided the coefficients
tor the coust estimating equation. The cost driver for each
equipment type follows: 1) radar - adjusted depot
maintenance cost (ADMC); 2) radio - ADMC; 3) wire - ADMC:

and 4) special/combination systems - base maintenance labor
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cost. Although three of the four types of equipment have
the same variable as the cost driver, the relationship of

" that variable with total 0&S cost is not the same for each
type. The estimating equations, which can be found in
chapter four, show the exact mathematical relationship
between the dependent variable and the independent cost
driver variable. It is not surprising to find that ADMC 1is
the cost driver for three groups. Depot maintenance has

long been known to be a high cost item.

Recommendations

This research has generated a number of ideas and needs
for further research. They are presented below in the
order which the author felt they should be accomplished.

It may not be possible to conduct the research in this
order, though, due to circumstances beyond the researcher's
control. This should not be a deterrent to tackling the
problems. Each step should, at least, be accomplished when
the prerequisite conditions are met.

Recommendation 1. Another statistical analysis should

be conducted using the methodology presented in this
tnesls, but with the completed VAMOSC C-E database. The
VAMOSC database will be more comprehensive than the LME
database.

ecommendation 2. A study should be made of currently

available LCC models in light of the cost drivers which

b "R M TN )
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this thesis has identified. These models should then bhe
run using the VANMOSC database. The purpose of the
investigation would he to identify those models, if any,
which address the variahles known to have an influence on
the cost drivers, or those models which can be modified
slightly to do this.

Recommendation 3. If no LCC models are found which are

satisfactory for costing c31 systems, a model should be
designed specifically for use on c31 acqguisitions which
contains variables appropriate for addressing the cost
drivers. This model should then be distributed to ESD and
ASD at ArscC.

Necommendation 4. The methodology of this thesis

should also be used to perform a statistical analysis of
the component support cost system (CSCS) database at
VANMOSC. CSCS contains cost information on airborne C31
cguiprent.  TU 1s just as important that the cost drivers
for airborne C31 be identified, but it was beyond the scope
of this thecis 2tfort. Once the cost drivers for the
airvorne €31 systmes arce identified, a LCC model can then
he located or denigned for use 1in acquiring cost-cifective

dirborne C’1 systens.
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RASN Appendlx B: Theslis Database

GPA-125 1. 1. 1. 110.00 2,33 5.99 6206.16 3735  6361.83
GPA-125 1. 1. 2. 171.64 5.17 9.64 6133.36 6.89 6326.69
GPA-125 1. 1. 3, 99.16 0.00 5.87 6189.72 30.47 6325.23
GPA-125 1. 1. 4. 225.08 0.00 10.77 6140.99 10.08 6386.91
GPA-131 1. 1. 1. 3451,21 3.31 804.28 9453.10 787.85 15934.99

GPA-131 1. 1. 2. 4036.38 48.84 691.90 9358.45 748.24 14883.80
GPA-131 14 1e 3.  2692.82 69.29 456.83  4909.86 76975 13398.59
GPA-131 1. 1 4.  2685.49 16.74 418.62 9587.83 844.23 13552.91

GPA-133 1. 1. 1.  2265.08 10.45 101.78  9028.00 2206.64 13611.95
GPA-133 1. 1. 2. 2922.21 8.16 210.83 9091.08 2233.04 14465.32
GPA-133 1. 1. 3.  3470.33 41.79 207.39  9307.15 2323.46 15350.13

GPA-133 1. 1. 4. 4551.26 51.11 250.15 10544.24 2841.14 18237.90
GPN-12 1. 1. 1.  5422.36 24.19  1106.56 29265.37 4136.64 39955.11
GPN-12 1. 1. 2. 8831.04 27.72 14616.30 28859.00 3966.59 56300.85

GPN-12 1. 1. 3. 6224.67 79.68  2537.41 27620.71 3448.40 39910.87
GPN-12 1. 1. 4. 7091.96 829,25 4195.41 30712.10 4742.06 47570.78
GRA-111 2. 1« 1o 4449.92 122.23 718.33 2317.97 90.63 7899.08

GRA-111 2. 1. 2. 5401.57 38425 844.41 2517.99 90.64 8892.87
GRA-111 2. 1. 3. 4B46.57 305.95 840.91 2607.10 127.92 8728.46
GRA-111 2. 1. 4. 5984.85 377.95 886.43  2922.97 260.11 10432.31%

GRA-116 2. 1. 1. 120.10 0.83 37.79 938423 164.53 1261.48
GRA-116 2. 1. 2. 111.48 0.00 36.23 1107.16 235.22  1490.09
GRA-116 2. 1. 3. 68.86 1.97 1191 1266.10 30173  1650.56
GRA-116 2. 1. 4. 34.20 3.88 6.80 1416.71 364.76  1826.35
GRA-120 2. 1. 1. 1377 0.00 1207.37 928.12 8.23 2857.48
GRA-120 2. 1. 2. 682.74 77.15  1184.64 941.16 13.69  2899.39
GRA-120 2. 1. 3. 1121.20 67.90 2125.21 957.57 20.55  4292.43
GRA-120 2. 1. 4. 2216.97 137.32  2544.54 990.81 34.46  5924.09
GRC-115 2. 1. 1. 0.00 0.00 0.00 25186.04 2074.73 27260.77
GRC-115 2. 1. 2. 0.00 0.00 0.00 23263.26 1270.10 24533.36
GRC-115 2. 1. 3. 0.00 0.00 0.00 22850.56 1097.40 23947.96
GRC-115 2. 1. 4. 0.00 0.00 0.00 23826.50 1505.80 25332.30
GRC~158 2. 1. 1. 40.32 0.60 1165 1215.52 52.47 1320.56
GRC-158 2. 1. 2. 82.54 3.65 23.68 1241.21 63.22 1414.30
GRC-158 2. 1. 3. 81.14 1.40 27.10  1491.33 167.89 1768.84
GRC~158 2. 1. 4. 56.57 1.13 19,78  1823.34 306.82 2207.64
GRC-171 2. 1. 1. 585.43 377 49.48 1889.16 33.60 2621.44
GRC-171 2. 1. 2. 263.59 1.80 59.63 1923.44 107.94  2356.40
GRC-171 2. 1. 3. 308.27 6.16 55.91 1968.41 126,76  2465.51
GRC-171 2. 1. 4. 324.50 7.42 55.94 1942.82 116.05 2446.75
GRC-175 2. 1. 1. 279.27 10.81 26.99  1359.71 315.56  1992.35
GRC=-175 2. 1. 2, 291.00 16.38 47.83  1279.83 282.13 1917.18
GRC-175 2. 1.+ 3. 439,92 11.90 60.65 1313.66 296.29  2122.42
GRC-175 2. 1. 4. 519.29 11.43 51.29 1568.80 403.06 2553.88
GRC-188 2. 1. 1. 1439.37 0.00 423.69 6530.25 768.56 9161.86
GRC-188 2. 1. 2. 9610.88 0.00 1944.46 9971.76 2208.74 23735.84
GRC-188 2. 1. 3. 1564.12 0.00 407.07  4782.99 37.38 6791.56
87
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GRC-188
GRC-66V
GRC-66V
GRC-66V
GRC-66V
GRN-19A
GRN-19A
GRN-19A
GRN-19A
GRN-20A
GRN-20A
GRN-20A
GRN-20A
GRN-208
GRN-208
GRN-20B
GRN-208
GRN-20C
GRN=-20C
GRN-20C
GRN-20C
GRN-26
GRN-26
GRN-26
GRN-26
GRN-27V
GRN-27V
GRN-27V
GRN-27vV
GRN-28
GRN-28
GRN-28
GRN-23
GRR-23
GRR-23
GRR~23
GRR-23
GRR-24V
GRR-24V
GRR~-24Y
GRR-24V
GRT=-21V
GRT=-21V
GRT-21V
GRT=-21V
GSA-135
GSA-135
GSA-135
GSA-135
GTA-6
GTA-6
GTA-6

2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.

1.
1.
1.
Te
1.
1.
1.
1.
1.
1.
1.
1.
1.
Ve
1.
1.
1.
1.
1.
1.
1.
1.
Te
1.
1.
1.
1.
1.
1e
1.
Te
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
e
1o
1.
1.
e
Te
1.
1.
1.
Te
1.

4.
1o
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.
4.
1e
2.
3.
4.
1.
2.
3.
4.
1e
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.
4.
1
2.
3.
4.
1.
2.
3.

827.52
0.00
0.00
0.00
0.00

17418.12
5105.19
6380.07
7284.19
5526.77
5601.19

17087.47
1935.75
3930.23
3678.22
6339.65
4664.56

13675.96
3747.57
3414.17
3253.59
1442.16

940.48

439.02

993.42

4644.59
4877.28
2271795
17966.86
2593.19

303.71

662.96

732.58

69.29
54.82
38.63
36.56
147.46
58.78
47.41
51.95
355.48
80.10
149.52
165.87
45.16
31.71

666.62

490.60
4.48

289.97
0.00

0.00
0.00
0.00
0.00
0.00
25.26
68.60
58.24
326.30
0.00
2515.48
611.58
815.44
3.96
16.88
22.64
17.97
169.87
315.23
229.91
215.41
0.00
0.00
0.00
0.00
37.06
322.41
484.74
707.75
44.98
0.00
31.98
35458
0.00
0.01
0.79
0.27
0.24
0.41
0.82
0.37
0.08
0.40
3.49
3.7
1.59
1.60
6.54
1.30
0.00
0.00
0.00

11.02
0.00
0.00
0.00
0.00

1251.13
1401.15
1569.58
1571.40
858.45
1721.57
1340.12
676.58
795.93
974.90
1228.86
889.74
1832.79
861.27
1418.06
1156477
515.49
575.73
13.23
81.87
569.57
450.36
897.31
1297.10
767.15
11179
132.35
226.70
6.23
165.64
4.03
2.81
18+25
6.09
5.07
5.38
118.84

29.37

43.44

34.18
8.77
5.72

18.99
2.82
0.00

52.48
0.00
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7691 .55
20312.96
29624.58
43157.46
26051.34
10946.88
10438.00
10885.39
10202.48

7001 .84
10244.30

9750.70

9712.47

8987.73

8348.89

9412.16

9866.26
12405.38
11756405
12438.14
13100.98

1359.31

1196.88

1670.34

863.03

13372.16
11859.34
14108.24
14035.23

1565.84

1385.54

1434.01

1745.30

433.09
450.32
432.42
425.38
913.98
955.78
922.69
916.71

674.06
621.77
714.77
690.06

4074.65

4243.48

4472.54

4951.68

3242.21

3342.34

3214.44

1254.53
8335.68
12232.34
17895.49
10737.04
2515.42
2302.47
2489.69
2203.91
2144.41
3501.29
3294.74
3278.74
1746.26
1478.92
1923.88
2113.90
1605.12
1333.39
1618.83
1896.21
214.02
146.05
344.17
6.34
4265.32
3632.24
4573.35
4542.80
300.45
224.99
245,27
375.54
54,51
61.73
54.23
51.29
53.00
70.49
56.65
54.14
231.39
209.51
248.42
238.08
944.80
1015.46
1111.31
1311.82
89.57
131.47
717.95

9784.62
28648.64
41856.92
61052.96
36788.38
32156.82
19315.41
21382,97
21588.29
15531.47
23533.83
32034.62
16418.99
15464.12
14497.81
18927.20
17552.45
29689.12
18013.51
19119.10
19622.95
3530.98
2859.13
2466.75
1944.66
22888.70
21141.64
42781.59
38549.74
5271.61
2026.03
2506.57
3115. 71
563.12
732.52
530.11
516432
1132.93
1091.56
1032.64
1028.56
1379.84
941.14
1159.65
1131.91
5074.98
5297.98
6276.00
6758.22
3336426
3816.217
3292.38




GTA-6
GTC-28
GTC-28
GTC-28
GTC-28
PRC-25
PRC~-25
PRC-25
PRC-25
PRC-66B
PRC-66B
PRC-66B
PRC-668
PRC-77
PRC-77
PRC-177
PRC-77
PRC-104
PRC-104
PRC-104
PRC-104
TCC-20
TCC-20
TCC-20
TCC-20
TCC~-3
TCC-3
TCC-3
TCC~3
TCC-7
TCC-7
TCC-7
TCC-7
TCC-76
TCC-76
TCC-76
TCC-76
TCC-77
TCC~77
Tce-77
TCC-77
T6C~-20
TGC~-20
TGC=-20
TGC~20
TGC-26
TGC-26
TGC-26
TeC=26
TGC-27
TGGC=-27
TGC-27

3.

4.
1.
2.
3
4.
1.
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.
4.
1.
2.
3
4,
e
2.
3.
4.
Te
2.
3.
4.
e
2.
3.
4.
1.
2.
3
4.
le

.
» Le

3.
4.
1.
2.
3.
4.
1.
2.
5

0.00
1075.06
642.31
713.67
1465.29
82.31
41.05
29.26
36.26
50.84
154.12
357.62
531.90
2.37
7.21
1.75
14.55
0.00
0.00
4.35
18.49
16.01
0.00
0.00
0.00
500.54
225.69
0.00
446.22
150.67
468.34
402.04
121.54
5684.96
30400.66
24961.12
7742.19
6410.05
51010.78
27114.59
8123.60
8469.45
8712.07
16.84
20510.34
92724.44
1332.01
79269. 21
110109.63
2026.27
6217.28
15136.63

0.00
26.17
23.46

0.00
46.78

0.00

0.00

0.00

0.00

0.00

0.00

405.05
614.95

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.83

3.62

0.00

0.00

0.00

369.25
81.06
0.00
338.22
23.61
104.51
176.33
72.40
74.39

0.00

0.00

0.00
74.39

0.00

0.00

0.00

0.00

0.00
29.74

0.00

345.72
92.85
27.99

138.74

336.14
94.01
10.56

0.00
40.32
16.20
17.57
29.31
13.18

4.28

4.84

4.35

9.61
25.67
12.03
10.93

0.38

0.92

0.22

1.73

0.00

0.00

0.17

1.62

3.85

0.00

0.00
10.10

438.64
114.17
0,00
324.69
76.80
246.54
281.57
124.35
131.04
5724.72
8587.37
266.05
170.16
13406.10
8181.98
271.64
4481.97
5689.05
31441
14236.84
8066.41
334.64
7172.31
18149,.80
2311.46
1706.65
4355.18

33

3042.30
1853.93
1271.12
1664.02
1383.31
1694.28
1700.27
1713.79
1768.54
2084.81
2072.61
2077.18
2113.14
3204.87
3217424
3219.69
3226.33
2732.40
2738.98
2746.93
2779.06
966.26
939.60
981.46
938.73
3459.75
3411.55
3440.53
3706.82
1585.27
1623.05
1426.30
1406.64
1020.49
1485.32
3210.30
6601.83
923.59
1084.08
7335.29
13519.56
5825.36
5943.29
6082.58
6179.25
18309.82
14242.99
15558.73
15130.01
4580.78
5732.56
5575.60

5.91
471.69
227.80
392.22
274.75

12.04
14.55
20.21
43.12
23.41
18.30
20.21
35.26
10.58
15.76
16.79
19.56

2.95

5.70

9.03

22.48
11.52
0.36
17.88
0.00
53.88
33.71
45.84
157.27
169.18
184.99
102.66
94.43
34.21
228.73
950.59
2369.85
82,37
149.53
2765.49
5353.44
144. 11
193.46
251.75
292.20
6242.89
4541.03
5091.64
4912.23
1194.62
1676.61
1610.93

3048.21
3467.17
2180.90
2787.47
3199.43
1801.81
1760.16
1768.11
1852.28
2168.67
2270.70
2872.09
3306.18
3218.19
3241.14
3238.44
3262.17
2735.36
2744.68
2760.48
2822.47
1001.26
939.96
999.34
952.20
4822.07
3866.19
3486.38
4973.23
2005.53
2627.44
2388.89
1819.37
6945.10
37839.42
37709.38
16979.92
7660.54
65650.49
45397.35
27268.24
18920.89
20537.87
6412.31
41018.62
125689.29
20543.53
107118.88
148440.40
10449.27
15427.12
26668.89
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TGC=27 3. 3. 4. 30666.42 39.78  7709.67 5016.67 1377.03 44809.57
TGC-28 3. 3. 1. 28794.72 336.49 9013.71 8936.13 1192.44 48273.50
T6C-28 3. 3. 2. 22778.22 84.83 5600.20 10484.41 1840.36 40788.02

TGC-28 3. 3. 3. 10189.89 5.83 5033.17 *11012.61 2061.39 28302.90
TGC-28 3. 3. 4. 31701.27 17.84 11119.33 11671.12  2336.96 56846.53
TPB=-1C 1. 3. 1. 16758.36 4440.58 3244.65 30528.79 4766.72 59739.10
TPB-1C 1. 3. 2. 27817.68 0.00 235.47 25658.01  2728.44 56439.60
TPB-1C 1. 3. 3. 60353.32 0.00 272.96 30903.90 4923.70 96453.88

TPB-1C 1. 3. 4. 113176.56 3683.69 2535.08 31593.59 5212.31 156201.23
TPS-43E 1. 3+ 1. 31335.01  4627.83 3754.12 28383.01 6276.47 74376.45
TPS-43E 1+ 3. 2. 46427.66 1249.64 4759.27 25855.76 5218.88 83511.21
TPS-43E 1. 3. 3. 69449.99 1555.84 9728.56 26725.88 5583.00 113043.27
TPS-43E 1. 3. 4. 116016.51 2562.43 15890.60 28597.69 6366.30 169433.54
TPX-42 1. 3. 1. 9675.34 33.29 1840.96 11796.16  3947.95 27293.71
TPX-42 1. 3. 2. 8522.73 45.34 1298.15 8998.16 2777.06 21641.44
TPX-42 1. 3. 3. 8930.77 157.52 1411.02 6081.01 1556.32 18136.65
TPX-42 1. 3. 4. 8419.89 218.34  1171.07  7478.27 2141.03 19428.60

TRC-89 2. 3. 1. 351.69 8.57 79.94 4362.46 925.85 5728.51
TRC-89 2. 3. 2. 1067.31 0.00 86.78 4061.78 800.03 6015.90
TRC-89 2. 3. 3. 420.30 1.68 109.53 4913.34 1156.38 6601.23
TRC-89 2. 3. 4. 264.63 0.00 5130  3901.49 732.95  4950.37

TRC-136 2. 3. 1. 2988.96 282.76  2001.24 9363.44  3221.38 17857.78 4
TRC-136 2. 3. 2. 3593.04 3524.36 705.04 9718.61 3370.01 20911.06
TRC-136 2. 3. 3. 10936.85 762.03 4380.64 3613.14 815.04 20507.70
TRC-136 2. 3. 4. 11393.51 1507.83 4102.23 2024.03 150.04 19177.63
TRC-96 2. 3. 1. 3069.54 2373.71 827.69 21473.86 1382.99 29127.79
TRC-96 2. 3. 2. 7205.99 9500.25 3873.89 18738.31 238.23 39556.67
TRC-96 2. 3. 3. 1070.86 1178.22 221.95 18873.06 294.63 21638.73
TRC~-96 2. 3. 4. 0.00 0.00 0.00 18390.07 92.51 18482.58
TRC-97A 2. 3. 1. 14537.43 520.55 3418.90 16499.60 2608.80 37585.28
TRC-97A 2. 3. 2. 11945.94 384.73 4405.53 15316.82 2113.84 34166.86
TRC-97A 2. 3. 3. 11426.50 669.71 3955.29 15024.71 1991.60 33077.81

TRC-97A 2. 3. 4. 12668.21 459.71 2547.95 16338.61 2541.44 34555.93
TRN-25 2. 3. 1o 0.00 0.00 0,00 21340.15 59.83 21399.98
TRN-25 2. 3. 2. 0.00 0.00 0.00 22141.97 395.37 22537.34
TRN-25 2. 3. 3. 0.00 0.00 0.00 21917.89 301.60 22219.48
TRN-25 2. 3. 4. 0.00 0.00 0.00 21318.31 50.69 21369.00
TRN-26 2. 3. 1. 7470.65 0.00 982.10 11774.40 834.19 21061.34
TRN-26 2. 3. 2. 4079.68 3.60 865.73 12535.61 1152.74 18643.36
TRN-26 2. 3. 3. 13204.01 285.95 1644.77 11277.25 626.14 27038.13
TRN=26 2. 3. 4. 21136.21 19.46  2409.18 12207.97 1015.63 36788.44
TRN-31 2. 3. 1. B8026.27 241.80 8239.45 11609.91 1817.14 29934.56 .
TRN-31 2. 3. 2. 8171.70 68.60 12140.45 10364.80 1296.09 32041.64
TRN-31 2. 3. 3. 24949.62 59.45 28811.48 12315.00 2112.20 68247.75
TRN=31 2. 3. 4. 15651.67 320.63 18036.24 10568.22 1381.22 45957.97
TRN-41 2+ 3. 1 0.00 0.00 0.00 423,94 0.00 423.94
TRN-41 2. 3. 2. 309.19 0.00 202.64 424.61 0.28 936.72
TRN-41 2. 3. 3. 359.73 0.00 73.50 442.53 7.78 883.54
TRN-41 2. 3. 4. 2103.11 0.00 134.05 475.35 21.51 2734.01
TRN-42V 2. 3. 1. 0.00 0.00 0.00 393.66 0.00 393.66
TRN=-42V 2. 3. 2. 221.54 9.60 290.39 848.22 190.22  1559.98
TRN-42V 2. 3. 3. 25.18 18.53 93.69 663.49 112.91 913.80

9y
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TRN-42V
TsC-15
TSC-15
TSC-15
TSC-15
TSC-53
TSC-53
TSC-53
TSC-53
TSC-62
- T5C-62
TSC-62
T5C-62
TSM-109
TSM-109
TSM-109
TSM-109
TSQ-92v
TSQ-92V
TSQ-92V
TSQ-92V
TSQ-93V
T5Q-93v
TSQ-93v
TSQ-93v
TSW-7
TSW-7
TSW-7
TSW-7
TTC-7
TTC-7
TTC-7
TTC-7
TTC-22
TTC-22
TTC-22
T1C-22
TTC~30
TTC-30
TTC-30
TTC-30
FCC-17
FCC-17
FCe-17
FeC-17
Fce-21
FCC-21
Feec-21
FCL-2:
FoC-22
Fee-22
Fec-22

2.

3.

3.
3.
3.
3.

3.

4.
1e
2.
3.
4.
1o
2.
3.
4.
1.

3.
4.
1.
2.
3.
4.
1«

3.
4.
1.
2.
3.
4.
Te
2.
3.
4.
1.
2.
3.
4.
T
2.
3.
4,
1
2.
3.
4.
1.

3.
4.
i
2.
3.
4.
1e
2.
3.

198.03
7865.74
4772.44
5403.80
4297 .46

13249.36
15876.05
29736.67
24398.96
8326.52
8932.41
6748.80
27395.53
5002.25
2879.48
2329.27
5566.20
18106461
14442.36
40824.44
49583.0%
108654 .86
7592.57
19702.20
18325.95
10576.71
13255483
12527.64
11840.81
0.00
0.00
1277.31
7141.63
12972.58
16606.16
4377336
32245.94
45735.82
83902.44
126865.77
85397.33

409.73
1056.29
1404.14
1497.97

515.05
1207.85
1437 .47
1198.52

31035
1056.29
1404.14

19.46
196.07
99.02
24.47
0.00
1759.77
833.58
22.17
1125.57
330.42
96.30
14.31
89.06
0.00
391 .64
68.38
44.85
412.66
353.04
3244.04
10904.83
14466.75
57.70
1335.85
1687.73
500.49
263.91
97.94
498.44
0.00
0.00
0.00
0.00
159.26
1221.56
0.00
685.79
89.21
427.35
1541.42
3219.19
16.95
0.00
27.28
22.03
9.44
0.00
27.28
22.03
9.44
0.00
27.28
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255451
2583453
2110499
2203.16
1513.03
71323.86
6990.26
4564.68
7352.87
4005.84
2985.45
1522.90
6094.35
150.90
135.36
12.00
278.22
13200.15
6016.29
41332.35
27441.69
46850.75
1923.75
11445.18
6308.99
6125.44
4883.69
6339.64
4605.79
0.00
0.00
0.00
572.20
2748.70
6117.57
8873.47
10383.49
9544.52
12930.11
23322.58
17280.36
49.52
70.99
154.47
134.65
127.57
139.99
174.13
145.04
43,53
70.99
154.47

91

921.64
2800.07
1470.97
1421.47
2082.17

23023.48
20279.76
16400.45
17189.98
5753.49
6875.80
5757.13
6266.37

136422

580.40

568.99

978.44

110997.53
108406.43
122912.71
132767.04
125458.70
121165.85
121289.19
130021.87
11101.41
10514.90
11681.28
13609.43
6547.93
6381.36
7120.58
6247.55
33951.50
33887.10
39529.35
36565.78
53753.20
61415.45
57898.06
59645.96
18171.15
18389.00
17887.34
18146.38
1072.15
1340.80
1284.13
1256.44
17683.56
17860.65
17850.37

e v e

220.94
778.92
222.56
202.01
478.50
4984.05
3835.88
2212.49
2542.89
1482.62
1952.27
1484.14
1697.24
156.02
90.82
86.04
257.38
2097.23
1012.92
7083.40

11207417

St

4359.77
2550.77
2602.39
6256.77
2757.50
2512.06
3000.16
3807.04
269.08
199.37
508.72
143.38
1827.17
1800.23
4161.35
2921.81
3777.62
6984.06
5512.13
6243.57
267.01
358.17
148.24
256.64
55.83
168.25
144.54
132.95
62.96
137.07
132.77

‘. ‘&'- [ A

1615.58
14224.33
B8675.59
9254.92
8371.16
50340.53
47815.54
52936.46
52610.27
19898.71
20842.22
15527.29
41542.55
6045.39
4077.69
3064.69
7125.10
144814.18
130231.05
215396.94
231903.79
299820.83
133290.64
156374 .81
162601 .31
31061.55
31429.68
33646.67
34361.50
6817.01
6580.74
8906.61
14104.76
51659.21 .
59632.62
59337.54
82802417
112900.10
165659.40
215139.96
171786.42
18914.35
19874.45
19621.47
20057.67
1780.05
2856.90
3067.56
2754.99
18109.84
19124.99
19681.78

- ~
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FCC-22
FCC-58V
FCC-58V
FCC-58V
FCC-58V
FGC-20X
FGC-20X
FGC-20X
FGC-20X
FGC-25X
FGC-25X
FGC-25X
FGC-25X
FGC-52X
FGC-52X
FGC-52X
FGC-52X
FGC-61A
FGC-61A
FGC-61A
FGC-61A
FPN-16
FPN-16
FPN-16
FPN-16
FPN-16A
FPN=16A
FPN-16A
FPN-16A
FPN=47
FPN-47
FPN=47
FPN=47
FPS-6
FPS-6
FPS-6
FPS-6
FPS-6A
FPS-6A
FP3-6A
FPS=6A
FFs-8
FPS-8
FPs-8
FPS-8
FRA-90
FRA-Q0
FRA=9G
FRA=90
FRC=109
FRC=109
FRC-109

3.
3.
3.
3e
3.
3.
3.
3.
3.
3.
3.
3.
3.
3.
3.
Je
3
3
3
3.
3.
1.
1.
1.
1.
e
1.
1.
1.
1.
Te
1.
1.
1.
e
1.
1.
e
1.
e
1.
1o
1.
le
1e
2.
2.
2.
2.
2.
2
2.

4.

4.
4,
4.
4.
4.

4.

4.

4.
1.
2.
3.
4.
1.
2.
3
4.
1.
2.
3.
4.
1.
2.
3.
4.
Ve
2.
3
4.
1.
2.
3.
4.
1o
2.
3
4.
1.
2e

4.
1.

3e
4.
1e
2.
3.
4.
Te

3.
4.
Te
2.
3.
4.
1e
2.
3

1181.53
65.55
24.86
27.30
76.68

0.00
0.00
0.00
1.87
0.00
0.00
0.00
414.86
115.47
0.00
0.00
0.00
0.00
0.00
0.00
0.00
22295.87
31141.42
24411.71
35684.16
17714.77
26720413
32475.84
47607.84
8771.83
13894.10
8759.82
10738.83
12555.45
12747.75
25857.86
43449.97
37679.98
19610.43
37519.98
91589.68
675731
13347.34
28477.11
46615.08

1403.67

1106.99
1573

1061.06

227.85
0.00
187.58

22.03
96.81
22.17
23.60
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
1023.91
1592.56
2816.53
7651 .69
885.08
1433.27
2270.94
3515469
27.48
33.06
67.30
766.87
121.07
620.34
2045.31
412.47
16121.07
620.34
2071472
412.47
3259.09
1267.55
0.00
0.00
0.00
0.00
0.00
0.00
50.70
0.00
0.00

134.65
4.70
1.53
163
2.19
0.00
0.00
0.00
2.14
0.00
0.00
0.00

129.83

45.61
0.00
0.00
0.00
0.00
0.00
0.00
0.00

9295495
8294.18
23012.12
14367.22
9440.75
10572.78
30340.96
16960.91
4402.15
4359.39
3811.90
4522.76
6808.43
7476.79
12187.21
17112.81
17277.93
8421.47
12708.77
18377.74
3551.70
1229.64
12127.72
13129.43

11.06

31.82
5.10

118.35

25.48
0.00
5425

92

18104.47
6082.20
6245.28

"0.97
61, .41
1365.90
1389.59
1404.64
1377.05
2877.59
2879.76
2749.00
2666.84
2619.78
2689.55
2641 .41
2675.10
8085.21
5217.54
9166.27
5420.42

122281.58

95068.54

86902.39

78625.90

47500.95

46636.83

42413.86

29335.73

42741.82

38841.38

44872.03

47067.68

27668.21

27119.71

27326.58

26546.54

26672.98

26066.48

22977.75

27389.79

22810.59

24255.63

65756.69

37325.21

13183.13

27656.27
6122.96
5704.06
4750.13
5575.83
6012.30

239.10
10.82
79.07
31.23
24.72

1.35
11.26
17.56

6.01

139.74

140.65
85.93
51455
31.85
61.05
40.91
55.00

2673.81
1473.76
3126.20
1558.66
43099.42
31711.50
28294.19
24830.70
9866.93
9505.32
7738.12
2265.27
11829.04
10196.81
12720.48
13639.30
1098.60

869.06

955.63

629.21

1619.85
1366.05
73.50
1919.82
421.73
1026.44
18393.50
6495.70
5326.70
11383.32
2372.21
2196.91

239.05

584.59

767.24

19681.78
6260.07
6372.90
6214.72
6219.00
1367.25
1400.86
1422.21
1387.07
3017.32
3020.41
2834.93
3263.07
2812.72
2750.59
2682.32
2730.10

10759.02
6691 .30

12292.47
6979.09

197996.73
167808.19
165436 .94
161159.68
85408.47
94868.32
115239.72

99685.44

67772.32

67324.74

70231.54

76735.44

48251.76

48833.65

68372.59

88151.00

99371 .81

56084.77

75351.71

139689.49
36800.42
41126.61

124755.03

103565.42

19924.57

40178.39
8516.00
9080.38
5293.20
6160.42
6972.37
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FRC-109
FRC-155
FRC~155
FRC-15%
FRC-155
FRC-198
FRC-198
FRC-19B
FRC-198B
FRC-39A
FRC-39A
FRC-39A
FRC-39A
FRN~31
FRN-31
FRN-31
FRN=-31
FRN-37
FRN-37
FRN-37
FRN-37
FRN-38
FRN~38
FRN-38
FRN-38
FRO-11V
FRQ=11V
FRQ-11V
FRO=11V
FRR-T75
FRR-75
FRR=75
FRR-75
FRR~T76
FRR-76
FRR-76
FRR-76
FRR~77
FRR=717
FRR-77
FRR-77
FRW-2
FRW-2
FRW=2
FRW-2

. FSA-22
FSA-22
FSA-22
FSA-22
FSA-4
FSA-4
FSA-4

I ]
[

% 2N
PERFI

"
v .

.
g

el
LU

2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.

2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
e
2.

P

2.
2.
2e
2.
2.
2.
2.
2.
2.
2.
4.
4.
4.
4.
4.
4.
4.

4.
4.

4.
4.
4.
4,
4,

4.
1e
2.
3.
4.
1e
2.
3e
4.
e
2.
3.

].
2.
3.

1.
2.
3e
4.
1.
2.
3
4.
1.
2.
3.
4.
1.
2.
3
4.
1,
2.
3.
4.
1e
2.
3e
4.
1.
2e
3.
4.
1e
2
3e
4,
Te
2.
3.

215.43
0.00
0.00
0.00
0.00

536.94

344.36
0.00

3714.72
11284.55
9711.17
9799.71
30898.99
10626.78
9436.13
9403.81
10658.63
4970.67
9569.68
8505.80
6326.47
7720.48
763312
6796.49
17414.65
3352.71
5313.24
3255.30
26459.95
16304.81
10709.72
10694.12
11163.77
16131.17
10478.01
9599.63
10899.50
16502.22
10485.41
8796.89
12452.75
729.37
5463.13
8042.22
3708.09
54.84
0.00
0.00
0.00
220.96
1231.98
0.00

0.00
0.00
0.00
0.00
0.00
23.15
0.00
0.00
0.00
28761.01
12797.81
4964.28
87689.10
256.04
278.44
145.35
300.85
0.00
0.00
0.00
0.00
177.82
17162
93.87
105.16
5729.27
82.58
2927.70
0.00
53401
190.15
87.29
281.38
53.01
190.15
87.29
281.38
53.01
190.15
87.29
281.38
239.53
1017.28
4227.61
2702.68
0.00
0.00
0.00
0.00
0.00
1624.24
0.00

11.56
0.00
0.00
0.00
0.00

365.19

45.66
0.00
0.00

6108.28
3714.81
2296.93
18293.68
3886.65
4261 .49
3703.68
4035.15
919.49
308175
1830.57
2067.79
2307.26
1790.21
1516455
2387.51
685.61
29691
166.67
1503.09
1624 .99
2134.23
1857.07
2226.81
1601.49
2105.04
1828.42
2201.17
1701.75
2108.51
1923.93
2669.12
121.35
450.96
908.64
370+46
0.00
0.00
0.00
0.00
239.73
4580.25
0.00
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4612.03
11278.92
11116.19
10848.92
10936.33

1475.48

1410.75

1631.05

2176.47
32944.78
32932.41
34177.62
37237.01

8956.34

8564.79

9476.15

9558.64
16343.03

8595.96

9986 .90
15693.99

9265.06
13343.25
10394.36
11885.56
16863.05
13883.15
14319.20
15760.61

1251.02

1276.37

1296.06

1216.2%

2527.98

2780.20

4150.42

3828465

1120.15

1185.53

1196.46

911.82

3215.27

3489.80

3942.42

3640.39

6992.65

8506.92

5827.71

3883.84
21224.61
12094.51

2849.51

181.26
246.68
191.14
66.74
103.33
300.64
273.56
365.75
593.99
392.12
386.95
908.03
2188.30
1973.90
1810.04
2191.42
2225.94
4760.89
151° g6
2101.03
4489.29
2432.56
4139.17
2905.14
3529.17
2292.03
1045.02
1227.50
1830.69
16.64
27.24
35.48
2.07
779.11
884.55
1458.05
1323.40
227.98
255.34
259.92
140.80
78.30
193.18
382.59
256.20
2343.32
2977.00
1855.82
1042.37
8590.47
4709.77
300.98

5020.28
11525.60
11337.32
10915.66
11039.67

2701.40

2074.33

1996.79

6485.18
79490.74
58543.15
52146.58

176307.09
25699.70
24330.88
24920.41
26779.22
26994.08
22766.35
22424.31
28577.54
21903.18
27077.38
21706.41
35322.06
28922.66
20620.90
21896.37
45554.34
19250.46
14337.73
13970.01
14890.23
21092.75
16438.05
17123.81
13534.49
19605.11
14224.94
12264.48
16455.87

4383.82
10614.35
17503.49
10677.81

9390.80
11483.93

7683.54

4926.21
30275.78
24300.74

5750.49
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FSA-4
FSQ-44A
FSQ-44A
FSQ-44A
FSQ=-44A
FTA-13
FTA-13
FTA-13
FTA-13
FTA-15
FTA-15
FTA-15
FTA-15
FTA-28
FTA-28
FTA-28
FTA-28
MGC-2
MGC-2
MGC-2
MGC-2
MON-13A
MPN-13A
MPN-13A
MPN-13A
MPN-13B
MPN-13B
MPN-13B
MPN-138
MPN-13C
MPN-13C
MPN~13C
MPN-13C
MPN-14F
MPN-14F
MPN=14F
MPN-14F
MPN=-14G
MPN-14G
MPN-14G
MPN-1 46
MPN=1 4+
MPN=-14H
MPN-14H
MPN-141
MPN-14J
MP-14
MPN=-14
MPN-14J
MRC-107/
MRC-107
MRC-107

4.
4.
4.
4.
4.
3.
3.
3.
3.
3.
3.
3
3.
3.
3
3
3
3
3.
3.
3.
Ve
Te
Te
1e
1.
1e
1.
1.
1.
1.
1.
1.
1e
1e
Te
Te
Te
1.
Te
1e
Te
ie
Te
.
1.
le
1.
2e
20
2.

4.
4.
4.
4.
4.
4.
4.
4.
4.
4.
4.
4.
4.
4.
4.
4.
Se
5.
Se
5
Se
5
5e
5
5
5
Se
56
5.
5.
5
S
5.
5.
5
Se
5
5.
Se
5
Se
5.
5e
S
Se
Je
5
5.
5
Se
5

4.
1e
2.
3
4.
1.
2.
3.
4,
1e
2.
3.
4.
1.
2.
3.
4.
1.
2.
3
4.
1.
2.
3
4.
1.
2.
3.
4.
1.
2.
3.
4.
e
2.
e
4.
ie
2.
3.
4.
e
2.
3.
4.
1.
2.
3.
4.
1.
2.
3.

3607.55
0.00
0.00

280.57
0.00
842.56
0.00
49.73
368.04
18.09
0.00
0.00
0.90
6.09
0.00
166.73
13.85
20785.38
16469.31
27350.54
0.00
137694.49
205755.78
44906.93
59542.19
56163.61
48769.06
74401.80
76592.03
43160.62
52620.10
52616.96
69109.75
31206477
32562.45
37654.80
42163.23
589282.23
406703.84
139437.13
60055.83
126278.63
120855.43
194361 .88
269947.32
39490.03
767384.90
47914.51
59717.46

1957.20

1794.00

2114.07

0.00
0.00
0.00
0.00
0.00
151.25
0.00
0.00
0.00
0.00
0.00
v+00
0.00
0.00
0.00
0.00
0.00
253.18
0.00
0.00
0.00
4351.53
1054.68
3184.96
5058.47
4067.96
4601.88
4776.06
8188.67
5225.95
4576.39
3457.39
5098.93
3700.03
3538.69
3766438
5337.10
4405.01
3937.92
2978.94
4795.31
4432.69
3980.13
3202.35
4807.17
4409.62
3977415
3190.80
4757.93
15.70
20.49
25.58

0.00
0.00
0.00
7.20
0.00
118.08
0.00
0.00
39.24
0.70
0.00
0.00
0.00
0.32
0.00
18.73
2.30
40207.88
27605.56
12879.09
0.00
207418.24
87453.06
19544.26
25396.27
19527.26
19127.11
22267.84
29726.34
19050, 26
20915.99
21709.12
27141.97
13746.62
15777.83
17502.75
22120.86
638298.17
221960.28
997 55.70
2,7/40.20
84037.66
64434.11
193963.18
214130.73
17344.40
647833.81
28622.24
24629.56
328.05
221.72
369.10

4807.22
778.24
980.69
587.46
715.08

2041.36

2993.99

2492.18

1835.58

1933.40

1923.08

2058.50

2204.51

1471.52

1400.24

1403.19

1454.45

1808.57

1688.96

1949.38

1622.23

45599.96
38585.74
40393.88
40428.33
7785.42
15635.04
16983.49
6719.51
31932.04
33776.20
48723.24
35205.49
90637.14
26201.23
62390.88
24514.54
81591.92
89729.49
82718.30
76523.74
52358425
45703.15
38181.73
44007.47
30068.07
38251.83
29044 .99
41246.69
16976.50
16903.53
16108.42

1720423
198.95
283.67
119.12
172.52
461.42
860.07
650.08
375.30
10.73
6.42
63.09
124.19
70.89
41.06
42.30
63.75
123.24
73.18
182.16
45.26
10630.08
7694 .82
8451 .48
8465.89
723.517
4008.43
4572.71
277.52
10194.68
10966.41
17221.34
11564.53
35242.70
8278.03
23422.41
7572419

10135.00
977.19
1264.37
994,35
887.60
3614.68
3854.07
3191.99
2657.89
1962.91
1929.50
2121.59
2328.69
1548.82
1441 .34
1630.94
1534.34
63178.24
453837.01
42361.18
1667.49
405694.30
343544.07
116481.50
138891.17
88267.83
92141.52
123001 .91
121504.06
109563.55
122855.09
143728.04
148120.67
174533.25
86358.22
139737.23
101707.92

9129.351322706.67

12534.70
9600.71
7008.45

17145.81

14360.83

11213.32

13651.24
9896. 19

734666423
334300.78
175123.54
284253.05
249333.64
440922.46
546543.92
101208.31

13320.871470768.56

9468.06
14574.14
780.84
750.31
417.58

118240.60
144925,.78
20258.29
19690.05
19034.75
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MRC-107 2. 5. 4. 1252.03 15.88 233.56 16817.39 714.26 19033.13
MRC-108 2. 5. 1. 1474.76 16.13 187.04  9056.82 393.92 11128.67
MRC-108 2. 5. 2. 1542.24 36.83 166.09  9373.29 526.35 11644.81
MRC-108 2. 5. 3. 1485.98 33.73 250.76  9151.62 433.59 11355.69
MRC-108 2. 5. 4. 985.35 17.74 290.04  9291.26 492.03 11076.41

M.C-113 2. 5. 1. T70911.15 23259.33 5028.71 12076.81 4166.77 115442.78
MRC-113 2. 5. 2. 61330.20 62883.35 8147.28 17418.55 6402.15 156181.54
MRC-113 2. 5. 3. 128870.13 20331.18 3474.93 7082.32 2076.71 161835.28
MRC-113 2+ 5. 4. 45257.97 9827.68 1670.41 6475.09 1B22.60 65053.76

MRC-80A 2. 5. 1. 2411.86 0.00 1358.48 22185.23 5292.22 31247.79
MRC-80A 2. 5. 2. 3352.56 0.00 2257.78 18691.37 3830.13 28131.84
MRC-80A 2. 5. 3. 20971.79 0,00 9216.80 197117.35 4256.55 54155.58
MRC~80A 2. 5. 4. 23387.30 0.00 10230.85 24046.69 6071.19 63736.03

MRC-G8A 2. 5. 1. 9867.51 26228.3!1 4932.46  1355.61 187.12 42571.02
MRC-98A 2. 5. 2. 3464.05 657.78  3555.71 1275.87 153.75  9107.16
MRC~G3A 2. 5. 3. 2939.74 1211417 892.05 908.45 0.00 5951.41
M~C-98A 2. 5. 4. 5240.46  606U.97  2553.13 1320.28 172.34 15337.18
MRN=20 2. 5. 1. 1545.12 490.88 368451 2415.37 853.70 5678.59

MRN=20 2. 5. 2. 54586.21 364.79 14984.47 1602.13 518.38 720%55.97
MRN-20 2. 5. 3. 18285.15 388.19  4735.12 919.69 232.80 24560.95
MRN~20 2. 5. 4. 1106.68 193.50 147.83  1182.31 342.70  2973.02
MSQ-10 4. 5. 1. 13662.45 253.18  9145.09 7082.63 1003.08 31206.42
MSQ-10 4. 5. 2. 1223.24 0.00 1847.37 5997.26 608.88 9676.75
MSQ-10 4. 5. 3. 209.56 n.00 0.00 5160.97 258.92 5629.44
MSQ-10 4. 5. 4. 0.00 0.00 0.00 5280.66 309.00 5589.66

MSQ-46 4. 5. 1. 107866.60 1159.25 26185.33 47717.34 7879.26 190807.77
M3Q~46 4. 5. 2. 14147.29 7531.49  4048.62 47787.54 7908.64 74623.57
M3Q-46 4. 5. 3. 113595.51] 5586.97 29705.51 28888.73 0.00 177776.72
MSQ-46 4. 5. 4. 64558.50 653.44 15112.,74 29021.97 55476 109402.41
MSO-77 4. 5. 1. T70956.74 1271.41 18537.27 388110.32 152478.73 631354.77
MSQ-77 4. 5. 2. 168940.50 1828,71 43405.,22 176978.31 64125.72 455278.45
MSQ~7, 4. 5. 3. 59415.20 5081.11 17957.14 24650.30 380.58 107484.34
M5(-77 2. 5. 4, 101003.57 4599.61 31019.53 2755~.34 1596.68 165775.72
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RUN NAME
PRINT BACK
VARIABLE LIST
INPUT MED | UM
N OF CASES
INPUT FORMAT
iF

tF

IF

IF

COMPUTE

VAR LABELS

D ISCRIMINANT

OPTIONS
STATISTICS
DISCRIMINANT

OPT IONS
READ INPUT DATA
FINISH
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Appendix C: Computer Programs for Statistical Analysis

C31 DISCRIMINANT ANALYSIS 1

CONTROL

TMS, TYPE, MODE, YR, ADMC,R1C, TPC,BMLC, BMMC, TOTAL
CARD

444

FIXED(A7,1X,F2.0,1X,F2.0,1X,F2.0,6F10.2)
(TYPE EQ 1.)GROUP = 1

1

(TYPE EQ 2.)GROUP = 2
(TYPE EQ 3.)GROUP = 3
(TYPE EQ 4.)GROUP = 4

SET=TRUNC(UNIFORM(2.0))
TMS, TYPE MODEL SERIES NUMBER/TYPE,EQUIPMENT USE TYPE/
MODE , EQUIPMENT USAGE MODE/YR,COSTED YR/ADMC,ADJUSTED
DEPOT MAINT COST/RIC,REPLACEMENT INVESTMENT COST/
TPC, TRANSPORTAT ION AND PACKING COST/BMLC,BASE MAINT
LABOR COST/BMMC,BASE MAINT MATERIAL COST/TOTAL,

TOTAL NORMAL | ZED LOGISTICS SUPPORT COST/

GROUPS = GROUP(1,4)/VARIABLES=ADMC,RIC,TPC,BMLC,
BMMC/ME THOD=MAHAL/

5,7,8,10,11,12,13

7

GROUPS = GROUP(1,4)/VARIABLES=ADMG,RIC,TPC,BM.C,
BMMC/SELECT=SET(0) /ME THOD=MAHAL/

5

96
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RUN NAME
PRINT BACK
VARITABLE LIST
INPUT MED I UM
N OF CASES
INPUT FORMAT
tF

IF

P

IF

I\F

COMPUTE

VAR LABELS

J1SCRIMINANT

OPTIONS
STATISTICS
D{SCRIMINANT

OPTIONS
READ INPUT DATA
FINTSH

L ahd o T T TN TV T Rt atuivicdhs - afHCiaibi st A

C31 DISCRIMINANT ANALYSIS 2
CONTROL

TMS, TYPE , MODE, YR, ADMC, R {C, TPC, BMLC, BMMC, TOTAL
CARD

444

FIXED(AT7,1X,F2.0,1X,F2.0,1X,F2.0,6F10.2)
(MODE EQ 1.)GROUP

(MODE EQ 2.)GROUP = 2
(MODE EQ 3.)GROUP = 3
(MODE EQ 4.)GROUP = 4
(MODE EQ 5.)GROUP = 5

SET=TRUNC(UN IFORM(2.0))
TMS, TYPE MODEL. SERIES NUMBER/TYPE,EQUIPMENT USE TYPE/
MODE, EQUIPMENT USAGE MODE/YR,COSTED YR/ADMC,ADJUSTED
DEPOT MAINT COST/RIC,REPLACEMENT INVESTMENT COST/
TPC, TRANSPORTAT ION AND PACK ING COST/BMLC,BASE MAINT
LABOR COST/BMMC,BASE MAINT MATERIAL COST/TOTAL,

TOTAL NORMAL IZED LOGISTICS SUPPORT COST/

GROUPS = GROUP(1,5)/VARIABLES=ADMC,RIC, TPC,BMLC,
BMMC/ME THOD=MAHAL /

5,7,8,10,11,12,13

7

GROUPS = GROUP(1,5)/VARIABLES=ADMC,RIC,TPC,BMLC,
BMMC/SELECT=SET(0)/ME THOD=MAHAL/

5
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RUN NAME
PRINT BACK
VARIABLE LIST
iINPUT MEDIUM
N OF CASES
INPUT FORMAT
IF

IF

\F

IF

IF

IF

IF

IF

IF

IF

IF

IF

IF

IF

IF

IF

IF

IF

IF

\F

COMPUTE

VAR LABELS
D15CRIMINANT
OPTIONS
STATISTICS
D1 SCRIMINANT
OPT 1ONS

READ INPUT DATA
FiNISH

PRI o
~ T
-

.
PRI (A O, B G SR

C31 DISCRIMINANT ANALYSIS 3

CONTROL

TMS, TYPE ,MODE, YR, ADMC,R | C, TPC, BMLC, BMMC, TOTAL
CARD

444

FIXED(A7,1X,F2.0,1X,F2.0,1X,F2.0,6F10.2)
(TYPE EQ 1. AND MODE EQ 1.)GROUP = 1|

(TYPE EQ 2. AND MODE EQ 1.)GROUP =
(TYPE EQ 3. AND MODE EQ 1.)GROUP =
(TYPE EQ 4. AND MODE EQ 1.)GROUP =
(TYPE EQ 1. AND MODE EQ 2.)GROUP =
(TYPE EQ 2. AND MODE EQ 2.)GROUP =
(TYPE EQ 3. AND MODE EQ 2.)GROUP =
(TYPE EQ 4. AND MODE EQ 2.)GROUP =
(TYPE EQ 1. AND MODE EQ 3.)GROUP = 9

(TYPE EQ 2. AND MODE EQ 3.)GROUP = 10

(TYPE EQ 3. AND MODE EQ 3.)GROUP = 11

(TYPE EQ 4. AND MODE EQ 3.)GROUP = 12

(TYPE EQ 1. AND MODE EQ 4.)GROUP = 13

(TYPE EQ 2. AND MODE EQ 4.)GROUP = 14

(TYPE EQ 3. AND MODE EQ 4.)GROUP = 15

(TYPE EQ 4. AND MODE EQ 4.)GROUP = 16

(TYPE EQ 1. AND MODE EQ 5.)GROUP = 17

(TYPE EQ 2. AND MODE EQ 5.)GROUP = 18

(TYPE EQ 3. AND MODE EQ 5.)GROUP = 19

(TYPE EQ 4. AND MODE EQ 5.)GROUP = 20
SET=TRUNC(UNIFORM(2.0))

TMS,TYPE MODEL SERIES NUMBER/TYPE ,EQUIPMENT USE TYPE/
MODE , EQUIPMENT USAGE MODE/YR,COSTED YR/ADMC,ADJUSTED
DEPOT MAINT COST/RIC,REPLACEMENT INVESTMENT COST/
TPC,TRANSPORTATION AND PACKING COST/BMLC,BASE MAINT
LABOR COST/BMMC,BASE MAINT MATERIAL COST/TOTAL,

TOTAL NORMAL | ZED LOGISTICS SUPPORT COST/

GROUPS = GROUP(1,20)/VARIABLES=ADMC,RIC,TPC,BM.C,
BMMC/ ME THOD =MAHAL/

5,7,8,10,11,12,13

7

GROUPS = GROUP(1,20)/VARIABLES=ADMC,RIC,TPC,BM.C,
BMMC/SELECT=SET(0)/METHOD=MAHAL/

5
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RUN NAME C3| REGRESSION A TO O

PRINT BACK CONTROL

VARIABLE LIST  TMS,TYPE,MODE, YR,ADMC,RIC,TPC,BM.C,BMMC, TOTAL

INPUT MEDIUM CARD

N OF CASES 444

INPUT FORMAT FIXED(A7,1X,F2.0,1X,F2.0,1X,F2.0,6F10.2)

NEW REGRESSION SELECT=TYPE EQ 1./DESCRIPTIVES/VARIABLES=ADMC
TO TOTAL/STATISTICS=
ALL ,F/DEPENDENT=TQTAL/STEPW | SE/RESDUALS/

. SCATTERPLOT(*RES!D,*PRED), (*RESID,TOTAL) ’

SELECT=TYPE EQ 2./DESCRIPTIVES/VARIABLES=
ADMC TO TOTAL/STATISTICS=ALL,F/
DEPENDENT=TOTAL/STEPW| SE/RESIDUALS/
SCATTERPLOT(*RES|D,*PRED) , (*RESID,TOTAL)/
SELECT=TYPE EQ 3./DESCRIPTIVES/VARIABLES=
ADMC TO TOTAL/STATISTICS=ALL,F/
DEPENDENT=TOTAL/STEPWISE/RESIDUALS/
SCATTERPLOT(*RESID,*PRED) , (*RESID, TOTAL)/
SELECT=TYPE EQ 4./DESCRIPTIVES/VARIABLES=
ADMC TO TOTAL/STATISTICS=ALL,F/
DEPENDENT=TOTAL/STEPW | SE/RESIDUALS/
SCATTERPLOT(*RESID,*PRED) , (*RES|D,TOTAL)/

READ INPUT DATA

FINISH
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Appendix D: Results of Discriminant Analysis 1

NUMBER OF CASES BY GROUP

GROUP

BN N -

TOTAL

PRIOR PROBABILITY FOR EACH GROUP IS .25000

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 0 ==-=--=---=====

VARIABLE

ADMC
RIC
TPC
BMLC
BMMC

LI NE R N I B R R R BE BN R NE 2R IR BE BE R K BE NE SR 2R IR 2 2R B B R L S B R R B L R AR 4

NUMBER OF CASES

UNWE IGHTED WEIGHTED LABEL »
80 80.0
204 204.0 R
104 104.0
56 56.0
444 444.0

TOLERANCE

1.0000000
1.0000000
1.0000000
1.0000000
1.0000000

AT STEP 1, RIC

WILKS LAMBDA

EQUIVALENT

F

MINIMUM O SQUARED

EQUIVALENT

VARTABLE

KIC

F

- 4 “ oy 4 . 0. CEC A A A A, |

MINIMUM

TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS
1.0000000 23.0611 .00896 2 3
1.0000000 2.6323 «00906 2 4
1.0000000 14.3808 .00110 2 3
1.0000000 31.8861 .00040 2 3
1.0000000 «3808

WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

+9823691 1 3 440.0

2.632275 3 440.0  .0495

«9062243E-02 2 4
+3981810 1 440.0 .5284

----- YARIABLES IN THE ANALYS|S AFTER STEP 1 =====—=s=eoe==--

TOLERANCE

1.0000000

F TO REMOVE D SQUARED  BETWEEN GROUPS

2.6323
100 !
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-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP | =-=----c==v=--

MIN IMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

ADMC «9773817 «9773817 22.2521 +05854 3 4

TPC +9944606 +9944606 13.8345 .02878 2 4

8MLC «9822383 +9822383 31.3652 .05419 1 4
‘ BMMC «9998202 -9998202 +3894

LR R TR Bk B N N BE AR IR IR NE B B BN NE BE R X B JE BE 2R X BE BE SR SR BE R 2 BE BE R 2 2R 2N 4

AT STEP 2, ADMC WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

WILKS LAMBDA 8527034 2 3 440.0

EQUIVALENT F 12.13564 6 878.0  .0000

MINIMUM D SQUARED «5853537E-01 3 4
EQUIVALENT F 1.062922 2 433.0  .3463

---------------- VARIABLES IN THE ANALYS{S AFTER STEP 2

VARIABLE  TOLERANCE F TO REMOVE D SQUARED BETWEEN GROUPS

ADMC -9773817 22.2521

RIC 9773817 1.9607

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 2 =-=======--==n

MINIMUM
VAR{ASLE  TOLERANCE TOLERANCE F TO ENTER D SQUARED BETWEEN GROUPS

TPC «1509729 « 1483801 3.6215 .09149 3 4
BMLC «9275731 «9229868 22.0117 .08979 2 3
BMMC 9998119 «9772210 «3622

LR R BN NE 2R 25 2 B B N BE BE SR SR R R R R K K N S SR R E R SR R EE N BE AR SE BE BE N R B
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A AT STEP 3, TPC

WILKS LAMBDA
APPROX |MATE F

MINIMUM D SQUARED
EQUIVALENT F

VARIABLE  TOLERANCE
ADMC 1483801
RIC «9511369
TPC +1509729
VARIABLE  TOLERANCE
BMLC «9016875
BMMC +9997744

AT STEP 4, BMLC

WiLKS LAMBDA

APPROX IMATE F

MINIMUM D SQUARED
EQUIVALENT F

-
v
L

&
1

‘,.-
b

VARIABLES N THE ANALYSIS AFTER STEP 3

VARIABLES NOT IN THE ANALYSIS AFTER STEP 3

WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS
«8320645 3 3 440.0
9.295060 9 1066.1 -0000
+9148843E-01 3 4
1.105014 3 438.0  .3468

F TO REMOVE D SQUARED  BETWEEN GROUPS
11.4848
2.3270

3.6215

MINIMUM
TOLERANCE F TO ENTER D SQUARED BETWEEN GROUPS
1395213 19.6625 . 12364 2 3

« 1483733 «343)

LR B B B S K e K SR R N N BE K B B BE BE SR R B B B BE BE SR BE S NE EE R BE IR AR R B 2 2

WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS
«7331076 4 3 440.0
11.99912 12 1156.5 .0000
+1236418 2 3
2.114690 4 437.0 .0781
102
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---------------- VARIABLES IN THE ANALYSIS AFTER STEP 4 ==mmmecmm—cmemae

VARIABLE ~ TOLERANCE F TO REMOVE D SQUARED BETWEEN GROUPS
ADMC «1395213 5.5565
RiC «9461521 2.5323
. TPC «1467597 1.5659
BMLC .9016875 19.6625
A VARIABLES NOT IN THE ANALYSIS AFTER STEP 4 =-mceeomeceaee
‘..‘4
MINIMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED BETWEEN GROUPS
BMMC .9997048 «1395185 «3130
SUMMARY TABLE
ACTION VARS  WILKS MiNIMUM
STEP ENTERED REMOVED IN LAMBDA  SiG. D SQUARED  SiG. BETWEEN GROUPS
1 RIC 1 «982369 .0495 «00906  .5284 2 4
2 ADMC 2 -852703 .0000 .05854  .3463 3 4
3 TPC 3  .832064 .0000 «09149 +3468 3 4
4 BMLC 4 «733108 .0000 «12364 .0781 2 3
CLASSIF ICATION FUNCTION COEFFICIENTS
(FISHER®*S LINEAR DISCRIMINANT FUNCTIONS)
GROUP = ] 2 3 4

ADMC +3362295E~04  .474BA35E-05 +1561205E-04  .1500828E~04

RIC -1308613E-04 +3973996E-04 -.1459264E-04 -.7539876E~05

TPC ~+2095272E-04 ~.5633935E-05 =-.1606941E-04 -.1694940E~04

BMLC +3667893E~-04 +9177807E-05 +8914080E-05 +4733396E~04

(CONSTANT)  ~2.693502 ~1.466415 -1.487085 -2.331774
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CANONICAL DISCRIMINANT FUNCT{ONS

\-.
FUNC EIGEN PCT OF CUM CANON  AFTER  WILKS CHI-
TION VALUE VARJANCE  PCT CORREL FUNCTION LAMBDA SQUARED DF  SIG
0 <733 1364293 12 .000
1*  .285  82.35  82.35 .47 1 942 26,321 6 .000
2% 044 12.61 94.96 .20 2 .983  7.589 2 .022
* 017 5.04 100,00 a3 .
STANDARD | ZED CANONICAL DISCRIMINANT FUNCTION COEFFICIENTS i
FUNC 1 FUNC 2  FUNC 3
ADMC 93580 .94461  =1.36710
RIC -.09126 .16418 93829
TPC -.44398  -.08621 1.28910
BMLC .70058  -.73364 .19503
i
CANONICAL DISCRIMINANT FUNCTIONS EVALUATED AT GROUP MEANS (GROUP CENTROIDS) i
GROUP FUNC 1 FUNC 2  FUNC 3
— 1 .83739 «47988 .03168
L 2 -.27565 -.25756 12677
Sy 3 -.13848 -426232 -.19696
- 4 06507 .73989 -.14127
g TEST OF EQUALITY OF GROUP COVARIANCE MATRICES USING BOX*S M

THE RANKS AND NATURAL LOGARITHMS OF DETERMINANTS PRINTED ARE THOSE
y OF THE GROUP COVAR!ANCE MATRICES.

GROUP LABEL RANK  LOG DETERMINANT
1 4 79.780552
2 4 70.553588
3 4 66.710983 ’
4 4 74.679328
POOLED WITHIN~GROUPS .
COVARIANCE MATRIX 4 78.984903
BOX*S M APPROX IMATE F DEGREES OF FREEDOM SIGN{F ICANCE
3149.7 102.81 30, 179656.4 0

lo4
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CLASSIFICATION RESULTS -

COME Zam Sath S Sa deicilioi Ao fee St Suh JallSats Mokt Mt Bat i’ ghes e e t)

NO. OF PREDICTED GROUP MEMBERSHIP
ACTUAL GROUP CASES 1 2 3 4
GROUP 1 80 34 8 10 28
42.5 10.0 12.5 35.0
GROUP 2 204 2 132 60 10
1.0 64.7 29.4 4.3
GROUP 3 104 6 73 20 5
5.8 70.2 19.2 4.8
GROUP 4 56 7 20 20 9
12.5 35.7 35.7 16.1

PERCENT OF GROUPED CASES CORRECTLY CLASSIFIED - 43.92
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Appendix E: Results of Discriminant Analysis 2

NUMBER OF CASES BY GROUP

NUMBER OF CASES

GROUP UNWE | GHTED WEIGHTED LABEL r
1 104 104.0
2 16 16.0 -
3 124 124.0
4 132 132.0
5 68 68.0
TOTAL 444 444.0

PRIOR PROBABILITY FOR EACH GROUP IS 20000

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 0 =-=-----s--em-

MINIMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

ADMC 1.0000000  1.0000000 24.0319 -00230 1 2
RiC 1.,0000000 1.0000000 6.5075 .00003 1 2
TPC 1.0000000  1.000000C 13.8022 .00019 1 2
8MLC 1.0000000  1.0000000 9.9877 «02626 3 4
BMMC 1.0000000  1.0000000 +6384

LN N N IR 2R 2R AR 2 B IE 2R Bk B BE R BE BE NE NE K NE NE B B BK 25 2k B B BE R BE BE NE R R B )

AT STEP 1, BMLC WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

F WILKS LAMBDA .9165869 1 4 439.0
- EQUIVALENT F 9.987693 4 439.0 0000

- MINIMUM D SQUARED +2626160E=-01 3 4

hﬁ‘ EQUIVALENT F 1.679101 1 439.0  +1957

---------------- VARIABLES IN THE ANALYSIS AFTER STEP 1 ===m==---meoemm-

VARIABLE  TOLERANCE F TO REMOVE D SQUARED  BETWEEN GROUPS

BMLC 1.0000000 9.9877
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-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP | s=rmmmoooccea

M1 NIMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

ADMC «9327579 «9327579 17.0675 .03043 1 2

RIC +9922603 +9922603 5.0320 .03053 1 2

TPC «9715549 +3715549 10.2042 .02667 3 4
' BMMC +9991569 9991569 «6694

LR B R N K B R R IR R R N NE R N B K R NN B IR L IR SR R A Sk AR N E R R B B S A

AT STEP 2, RIC WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

WILKS LAMBDA .8763162 2 4 439.0

EQUIVALENT F 7.472482 8 876.0  .0000

MINIMUM D SQUARED «3052644E-01 1 2
EQUIVALENT F «2111678 2 438.0 .8097

---------------- VARIABLES IN THE ANALYSIS AFTER STEP 2 -

VARIABLE ~ TOLERANCE F TO REMOVE D SQUARED  BETWEEN GROUPS

RIC 9922603 5.0320

BMLC 9922603 84606

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 2 =-wm=n-==-=am-

MINIMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

ADMC «9291393 +9283023 155545 .03054 } 2
TPC «9715065 9644442 9.7287 «03078 1 2
3MMC +9991445 .9914478 «6631

LA SN IR IR R BN R SR B Bk R R B B R S B R BE SR N B N S BE B N SR L L R B AR I B 2R R N
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AT STEP 3, TPC WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

WILKS LAMBDA .8046614 3 4 439.0

APPROX IMATE F 8.250805 12 1156.5 -0000

MINIMUM D SQUARED +3078005E-01 i 2
EQUIVALENT F +1416241 3 437.0  .9350

---------------- VARIABLES IN THE ANALYSIS AFTER STEP 3 =-------cwomooo-

VARIABLE  TOLERANCE F TO REMOVE D SQUARED  BETWEEN GROUPS

RIC +9922109 4,5879
TPC «9715065 9.7287
BMLC «9644442 5.5504

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 3 —==-===-=-===n

M{NIMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

ADMC «1402524 - 1402524 9.5732 «03296 1 2
BMMC +89991445 +9636766 6606

LR R IR B BE SR AR 2R 2R O BN BE 2N BN B K R BN K BE OB 2 NE SR B R L K 2R R 2 B B R 2 2R BE

AT STEP 4, ADMC WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

WILKS LAMBDA 71396960 4 4 439.0

APPROX IMATE F 8.639569 16 1332.6  .0000

MINIMUM D SQUARED +3295601E-01 1 2
EQUIVALENT F « 1134668 4 436.0 .9778

1v8
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VARIABLES IN THE ANALYSIS AFTER STEP 4 --

VARIABLE  TOLERANCE F TO REMOVE D SQUARED  BETWEEN GROUPS

ADMC « 1402524 9.5732
RIC +9720849 3.3206
TPC « 1466477 4.0382
BMLC «8993778 2.1529

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 4 ====m-mm-mw-a-

MINIMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

BMMC +9986170 . 1401784 <7035

SUMMARY TABLE

ACTION VARS  WILKS MIN IMUM
STEP ENTERED REMOVED IN LAMBDA  SI1G. D SQUARED  SIG. BETWEEN GROUPS

1 BMLC 1 +916587 .0000 +02626 «1957 3 4
2 RIiC 2 .876316 .0000 .03053 .8097 1 2
3 TPC 3 804661 .0000 .03078 <9350 1 2
4 ADMC 4 +739696 .0000 .03296 .9778 1 2
CLASSIF ICATION FUNCTION COEFFICIENTS
(FISHER*S LINZAR DISCRIMINANT FUNCTIONS)
GROUF = 1 2 3 4
ADMC «1288757E-05 ~.1080039E-05 +2438070E£~-04 «4123038E-05
RiC -+1793083E£~-05 +118038B6E-05 ~«1781162E-06  «3799431E-04
TPC =-+2023332-05 «7982350E-06 ~+2549311E-04 ~-.4877553E-05
BMLT +9145236E-05 «3318822E-05 -1875867E-04 «1652708E-04
{SONSTANT)  =1.644131 ~1.613487 ~1.950649 -1.767528
189




CLASSIF ICATION FUNCTION COEFFICIENTS
(FISHER*S LINEAR CISCRIMINANT FUNCTIONS)

GROUP = 5

ADMC «4612015E-04
RiC «9129760E-04
TPC -.2917843E-04
B8MLC +2538502E-04

(CONSTANT) -3.280929

CANONICAL DISCRIMINANT FUNCTIONS

FUNC EIGEN PCT OF CUM  CANON AFTER  WILKS CHI-
TION VALUE VARIANCE PCT CORREL FUNCTION LAMBDA SQUARED DF  SIG
0 «740 132,215 16 .000
1* <305 89.54 89.54 .48 1 +965 15.460 9 .079
2* .026 7.63 97.17 .16 2 <990 4.210 4 378
3* .009 2.77 99.94 .10 3 1.000 <093 1 .760
4* .000 .06 100.00 .01

STANDARD | ZED CANON{CAL DISCRIMINANT FUNCTION COEFFICIENTS

FUNC 1 FUNC 2 FUNC 3 FUNC 4

ADMC 1.46592 -1.62378 -.81292 -1.29753
RIC .27681 61107 «56539 -.50893
TPC -«77709 2.00468 «14363 1.47507
sMLC «25827 -.23498 .68897 £ 71783
RIC -.00014 .02057 1.01403* -.00566
8MLC -.00365 «10481 -.04351 1.04833*

CANONICAL DISCRIMINANT FUNCTIONS EVALUATED AT GROUP MEANS (GROUP CENTROIDS)

SROUP FUNC 1 FUNC 2 FUNC 3 FUNC 4
1 -.26412 «29852 -.15791 -.23096
Z -+29456 . 36837 -+14345 ~-+39509
3 -.00440 -.19413 -.13704 .07997
4 -.18893 . 18649 .07039 -.01029
b +95744 -.55126 .38851 .32034
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AENR TEST OF EQUALITY OF GROUP COVARIANCE MATRICES USING BOX*S M

P~

:. ‘ THE RANKS AND NATURAL LOGAR|THMS OF DETERMINANTS PRINTED ARE THOSE

OF THE GROUP COVARIANCE MATRICES.

GROUP LABEL RANK  LOG DETERMINANT
1 4 60.315348
2 4 30.305328
3 4 72.638882
4 4 71.988202
5 4 84.245125
POOLED ¥ITHIN-GROUPS
COVARIANCE MATRIX 4 79.002951
BOX*S M APPROX IMATE F DEGREES OF FREEDOM SIGNIF ICANCE
4005.8 96.169 40, 18661.7 0

CLASSIFICATION RESULTS -

NO«. OF PREDICTED GROUP MEMBERSHIP

ACTUAL GROUP CASES i 2 3 4
GROUP 1 104 29 57 5 13
27.9 54.8 4.8 12.5
GROUP 2 16 0 16 0 0
0 100.0 0 0
GROUFP 3 124 31 37 29 13
25.0 29.8 23.4 10.5
GROUP 4 132 33 49 17 25
25.0 371 12.9 18.9
GROUP 5 68 7 8 7 8
10.3 11.8 10.3 11.8
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PREDICTED GROUP MEMBERSHIP

NO. OF
ACTUAL GROUP CASES 5
GROUP 1 104 0
0
GROUP 2 16 0
0
GROUP 3 124 14
11.3
GROUP 4 132 8
6.1
GROUP 5 68 38
5549

PERCENT OF GROUPED CASES CORRECTLY CLASSIFIED -

NN Sy T W )
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Appendix F: Results of Discriminant Analysis 3

NUMBER OF CASES BY GROUP

NUMBER OF CASES
GrROUP UNWE IGHTED WEIGHTED LABEL

1 16 16.0
2 76 76.0
3 8 8.0
4 4 4.0
6 16 16.0
9 12 12.0
10 36 36.0
" 48 48.0
12 28 28.0
13 24 24.0
14 52 52.0
15 44 44.0
16 12 12.0
17 28 28.0
18 24 24.0
19 4 4.0
20 12 12.0
TOTAL 444 444.0

PRIOR PROBABILITY FOR EACH GROUP IS .(05882

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP  Q ===-=-====-ux

M1INIMUM
VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

ADMC 1.0000000  1.0000000 13.4753 .00000 4 15
RIC 1.0000000  1.0000000 2.6438 .00000 6 19
TPC 1.0000000  1.0000000 9.1477 .00000 4 6
BMLC 1.0000000 1.0000000 10.9220 .00000 15 16
£MMC 1.0000000 1.0000000 «6985
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AT STEP 1, BMC

WILKS LAMBDA .7095941 1 16 427.0
EQUIVALENT F 10.92203 16 427.0  .0000
MINIMUM D SQUARED +2769562E-05 15 16
EQUIVALENT F <2611302E-04 1 427.0  .9959
VARIABLES IN THE ANALYS|S AFTER STEP 1

VARIABLE ~ TOLERANCE F TO REMOVE D SQUARED  BETWEEN GROUPS
BMLC 1.0000000 10.9220
—————————————— VARIABLES NOT IN THE ANALYSIS AFTER STEP | =m=-==mme==—m-

MIN | MUM
VARIABLE ~ TOLERANCE TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS
ADMC 9645819  .9645819 10,1159 +00001 15 16
RIC 9888398  .9888398 2.3691 +00009 3 6
TPC 9860702  .9860702 7.5808 +00001 3 6
BMMC 9997496  .9997496 .6887

LR B B B BN NE S K IR B Bk BE JE I R K SR R NE B B K CEE NE R R R K N NE R R CEE N B R

AT STEP 2, RIC

WiLKS LAMBDA

EQUIVALENT F

MINIMUM D SQUARED
EQUIVALENT F

Rl N A

WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF.

At e et e . o P . -,v.;-vw.T

BETWEEN GROUPS

WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF.

.6516140 2 16 427.0
6.358323 32 852.0 .0000
«8515044E~-04

«2265361E-03 2 426.0  .9998

BETWEEN GROUPS

---------------- VARIABLES IN THE ANALYSIS AFTER STEP 2 ====-m=m-em===-=

VARIABLE TOLERANCE F TO REMOVE D SQUARED BETWEEN GROUPS
RIC .9888398 2.3691
BMLC +9888398 10,5521
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-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 2 =mmmwm=mm<mmee

MINIMUM
VARIABLE  TOLERANCE TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

ADMC +3588803 «9568083 9.7384 «00020 3 6
™PC +9858319 .9755848 7.4404 .00009 3 6
BMMC +9997366 «9886066 +6859
. LR I I I A A I I I I R N T EEE RN

AT STEP 3, ADMC WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

WILKS LAMBDA +4768069 3 16 427.0

APPROX IMATE F 7.451180 48 1264.8 <0000
i: MINIMUM D SQUARED «1967369E-03 3 6
L EQUIVALENT F «3481163E-03 3 425.0 1.0000

---------------- VARIABLES IN THE ANALYS|S AFTER STEP 3 ==mmm=mm-——--co-

VARIABLE  TOLERANCE F TO REMOVE D SQUARED BETWEEN GROUPS

ADMC +9588803 9.7384
RIC +9829948 2.0843
BMLC «9568083 7.7406

-------------- VARIABLES NOT IN THE ANALYS|S AFTER STEP 3 ===m=--==-=mun

MINIMUM
VARIABLE ~ TOLERANCE  TOLERANCE F TO ENTER D SQUARED  BETWEEN GROUPS

TPC «1562804 «1520078 4.2589 .00070 3 6
BMMC -9997319 -9566012 <6831

LEE BN B B 25 20 20 20 BN Bk Ik 2N JNE N JNE N BN K N N N B R K 2R BE K BE BE B R NE K SR BE B BE R
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AT STEP 4, TPC WAS INCLUDED IN THE ANALYSIS.

DEGREES OF FREEDOM SIGNIF. BETWEEN GROUPS

WILKS LAMBDA .4107873 4 16 427.0

APPROX IMATE F 6.626704 64 1662.2 +0000

MINIMUM D SQUARED «6975216E~03 3 6
EQUIVALENT F +9234947E-03 4 424.0 1.0000
---------------- VARIABLES IN THE ANALYSIS AFTER STEP 4

VARIABLE ~ TOLERANCE F TO REMOVE D SQUARED BETWEEN GROUPS

ADMC «1520078 6.3377

RIC «9645729 240532

TPC «1562804 4.2589

BMLC +9416945 6.8377

-------------- VARIABLES NOT IN THE ANALYSIS AFTER STEP 4 =——~-e-cmeeau-
MiNIMUM

VARIABLE  TOLERANCE  TOLERANCE F TO ENTER D SQUARED BETWEEN GROUPS

BMMC +9997295 «1520071 6793

SUMMARY TABLE

ACT ION VARS  WILKS MiNiMUM
STEP ENTERED REMOVED IN LAMBDA  SIG» D SQUARED SIG. BETWEEN GROUPS

i BMLC 1 4709594 .0000  .00000 .9959 15 16

2 RIC 2 .651614 .0000 00009  .9998 3 6

5 ADMC 3 .476807 .0000  .00020 1.0000 3 6

4 TPC 4 .410787 .0000  .00070 1.0000 3 6
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CLASSIFICATION FUNCTION COEFFICIENTS

( ) (FISHER*S LINEAR DISCRIMINANT FUNCTIONS)
h
~ GROUP = 1 2 3 4
-
ADMC -.5140819€-06  .3480244E-05 .4573610E-06 -.94874B0E-06

pres RiC -+7128213E-05 =-.3423058E-05 ~.1593853E-05 -.2647999E-05
'}: TPC -.3235127€~07 =-.4043622E-05 ~.7221071E-06  «4900351E-06
- - BMLC «2109035E~-04 .1030902E-04  .3728468E-05 «71231625E-05
- (CONSTANT) =-2.972036 -2.872041 -2.837747 -2.849104

CLASSIFICATION FUNCTION COEFFICIENTS
(FISHER®S LINEAR DISCRIMINANT FUNCTIONS)

GROUP = 6 9 10 R
-~ ADMC -.8647223E-06 +1005989E-03  .2414048E-05 «4489748E-4
: RIC +6566609E-06 =-.2041720E-04 «1077743E-04 -.2635721E-C4
y TPC «6177599E-06 =-.1036995E-03 =-.1923101E-05 ~-.4477144E-04
. BMLC «3986396E-05 - 1919295€-04 «1423645E-04 «1334729E-04
(CONSTANT) -2.838070 -4.994625 -2.908668 -3.314781
- CLASSIFICATION FUNCTION COEFFICIENTS
- (FISHER®S LINEAR DISCRIMINANT FUNCTIONS)
GROwP = 12 13 14 i5

L ADMC .8639638E~05

.8784476E-05
-.8839892£-05

«2377707€E-04
«1755987E-04
-.2316496E-04

«7471420E-05
«B156635E-04
-.7917636E-05

-.1492459€E-05
-+3055838E-05
+9230644E-06

SMLC .6158868E-04 «-6620663E-04 «1171896E-04 «9369176E-05
(CONSTANT) -4.125553 ~4.541563 -3.030213 -2.859799
{
.
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CLASSIFICATION FUNCTION COEFFICIENTS
(FISHER*S LINEAR DISCRIMINANT FUNCTIONS)

GROUP = 16 17 18 19

ADMC -«2438748E-05 «7316092E-04  .3272036E-04 -.1388818E-04

RIC «1254646E-05 +5903660E-04 «1724841€-03 +6596167£-05 .
TPC .2088388E-05 =~.2240589E-04 ~.3335976E-04  .2553534E-04

BMLC «9440385E£-05 +4465976E-04 «6558861E-05 +2527208E-05

(CONSTANT) -2.860409 -7.861065 T -3.678021 -2.981063 -~

CLASSIFICATION FUNCTION COEFFICIENTS
(FISHER*S LINEAR DISCRIMINANT FUNCTIONS)

GROUP = 20

ADMC «9271462E-04
RiC -.4265211E-04
TPC -.9336187E-04
BMLC .8968155E-04

(CONSTANT) =-7.761588

CANONICAL DISCRIMINANT FUNCTIONS

FUNC EIGEN  PCT OF CUM  CANON AFTER  WILKS CHI-
TION VALUE VARIJANCE PCT CORREL FUNCTION LAMBDA SQUARED DF  SIG
0 411 384.787 64 0
1* . 701 64.60 64.60 +64 1 «699 155.017 45 .000
2% .194 17.87 82.47 <40 2 .834 78.348 28 .000
3% .120 11.09 93.56 «33 3 «935  29.214 13 .006

|

|

4* .070 6.44 100.00 .20 1
1

\

.- STANDARD | ZED CANONICAL DISCRIMINANT FUNCTION COEFFICIENTS
FUNC 1 FUNC 2 FUNC 3  FUNC 4 -
' ADMC 1.37524  -.0C730  =2.09157  =.55913
{ RIC 02932 L25732  -.04986 .98345
TPC -.74712 .76705  2.27266 29533
BMLC .50022  -.71511 53391 12350

CANONICAL DISCRIMINANT FUNCTIONS EVALUATED AT GROUP MEANS (GROUP CENTROIDS)
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GROUP

W N -

R
12
13
14
15
16
17
18
19
20

FUNC 1

-.26984
~+28907
-.31873
~.32128
-.32359
-17804
=.23104
-.02510
=-.04022
+09924
=+22627
~+32068
=.31511
2.37941
-.08100
+09181
«50333

FUNC 2

-.03618
~.29882
~.46416
-.37880
=+45823

.00224
-« 19830
=-+19452

+98082
1411107
~+23387
=+32637
~+32416

«61638
~-31120
=+50796
1.73524

FUNC 3

« 36362
«32045
«39842
«41261
.42057
~1.51824
«32617
~«43404
.05729
~.23773
.17820
-41533
.43127
-.68424
=~+34496
. 76508
=1.55550

119

FUNC 4

~.15890
-+14310
-.13877
=+«14307
=+12660
-+18257
=+06131
-.24917
-.03789
«02217
«33852
~+14420
~«12041
«25571
+86015
~+10344
~+26579
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TEST OF EQUALITY OF GROUP COVARIANCE MATRICES USING BOX*S M

THE RANKS AND NATURAL LOGARITHMS OF DETERMINANTS PRINTED ARE THOSE
OF THE GROUP COVARIANCE MATRICES.

GROUP LABEL RANK  LOG DETERMINANT
1 4 58.592693 :

2 4 58.733371
3 4 34.392314

4 < 4 (TOO FEW CASES TO BE NON-SINGULAR)
6 4 30.305328
9 4 69.720042
10 4 66.792521
1 4 67.447426
12 4 72.615618
13 4 73.340697
14 4 67.654663
15 4 41.945163
16 4 50.387283
17 4 79.192313
18 4 73.676361

19 < 4 (TOO FEW CASES TO BE NON-SINGULAR)
20 4 74.946447

POOLED Wi THIN-GROUPS

COVARTANCE MATRIX 4 78.525649

SINCE SOME COVARIANCE MATRICES ARE SINGULAR, THE USUAL PROCEDURE WILL
NOT WORK. THE NON~SINGULAR GROUPS Wi{LL BE TESTED AGAINST THEIR OWN
POGLED WiTHIN-GROUPS COVARIANCE MATRIX» THE LOG OF ITS DETERMINANT

IS 78.582253
BOX*S M APPROX IMATE F DEGREES OF FREEDOM SIGNIF | CANCE
671643 43.667 140, 21655.5 0
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CLASSIFICATION RESULTS -
NO. OF PREDICTED GROUP MEMBERSH IP
ACTUAL GROUP CASES | 2 3 4
GROUP 1 16 1 7 0 0
6.3 43.8 Q 3
GROUP 2 76 10 6 38 1
13.2 1.9 50.0 1.3
GROUP 3 8 0 0 4 0
0 0 50.0 0
GROUP 4 4 0 0 0 4
0 0 0 100.0
GROUP 6 16 0 0 0 0
0 0 0 0
GROUP 9 12 0 3 0 0
0 25.0 0 ]
GROUP 10 36 B 1 8 4
30.6 2.8 22.2 1.1
GROUP 1 48 2 7 6 1
4.2 14.6 12.7 2.1
GROUP 12 28 2 3 8 0
7.1 10.7 28.6 0
GROuP 13 24 1 0 0 0
4.2 0 0 0
GROUP 14 52 10 10 8 2
19,2 19.2 15.4 3.8
GROUP 15 44 8 0 8 0
18.2 0 18.2 0
GROUP 16 12 1 1 4 1
8.3 8.3 33.3% 8.3
GROUP 17 28 Q Q 0 C
0 0 0 0
GROUP 18 24 6 3 3 0
25.0 12.5 1245 0
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GROUP 19 4 0 0 0 O
0 0 0 0
GROUP 20 12 0 1 0 0
0 8.3 0 0

NO. OF PREDICTED GROUP MEMBERSHIP

ACTUAL GROUP CASES 6 9 10 11
GROUP i 16 0 0 1 0
0 0 6.3 0

GROUP 2 76 6 0 5 5
7.9 0 6.6 6.6

GROUP 3 8 4 0 0 0
50.0 0 0 0

GROUP 4 4 0 0 0 0
0 0 0 0

GROUP 6 16 16 0 0 0
100.0 0 0 0

NO. OF PREDICTED GROUP MEMBERSHIP

ACTUAL GROUP CASES 6 9 10 1
ROUP 9 12 7 1 0
0 58.3 8.3 0
GROUP 10 36 2 0 2 3
5.6 0 5.6 8.3
GRCUP " 48 7 5 1 8
14.6 10.4 2.1 16.7
GrOUP 12 28 0 0 4 3
0 0 14.3 10.7
GROUP 13 24 0 3 0 2
0 12.5 0 8.3
GROUP 14 52 2 0 3 5
5.8 0 5.8 9.6
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GROUP 15 44 20 0 0 0
& 45.5 0 0 0
- GROUP 16 12 1 0 1 0
j 8.3 0 8.3 0
< GROUP 17 28 0 7 0 1
. 0 25.0 0 3.6
-
- GROUP 18 24 1 2 0 3
A 4.2 8.3 0 12.5
GROUP 19 4 1 0 0 1
25.0 0 0 25.0
GROUP 20 12 0 5 0 0
0 41.7 0 0
NO. OF  PREDICTED GROUP MEMBERSHIP
ACTUAL GROUP CASES 12 13 14 15
GROUP | 16 3 0 0 4
18.8 0 0 25.0
- GROUP 2 76 2 0 1 2
2.6 0 1.3 2.6
A GROUP 3 8 0 0 0 b
X 0 0 0 0
) GROUP 4 4 0 0 0 0
. 0 0 0 0
) GROUP 6 16 0 0 0 0
N 0 0 0 0
. GROUP 9 12 1 0 0 0
X 8.3 0 0 0
GROUP 10 36 0 0 1 0
L 0 0 2.8 0
§
. GROUP n 48 1 0 3
A 4.2 2.1 0 6.3
GROUP 12 28 0 3 0 0
0 10.7 0 0
S 123
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GROUP 13 24 10 4 i 0
41.7 16.7 4.2 0

GROUH 14 52 i 0
1.9 0 747 7.7

NO. OF PREDICTED GROUP MEMBERSHIP

ACTUAL GROUP CASES 12 13 14 15
A R

A GROUP 15 44 0 0 0 6
g 0 0 0 13.6
- GROUP 16 12 0 0 0 3
0 0 0 25.0
GROUP 17 28 0 8 0 0
0 28.6 0 0
. GROUP 18 24 0 0 1 1
L 0 0 4.2 4.2
GROUP 19 4 0 0 0 0
- 0 0 0 0
GROUP 20 12 1 0 0 2
8.3 0 ) 16.7

c NO. OF PREDICTED GROUP MEMBERSH P
O ACTUAL GROUP CASES 16 17 18 19

. e e ————— —————— ———————— ————————— -———— ————————

GrouP 1 16 0 0 0 0
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F 2.8 0 2.8 5.6
(.
Yoo GROUP n 48 ! 0 0 0
o 2.1 0 0 o
-
e GROUP 12 28 0 0 0 0
0 0 0 0
GROUP 13 24 0 0 1 0
0 0 4.2 0
GROUP 14 52 0 0 3 0
0 0 5.8 0
GROUP 15 44 2 0 0 0
4.5 0 0 0
GROUP 16 12 0 0 0 0
0 0 0 0
GROUP 17 28 0 8 2 1
0 28.6 7.1 3.6
GROUP 18 24 0 0 4 0
Q 0 1641 0
0 0 0 50.0
GROUP 20 12 1 0 0 0
8.3 0 o 0
NO. OF  PREDICTED GROUP MEMBERSHIP
AUTUAL GROUP CASES 20
GROUF 1 16 0
0
SHOUP p) 76 0
0
GROLP 3 a3 0
0
GROUP 4 4 0
0
3
3
&
N 125
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GROUP 6 16 0

0
GROUP 9 12 0

0 (
GROUP 10 36 0
0

GROUP 1 48 4 R
8.3
GROUP 12 28 5 )

17.9
GROUP 13 24 2
8 L] 3
GROUP 14 52 0
0
GROUP 15 44 0
0
GROUP 16 12 0
0
GROUP 17 28 1
3.6
GROUP 18 24 0
0
GROUP 19 4 0
0
GROUP 20 12 2
16.7

PERCENT OF GROUPED CASES CORRECTLY CLASSIFIED - 17.57
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Appendix G:

SELECTING ONLY CASES FOR WHICH

MEAN STD OEV

ADMC 63861.357 118703.901
RIC 2383.605 2618.694
TPC 39894.352 107793.356
8MLC 34676.874  24360.067
BMMC 7904.845 8387.523
TOTAL 148792.727 235355.850
N OF CASES = 80
CORRELATION

ADMC RIC
ADMC 1.000 «282
RIC «282 1.000
TPC «957 «230
BMLC -306 «230
BMMC «154 <197
TOTAL -983 »289
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Results of Regression A

TYPE

LABEL

TPC

«957
«230
1.000
<288
«144
-978

YARIABLE(S) ENTERED ON STEP NUMBER

1es

MULTIPLE R
R SQUARE

ADMC

ADJUSTED R SQUARE
STANCARD ERROR 43717.45692

.98282
-96593
«96550

ANALYSIS OF VARIANCE

REGRESSION
RESIDUAL

F

"

-

2211.64054

DF SUM OF SQUARES
1 4226922867778.03125

SIGNIF F

EQ 1.000

BMLC

«306
«230
-288
1.000
+858
<422

«154
<197
144
.858
1.000
<270

R SQUARE CHANGE +96593
F CHANGE 2211.64054
SIGNIF F CHANGE 0

= 0

MEAN SQUARE

«42269E+13
78 149074851107.48437 1911216039.83954
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TOTAL

.983
-289
.978
«422
«270
1.000
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CONDITION NUMBER BOUNDS$ 1.000,, 1.000

VAR-COVAR MATRIX OF REGRESSION COEFFICIENTS (B)
BELOW DIAGONALE COVARIANCE ABOVEZ CORRELATION

ADMC

ADMC .00172
- VARIABLES IN THE EQUATION
VARIABLE B SEB 95 CONFDNCE INTRVL B BETA
ADMC 1.94865 04144 1.86616 2.03114 .98282
(CONSTANT)  24349.35727 5558.08523 13284.05949 35414.65504

-- VARIABLES IN THE EQUATION
VARIABLE SE BETA  CORREL PART COR PARTIAL TOLERANCE F SIGF
ADMC «02090 »98282 +98282 298282 1.00000 2211.641 .0000
(CONSTANT) 19.192 .0000
DURBIN-WATSON TEST = 1.99999

OQUTLIERS -~ STANDARDIZED RESIDUAL
~ SELECTED CASES

SEQNUM

167

O = NS

o8
16

Te LTel DT - "".“.' ’-“-"" ‘-'. . - T -'«

-"_ J'_ La

SUBF I LE *ZRESID
NONAME 8.01853
NONAME 2.29525
NONAME -.43658
NONAVE -.43417
NONAME -.43414
NONAME -.43413
NONAME -.43397
NONAME -.42915
NONAME -.42841
NONAME -.42793

1238

LI - . - -
e R e -
'
L% .

od

o e g e e e " ;\: a
et -A..n-.{.s..n"‘-f'. m(;n._\nf.ul..xh\m;“n: PP WP PR O PR R R S R PP W) MAAMM__.“A_‘~..)_ALMAX
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= HI STOGRAM - SELECTED CASES

- STANDARD | ZED RES|DUAL
N EXP N ( * = | CASES, . % = NORMAL CURVE)
1 .06 OuT *

0 .12 3.00

0 .31 2.66

1 W71 2.33 %

0 1.46 2.00 .

0 2.67 1.66 .

0 4.39 1.33 .

0 6.45 1.00 .

0 8.50 0.66 .
6

10.02 Q.33 wee*xsx
38 10059 0,00 *EFEKEEERRGIRERFEE SR IR I HEERRER

N
Py

10,02 —0433 #RERHRRDHNRTIIR IR IH RN IR IR ER

8.50 -0.66 .
6.45 -1.00 .
4.39 -1.33 .
2467 =1.66 .
1.46 -2.00 .

71 =2.33 .

31 -2.66

<12 -3.00

.06 OuT

OO O OCO0CO OO o

NORMAL PROBABILITY (P-P) PLOT - SELECTED CASES
STANDARD | ZED RESIDUAL

1000 +=—mccoen= pom——————— PO HRREEE RN RR
i bkl . |
! e . 1
[ * . I
| * . |
.15 + . +
i * . [
0 { . |
8 | . |
S | hd . !
E .50 + . +
R J . |
v | o* I
3 | . [
D | . |
. <25 + . +
i . P I
| . !
] . 1
[ I

SERRERRRRRN NN PO bomm—om——— + EXPECTED
«25 5 «75 1.0
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STANDARD I ZED SCATTERPLOT - SELECTED CASES

ACROSS - *PRED DOWN - *RESID
OUT +t====- to———— + 4 m=to———e tomm—— to—m—— ++
3+ +  SYMBOLSS
| |
| . | MAX N
2+ +
i | . 4.
1 | £ 8. *
1+ + * 6.
| |
| coe . .
0 + JEEE, L . . .
! JHE, .
| |
-1 + +
| |
l |
-2 + +
[ |
| |
-3 + +
OUT ++==-== fom———— + + + + ++
-3 -2 -1 0 i 2 3 ouT
STANDARD I ZED SCATTERPLOT - SELECTED CASES
ACROSS - TOTAL DOWN - *RESID
OUT +4-=-m- pom——- = o —tm—m—e to———- tom——— ++
3+ + SYMBOLSS
1 |
| . 1 MAX N
2 + +
| | . 4.
[ | 4 8.
1+ + * 6.
| |
| e . .
0+ 5 S PR .
l RA .
! |
-1 + +
| | N
i |
_2 + +
) i
[ |
-3 + +
OUT +4=mmem pomm—— I e i pmm——— [ ++
- -2 -1 0 1 2 3 outT
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Appendix H:

SELECTING ONLY CASES FOR WHICH

MEAN
ADMC 6164.243
RIC 1657.854
TPC 1525.944
BMLC 8028.563
BMMC 246422.748
TOTAL 18698.030
N OF CASES = 20
CORRELAT 1ON

ADMC
ADMC 1.000
RiIC 2472
TPC .465
BMLC «145
BMMC -.033
TOTAL .810

*’I"i‘lill*ii!’*lllll&lii!*ll{

STD DEV

12966.546
8324.817
3294.608
8261.336

3500611.921

24726.650

4

RiC

472
1.000
412
.310
-.014
«752

T T .

Results of Regression B

TYPE

LABEL

TPC

+465
<412
1.000
«239
-.033
606

VARTAZLE(S) ENTERED ON STEP NUMBER

Teo

MULTIPLE R
R SQUARE

ADMC

ADJUSTED R SQUARE

STANDARD ERROR

ANALYSIS OF

REGRESSION
RESOUAL

-n
"

384.

YARTANCE

DF

202

217119

.80958
65542
«65371

14550.70462

EQ

2.

aMLc

<145
<310
<239
1.000
-.068
+603

R SQUARE CHANGE
F CHANGE
SIGNIF F CHANGE

SUM OF SQUARES

1 81347617997.52979

42768046988.03979

SIGNIF F = 0
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MEAN

000

BMMC

=-.033
. =014
=-.033
-.068
1.000
=053

+65542
384.21719
0

SQUARE

+81348E+11

211723004.89129

TOTAL

.810
<752
606
.603
-.053
1.000
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COND!TION NUMBER BOUNDS% 1.000, 1.000

VAR-COVAR MATRIX OF REGRESSION COEFFICIENTS (B)
BELOW DIAGONALE COVARIANCE ABOVEE CORRELATION

ADMC
ADMC .00620
.
---------------------- VARIABLES IN THE EQUATION ======-moommmmommooooe
VAR 1 ABLE 8 SE B 95 CONFDNCE INTRVL B BETA
ADMC 1.54383 .07876 1.38853 1.69913 .80958

(CONSTANT) 9181.47308 1128.52582 6956.27138 11406.67478

VAR I ABLE SE BETA  CORREL PART COR PARTIAL TOLERANCE F SIGF
ADMC .04130 .80958 .80958  .80958 1.00000 384.217 .0000
(CONSTANT) 66.191  .0000
DURBIN-WATSON TEST = 1.17522

OUTLIERS - STANDARDIZED RESIDUAL
- SELECTED CASES

SEQNUM  SUBFILE *ZRESIO
51 NONAME 6.03477
50 NONAME 4.14566

302 NONAME 3.83660

92 NONAME 3.64687

518  NONAME -3.48239

519 NONAME -2.95963 R
19 NONAME 2.84583

418 NONAME 2.70923

317 NCNAME -2.45724

188  NONAME -2.10918
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H1STOGRAM
STANDARDIZED RESIDUAL

N

4
1
1
0
0
1
0

14

7

27
89
26

8
8
6
6
3
1
0
[
1

EXP N
.16
31
.80

1.82
3.72
6.82

11.19

16.45

21.67

25.56

27.00

25.56

21.67

16.45

11.19

6.82
3472
1.82
.80
<31
.16

(

ouT
3.00
2.66
2.33
2.00
1.66
1.33
1.00
0.66
0.33
0.00
=~0.33
~0.66
-1.00
-1.33
-1.66
-2.00
=-2.33
-2.66

- SELECTED CASES

* = 2 CASES,

* %

*{*{lii.

* 4%

{i{{}ii*illl%}

**{!****i{i*l’&i**i*i*’!illl*l**{i&*li{i{}*l{

i***i*i**iii’
2 22 ]

.
L 22

* %
iiz
*3
%

-3.00 *
ouT *

NORMAL PROBABILITY (P-P) PLOT
STANDARD | ZED RESIDUAL

Cm<>x mMmMWw T O

« % = NORMAL CURVE)

- SELECTED CASES

1.00 +===- + + + *
| {lli*{l

t % %% |

| (2222 . ]

! bl . |

.75 + . +
! . |

i * . |

| . I

| * |

.50 + . +
| . * |

1 . ¥ |

| . * |

| . |

25 + . re +
i . il |

| . NN |

i .iik |
Il‘l! |
pomm——— - o —t—— + +

+25 5 15 1.0
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STANDARDIZED SCATTERPLOT - SELECTED CASES

e ACROSS =~ *PRED DOWN - *RESID

SR OUT ++ + t= e + o ==tm———- ++

i 3+ . SYMBOLS%
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N SELECTING ONLY CASES FOR WHICH  TYPE EQ 3,000
2 MEAN STD DEV  LABEL
‘ ADMC 11267.491  24248.220
RIC 106.243 375.955
TRC 5055.384  6468.692
BMLC 8561.855  12667.144
BMMC 949.070  1624.675
TOTAL 23585.562  39482.251
8 N OF CASES = 104
i
[ CORRELAT 10N
.
4
’i ADMC RIC TPC BMLC BMMC
A
. ADMC 1.000 .535 .680 .662 .786
= RIC +535 1.000 .401 .640 .491
é TRC .680 .401 1.000 .400 .420
BMLC 662 .640 +400 1.000 732
BMMC .786 . 491 .420 .732 1.000
TOTAL 963 ‘032 723 .807 .814

VARIABLE(S) ENTERED ON 5TEP NUMBER

Teeo ADMC
MULTIPLE R «96306
R SQUARE .92748 R SQUARE CHANGE .92748
ADJUSTED R SQUARE «92677 F CHANGE 1304.56879
STANDARD ERROR 10684.15131 SIGNIF F CHANGE 0

ANALYS1S OF VARIANCE

DF SUM OF SQUARES MEAN SQUARE
REGRESS 10N 1 148917948704.49902 +14892E+12
RESIDUAL 102 11643411090.34869 114151089.12107
F = 1504.56879 SIGNIF F = 0
CONDITION NUMBER BOUNDS# 1.000, 1.000
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Appendix I: Results of Regression C

TOTAL

+963
632
. 723
807
.814
1.000
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VAR-COVAR MATRIX OF REGRESSION COEFFICIENTS (B)
BELOW DIAGONAL® COVARIANCE ABOVEZ CORRELATION

ADMC

ADMC .00188
.
----- VARIABLES IN THE EQUATION

VARIABLE B SE B 95 CONFDNCE INTRVL B BETA
ADMC 1.56810 .04342 1.48199 1.65422 -96306
(CONSTANT) 5916.95722 1156.24555 3623.54964 8210.36480
------ - VARIABLES IN THE EQUATION
VAR IABLE SE BETA  CORREL PART COR PARTIAL TOLERANCE F SIGF
ADMC +02666 «96306  .96306  .96306 1.00000 1304.569 .0000
(CONSTANT) 26.188 .0000
DURBIN-WATSON TEST =  1.45486

OUTLIERS - STANDARDIZED RESIDUAL
- SELECTED CASES

SEUNUM

SUBF ILY. *ZRESID
NONAME ~-9.01068
NONAME 1.89129
NONAME 1.55438
NONAME 152102
NONAME 1.32851
NONAME +90528
NONAME «82640
NCONAME +75402 .
NONAME «66204
NONAME .62248
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HI STOGRAM - SELECTED CASES
STANDARD | ZED RESIDUAL

N EXP N ( * = 1 CASES, « § = NORMAL CURVE)
0 .08  OUT

0 .16 3.00

0 .41 2.66

U 93 2.33 .

1 1.90 2.00 *.

2 3.48 1.66 %%,

1 5.71 1,33 % .

. I 8.39 1.00 * .

9 11,05 Q.60 ¥ewsniexw

16 13,03 Q.33 EEERRERuerngrin
62 13477 Q.00 #ERFERERRRERRGEBHEREEHSEEEEF ISR RN R RN
9 13.03 =0,33 #erxravir .

2 11.05 =0.66 ** .

C 8.39 -1.00 .

0 5.71 -1.33 .

0 3.48 -1.06 .

0 1.90 -2.00 .

0 33 =2.33 .

0 41 =2.66

0 .16 =3.00

1 .08 OUT *

NORMAL PROBABILITY (P-P) PLOT - SELECTED CASES
STANDARD I ZED RESIDUAL

1.00 +=—==-mneme o + —enet il

t ErRBEREN

| b . !

i %% . |

i . 1

o7t * . +

i *% . I

2 ! * . |

8 I * . |

S i . !

E «50 + *. +

R i . !

v | . !

E | . |

D | . * |

W25 . +

] . |

< | l

{ . * % |

. * % e |
*.’Ilillliil ________ fpm—rmm———— [ SRR + EXPECTED

«25 5 75 1.0
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STANDARDIZED SCATTERPLOT - SELECTED CASES
ACROSS - *PRED DOWN - *RESID
OUT +4==—ee e + + + + ++
3+ +  SYMBOLSE
] )
i MAX N
2+ .
i . . . 12.
| . | 3 24.
1+ . + * 51,
| eee  ses « o .
| .« s es .
0+ ese see o .
1 . .o
| . .
-] +
I I
1 |
-2+ +
1 |
1 |
-3 + +
QUT ++-—=== tom——— tm———— te———— tm— , fmm——- ++
=3 -2 -1 o] 1 2 3 0UT
STANDARD | ZED SCATTERPLOT ~ SELECTED CASES
ACROSS - TOTAL DOWN - *RESID
OUT ++-=wem tomme fmm——— E e fow——— tom——- ++
5+ +  SYMBOLS%
| |
| MAX N
2t .
i . . . 12.
| . 1% 24.
1o+ . +  * 51,
! es s eee . « e
| o« o0 o & .
0 + see soes .
| .o .o
| . .
_] +
i I
| |
-7+ +
i |
| |
-5 + +
QUT H4-e-mm oo bommm—— tomm ) eomee e ++
-3 -2 -1 i 2 3 ouT
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SELECTING ONLY CASES FOR WHICH TYPE EQ 4.000
MEAN STD DEV  LABEL
ADMC 21793.,270 35855.640
RIC 1102.133 2592.872
TPC 7645.150 11743.079
BMLC 35952.398 65957.163
BMMC 6030.962 21713.561
TOTAL 72524.439 117068.869
N OF CASES = 56
CORRELATION
ADMC RiC TPC BMLC BMMC TOTAL
ADMC 1.000 «595 897 «507 +409 771
RIC «535 1.000 « 756 «359 069 . 495
TPC 897 <756 1.000 «556 <318 «764
BMLC «507 « 359 «556 1.000 821 935
BMMC 409 069 318 <821 1.000 .807
TOTAL «T71 <495 + 764 935 «807 1.000
EZNE SR JEF SR R SO R R T T IR N NN NN R R BT JEE JEE BN NEE JEE N JEE A
YARIABLE(S) ENTERED ON STEP NUMBER
t.:h. Tee BMLC
-
ol
~~ . i
.;-“ MULTIPLE R 95466
"“g R SGUARE .87359 R SQUARE CHANGE «87359
; ADJUSTED R SQUARE 867129 F CHANGE 373.17698
: STANDARD ERROR  42006.7273/ SIGNIF F CHANGE 0
ANALYS1S OF VAR IANCE
. nDF SUM OF SQUARES MEAN SQUARE
- REGRESS T ON 1 558495089066.59766 «65850E+12
t'»'_' RESIDUAL 54 99286517782.82373 1764565144.12636
o F o= 573.17693 SIGNIF F = 0
A
L
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CONDITION NUMBER BOUNDS? 1,000, 1.000

VAR-COVAR MATRIX OF REGRESSION COEFF ICIENTS (B)
BELOW DIAGONALE COVARIANCE ABOVEZ CORRELATION

BMLC
BMLC 00737
*
VARIABLES IN THE EQUATION ’
VAR ABLE B SE B 95 CONFDNCE INTRVL B BETA ‘
BMLC 1.65895 .08588 1.48678 1.83112 93466 \
(CONSTANT)  12881.25504 6406444921 37.09762 25725.41247
-—- VARIABLES IN THE EQUATION
VARIABLE SE BETA  CORREL PART COR PARTIAL TOLERANCE F SIGF
BMLC .04838  .93466 .93466 .93466  1.00000 373.177 .0000
(CONSTANT) 4.043 .0494
DURBIN-WATSON TEST =  2.00000
OUTLIERS - STANDARD!ZED RESIDUAL
- SELECTED CASES
SEQNUM  SUBF ILE *ZRESID
- 225 NONAME 4.92056
S 224 NONAME -4.05967
o 443  NONAME -1.69270
o 439  NONAME -1.64185
S 444  NONAME -1.23799
K"' 223 NONAME ~.59391
(ol 1
s 358  NONAME ~.51697
ﬁ ' 209  NONAME ~.49703
(- 228 NONAME -.35837
N 226 NONAME .27495
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N EXP N
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NORMAL PROBABILITY (P-P) PLOT - SELECTED CASES
STANDARD | ZED RESIDUAL

Om<XOMwuT O
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(
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-0.33
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