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INTRODUCTION TO
LECTURE SERIES NO. 143
FAULT TQLERANT HARDWARE/SOFTWARE ARCHITECTURES FOR FLIGHT CRITICAL FUNCTIONS

Gary L. Hartmann

Honeywell Inc.
Systems and Research Center
2600 Ridgway Parkway P.0, Box 312
Minneapolls, Minnesota USA 55440

Modern weapon systems, driven by escalating performance demands, are becoming complex and
sophisticated, Demands for higher accuracy, improved reliability/survivability, all-weather
operation, and more automatlon are placing increased emphasis on the control function. Nowhere (s
this increased emphasis more evident than in the control functions required in advanced aircraft
systems. Due to the expanded role of automation many functions are becoming flight-critical (i.e.,
loss of this function is catastrophic).

Flight critical architectiures are more complex than fault-tolerant computers. In addition to
airborne computers, overall reliability depends on proper design and management of:

0  Sensors and their interfaces
[} Actuation elements
¢ Data comminication among the distributed elements

Previous NATO-AGARD publications have dealt with related aspects of this subject. Lectires Series
No. 109 [reference 1] discussed redundancy management aspects of flight control with some detail on
sensor management and analytical rediundancy techniqites. AGARD publications such as reference 2
cover areas related to integrity in electronic flight control systems. This lecture series covers
experience with flight tested fly-by-wire systems as well as issues in redundancy management of
synchronous and asynchronous systems. It specifically addresses software fault tolerance,
actuation fault tolerance, reliable data communications, and multi-computer operation using the Ada
langnage.

First Day

The first paper presents a description of two recent GEC Avionics systems:

[} A310 Slats and Flaps Control System
[ Jaguar FBW Demonstrator Flight Control System

Particular reference is made to the architectures of the computers and embedded software. The
system design reguirements, especially those relating to integrity and avaflability, are
presented. Emphasis will be placed on the reasons for selecting dissimilarity, as an
implementation philosophy, for the A310 system, as agalnst the miltiple similar elements in the
Jagnar architecture.

The paper provides a orfef description of the design and development programs for the two computer
units with emphasis on lessons learned, especially in the software areas. The aspects of the
system involved with maintainability and reliability are detailed and current in-service experience
discissed. Conclusions highlight lessons learned from these successful fly~by-wire programs.

The second paper addresses a fundamental issue in managing redindany elements -- should the
redundant channels be synchronized or allowed to run asynchronously? While asynchronous systems
may initially appear attractive due to the "uncoupling” of the channels, the cross-channe}
interactions are much greater than what might be expected, Both synchroncus and asynchronous
systems share the burden of cross-channel consistency maintenance, the reqitirement that inputs and
internal states are not allowed to diverge. In fact, consistency maintenance often dominates the
design process in a correctly designed system., In asynchronoas systems consistency maintenance
takes the form of crosa-channel equalization along with technigues for handling discrete changes 1n
operating mode,

Consistency maintenance and resoultion technigues are presented for both types of systems, The
class of synchronous systems are further decomposed into clock sSynchronous and data synchronous.
The relative strengths and merits of all three approaches are contrasted. It is concluided that,
based on the increasing complexity of future systems, synchronous systems will be preferavle.

The third paper will present a case for the adoption of design-fault tolerant techniques in
practical software systems. Fault tolerance has an established role in detecting and masking
component faults {n hardware systems, and is being advocated as a defense against design
deficiencies which can plague scftware,
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A critical application area for computer systems i{s that of real-time control.(e.g., in avionizs).
Strong support for the uttlity and effectiveness of software fault tolerance in these systems is
provided by the resilts of an experimental project at the University of Newcastle apon Tyne.
Techniques were demcnstrated with a realistic implementation of a control system. Reliability data
was collected by running this system in a simulated tactical environment for a variety of action
scenarios. Analysis of the data showed that reliabllity was significantly enhanced by the .1se of
software f.alt tolerance.

The fourth paper addresses information transfer in flight criticzal systems. First-generation
avionic data transmission systems (MIL-STD-1553, ARINC 429, GAM-T-10t (Digibus)) were contemporary
to what have now become known as local area networks., They were mainly molivated by the desire to
decrease the amount of wiring 1sed for egiipment interconnection. All of these systems are
relatively slow by modern standards and feature little or no fa.lt-tolerance featires (all .ise
centralized control).Since 1976, the Dependable Computing System Design and Validation group at
LAAS has been engaged in two research projects concerned with architect ires and protocols for the
next generatlon of avlonlec data transmission systems. The lncreased reliance on digital technigues
in present-day aircraft, will require order-of-magnitide higher data rates and improved
dependability.

This paper presents several technigies for realizing multiple path broadcast media along with
fully-decentralized control protocols, Specially-developed Carrier Sense Multiple Access (CSMA)
techniques featuring low error latency and station autonomy while ensuring the bo.nded access times
required of real-time systems are described.

The first day of the lecture series concludes with part I of a paper on the use of the Ada
programming language in flight critical applications. Ada has been mandated as the programming
language to be used for future U.S. Department of Defense embedded compiter applications. It was
designed primarily for embedded computer system applications, and Incorporates a number of features
to enhance program clarity and to improve error containment.

Second Day

The second day of this lecture series begins with a paper addressing design issiues in data
synchrono:s systems,

In data synchrono.is systems, the oitputs of all correctly operating redindancy channels are
guaranteed to bit-~for-bit agree, {ndependent of whether the channels are clock or frame
synchronous. Data synchronoas systems offer a general form of fault tolerant processing capable of
correctly supporting a very general class of programs.

Using simplified dataflow models, the various aspects of the design of correct data syachrono:s
systems are examined in detail. These include: Source consistency, the requirement that all
correctly operating channels receive preclsely the same inputs. Task synchronization, the problem
of keeping the time skew between channels within predetermined boinds, as well system
initialization, sparing, and transient recovery. The :insolved problem of latent faults is also
presented along with the need for self-test heuristics. Sequential fault tolerant and parallel
fault tolerant approaches are contrasted for systems requiring protection from multiple faults.
Both hardware and software solutions to these problems are given, emphasizing system performance
and economy.

The next paper address the important (and sometimes neglected) interface with alroraft actaation
systems. Digital technology has effectively been applied to the computatfional aspects of flight
control systems bat must interface with traditionally analog power elements (e.g., hydraulic servo
actuators). To evaluate this interface, the flight control actuation subsystem was defined in
terms of three equipment elements (control processor, servo processor and servo actaator complex)
and their commwinication interfaces.

A set of design issues were identified with respect to these elements., These 1ssues included
functional task assignments and physical locatlons. In addition, requirements for high temperature
electronics, feasibility of algital mechanization, and fault detection/redundancy management were
design conslderations. Of the candidate flight control system configurations studied, one which
provided the highest potential for fault tolerance was a triplex, active-on-line system with
Self-checking computer pairs 1n each channel for control law and servo actuator processing. The
latter set was located at each actuator and was connected to all contol law processors by means of
a digital serial data bus, thus creating a voting plane at the actuator,

The next paper presents a methodology for validating the functions and reliability of a fly-by-wire
System. Recommendations for using finite state machlnes to make the System Specification precise
and complete are made. Examples are drawn from several flight control designs to illustrate the
use of finite state machines.

In validation of system reliabllty, fault tree analyses is combined with a finite state
representation of the redundancy management to establish system level reliability tests. This
method {3 {llustrated using design trades from a distributed multi-computer architect.ire.

The final paper is part II of the use of Ada in miltiple computer systems. Two ongoing projects at
Honeywell's Systems and Research Center illustrate the range of options in distributing Ada
software on multiple computers.
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DIGITAL FLY~BY-WIRE EXPERIENCE

Mr. A.D. Hills
Engineering Manager
Flight Controls Division
GEC Avioncs Lcd
Airport Works, KRochester,
Kent, England.

SUMMARY

A description of two recent GEC Avionics (GAv) systems is included
1) A31y Slats and Flaps Control System

2) Jaguar FBW Demonstrator Flight Control System

Particular reference is made to the architecture of the computers and embedded software.

Data is included on the two different system design requirements, especially those
relating to integrity and availability. Emphasis is placed on the reasons for selecting
dissimilarity, as an implementation philosophy, for the A310 system, as against the
multiple similar Jaguar demonstrator architecture.

The paper then provides a brief description of the design and development programmes for
the two computer units with emphasis on lessons learned, especially in the software
areas.

The aspects of the system and computer design involved with maintainability and
reliability are detailed and current in-service experience discussed where applicable.

Conclusions are drawn particularly on dissimilarity, highlighting lessons learned from
these successful FBW programmes.

A potential method of providing software faule tolerance within a dissimilar
implementation is8 discussed and preliminary results of a GEC research programme in this
area provided.

INTRODUCTION

The two recent GEC Avionics Fly-by-Wire (FBW) programmes addressed in this paper wvere
conceived for two very different system and integrity requirements.

une, the Jaguar FBW system, was designed and developed as a production standard
demonstrator control system to investigate and prove advanced control concepts for future
fighter aircraft. The A310 Slat and Flap system however, is a FBW implementation of a
secondary flight control system for a commercial twin aisle passenger transport now in
scheduled service.

The essential differences both in certification and system requirements led the two GEC
Avionics design teams to adopt ¢two different systems solutions and hence computer
drchitectures.,

A310 SLATS AND FLAPS SYSTEM REQUIREMENTS AND DESCRIPTION

The Slat and Flap Control system for the Airbus Industrie A31(Q aircraft is a digitally
implemented electrical control system which has no mechanfcal linkage between the cockpit
mounted Slat/Flap control lever and the respective hydraulic actuator. The system was
designed in collaboration with Liebherr ~ Aero-Technik GmbH for MBB GmbH, Bremen, West
Germany, who form part of the Airbus Industrie consortium. This FBW implementation was
selected for the following reasons:~

* Weight saving.

* Repeatablliity of wvery accurate surface deployment without rigorous mechanical
maintenance,

* Maintainability and fault diagnosis improvements over a mechanical system.,

* Incorporation of system protection features within electtonics leading to the use of

lighter screw jacks.

* Flexibility for modiffication and inclusion of pilot work-load reduction features
such as 'Slat baulk'.

The integrity requirements for this system can be summarised as:-

/|
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* Failure to operate surface PEUAE
when commanded but tailure ¢ F L1k per
indicated to crew. flight hour.
J
* Failure to operate surface
when commanded and failure
not indicated to crew.
-9
< ia per
* Uncommanded surface movement. flight hour.
* Asymmetric deployment of
surfaces. J

The factors which were considered in the selection of the computer dand sullware
architecture required to support this integrity and availability requirement ~ere ds
follows:-

* Extent of task - could it be contained within a design using the then available
avionic grade microprocessors?

* Certification authority opinion on the use of redundant monitoring or limiting
devices.

* Concetn over analysis of software integrity and LS8! device failure modes.

These last two factors led to the use of dissimilarity both in hardware and software as
part of the final architecture.

System Description

Flight crew surface deployment commands aie lransmitted as redundant electrical discrete
signals from the cockpit Slat/Flap control lever to the computers.

Figure 1 shows the interface of one channel of the flaps control system, the slats system
being similar in architecture.

SELECTOR COMPUTERS MOTOR

VANE PROTECTION
MICROSWITCHES

Figure 1 Interface of Electronic Control for Flap Drive

These commands are verified and then used to compute the direction and speed of surface
movement, if required. By using incidence information from both alr data sources, these
pilot commands may be modified to prevent inadvertent full slat retraction above an
incidence threshold. A cockpit warning is provided 1f this protection feature becomes
active.

The facility also exists to 1limit flap deployment as a function of airspeed. This
function is implemented in the derivative GEC Avionics' Slats and Flaps Control System
for the Airbus Industrie A300 - 600 aircraft.

Position feedback is provided by synchros attached to the output shafts of the slat and
flap hydraulic motors. Additional synchros mounted at each end of the transverse torque
shafts provide data for system asymmetry and speed monitoring.

oo
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Upon detection of a systen asymmefry, uncommanded surface movement or uther critical
failures, electro-hydraulic brakes are applied at the end of torque shafts in order to
lock the system. This brake application, which must occur within approximately 4ums ot
critical failures occurring, requires the agreement of both computing channels associated
with the appropriate slat or flap function.

System and Computer Architecture

The deployment of surfaces and the intensive system monitoring are controiled by two
identical digital <computers. Each of these two «computers contains two further
identically implemented but independent channels, one channel dedicated to each of the
slat or flap functions. Each channel drives the solenoid valves of its associated
hydraulic motor, which, via a differential gear arrangement, tranverse torque shafts and
rotdry actuators, operates the respective slat or flap surface. Failure of a channel
causes a pressure off brake to be applied to the relevant side of the differential and
surface deployment is then available at half the normal speed.

To complete the system monitoring concept, a duplex computing arrangement was selected
for each of the independent slat or flap channels.

The outputs from the two duplex lanes are consolidated by use of combinational logic
technigues. This ensures that no drive commands can be generated by a channel unless
both independent dissimilar lanes agree. For certain critical outputs, eg, electro-
hydraulic wing tip brake operation, either lane has the capability of setting its
relevant channel output. Monitoring is carried out over a number of computing frames to
avoid nulsance warnings.

Figure 2 lllustrates the computer architecture and shows the consolidation arrangement
between the dual dissimilar lanes.

MOTOR BRAKE MOTOR BRAKE

— T

CHANNEL 2

l CHANNEL 1

r a

(-

— ]
MICRO ICRO

MICRO MICRO!

- —H

78073

Figure 2 Computer Architecture Schematic

In order to protect the system against common design errors generating uncommanded
surface deployment, the concept of dissimilarity was employed. The two computing lanes
within a channel were therefore designed as follows:

* Each lane of a channel is implemented using a different microprocessor procured from
different manufacturers.

This declsion reduces the FMEA requitement on a chosen common device and assists in
the achievement of dissimilar software by enforcing dissimilar assembler statements.

* Each lane contains its own clock and timing signals and operates asyachronously to
the other lane, both in hardware and software teras.

* Store maps implemented for each lane are configured differently.

- LRI - KT e e e———— ———
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* Care Was tdaken ia the allocation ot commands witnin output words to edsule Loal
simildr discrete commands did not occupy identical bit positions witnia words. Tais
is necessary since the monitoriag system of cross comparing critical vutput voennands
requires output discretes trom one lane to be mapped as inputs to the other lane.

Software Architecture

Tne software philosophy adopted tor the A3ly Slar and Flap Computer i3 one [N
dissimilarity ftrom the specificarion through the source statements and host systeas Lo
(E)ProM file formats. This decision to wutilise 4 continuous cross comparison between
dissimilar {mplementdtions as protection ageinst a dormant error was taken to circumvent
the problem of demonstrating very high integrity levels in similar software-based
systems.

A separate softwidre requirements document (SRD) was produced for each lane. Having
produced the SRD, the development procedure follows the normal path, in each lane, ot
top-down analysis to produce a modular structure and then to design and generate code fur
each module using assembler statemeats.

To avoid the remote but credible possibility of a common host computer error introducinyg
faulty into the software two Aifferent host systems were used to assemble code, aone tor
each lane.

At this stage, instead of embarking on extensive nudule testing, the approach that has
been taken is to assemble che software for each lane and then to perform
hardware/combined software integration testing. Experience wWith this rtechnique hay
slightly modified this approach and integration testing 1is now first conducted on
individual laaes before integrating both dissimilar lanes together. Tnis partial
integration reduces the naumber of poteuntial error sources and heace speeds the overall
task.

The key features of the dissimilar software development process are shown in Figure 3.

e e
SYSTEM SPEC
HOST 1 HOST 2 '
SOFTWARE SOFTWARE
REQUIREMENTS DOCUMENT REQUIREMENTS DOCUMENT
|
r PROCESSOR J L PROCESSOR 2 (
TAPE YAPE
PROM :
PROGRAMMER
LANE ¢ MPAR LANE 2 |
PROMS COMPARE COMFarg FROME !
PROM .
R N |
Figure 3 Dissimilar Software - Key Features

JAGUAR FLY-BY-WIRE SYSTEM REQUIREMENTS AND DESCRIPTION

The prime requirement of the demonstrator FHW Jaguar Integrated Flight Control Systenm
(LFCS) was to provide full authority control of the aircraft's five primary control
surfaces nanmely

Left and right tallplane
Rudder
teft and right spollers

a8 shown in Flgure 4; - the primary control surfaces being shown cross hatched.
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The multiple redundaat design philosophy of the FBW Jaguar LFCY was largely dictated by
the averall requitrements:-

* Overall system loss probability (up to and including_ﬁhe first stage of the
control surface actuation) should be no greater than 10 per hour.

* The system should be able to survive any two electrical failures.

* The system should use elecrro-hydraulic first stage actuation with the

constraints that only two independent hydraulic supplies would be available,
and hydraulic failures could not be alleviated by any form of interconnection
between the two hydraulic supplies.

* The system should be able to survive a hydraulic system failure followed by an
electrical failure, or an electrical failure followed by a hydraullic failure,

* The system should in general rely on majority voting of the redundant elements
for failure survival rather than self monitoring within each of the redundant
elements.

* Similar redundant digital implementation (both hardware and software) should be
adopted without any reliance on any back up flight controls (e.g. mechanical or
simple analogue links).

Figure 4 FBW Jaguar showing Primary Control Surfaces
System Description

The first of these requirements was based on the desire to develop a full time FBW system
which could be shown to be at least as reliable (in terms of overall system loss
probability) as the mechanical control linkages which it replaced. For this reason the
particular double hydraulic failure case did not need to be considered as this was a
common denominator (in terms of non~reversible tandem power actuation) between the FBW
system and its traditional mechanically linked equivalent,

That the second requirement 18 a by-product of the first is evident when one considers
that the failure probability of a single lane of a flight control system gs the
required complexity in & military environment is likely to be ol the order of |0 per
hour. In other words a single fall operational triplex gﬁftem, which with this lane
failure rate would have a second failure probability of 3,10 per hour would clearly not
meet the above system loss probability requirement. It was therefore decided to opt for
quadruplex computers to perform the flight control computing tasks with quadruplex
primary input sensors (i.e. pilot commands, aircraft angular rates, and control surface
positions). Such an arrangement {s able to survive two sequential {input sensor failures
by means of appropriate majority voting and failure rejection logic within the computers.

In view of the requirements above the first stage actuation clearly needed to be either
quadruplex (with two sub-actuators per hydraulic supply) or sextuplex (with three sub-
actuators per hydraulic supply). The quadruplex configuration had the attraction of a
tidy (one-to-one) interface with the quadruplex flight control computers (Fcls).

i . e
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However in order to meet requirement for surviving electrical and hydraulic faults, sonme
form of actuation monitoring and sub-actuator lane isolation mechanism would have been
necessary, and would have placed a heavy reliance on the ability of the system to reject
an electrical failure (following a hydraullc system failure) in an acceptably short time
to prevent uncontrolled surface movement and possible catastrophic aircraft divergence.

It was therefore decided to 'play safe' and incorporate sextuplex (or duo triplex) tirsy
stage actuation. The feature of such a first stage actuation system is that with such a
high level of redundancy, lane falilures can be survived by the process of failure
absorption i.e. the actuation elements do not need any hardware associated with eitfer
monitoring or isolation. Any two sub-actuators or sub-actuator finput failures can be
survived by virtue of the fact that there are always more 'good' sub-actuators than 'bad’
ones. A hydraulic failure is absorbed because the three sub-actuators operated by that
hydraulic system are not able to oppose the three (or two after a further tailure)
correctly operating sub-actuator lanes.

The remainiag problem was how to lnterface four FCCs with each of the six lane first
stage actuators in such a way that one or two FCC faiflures could not propagate (0 more
than two lanes of the six lane actuators. The solution which was adopted was to inter-
face the four FCCs on a one-to-one basis with four out of the six lanes of each firse
stage actuator, and to drive the remaining two lanes of each first stage actuator witn
independently voted versions of the FCC output drive signals. These two additional
voting nodes required two further computers, each with appropriate segregation of data
transmission and power supplies etc., in order to eliminate any possibilicy of inter-lane
fault propagation between the six parallel redundant output interfaces. The resultant
Jaguar FBW system confliguration is shown in Figure 5.

In additioa to the quadruplex set of primary input sensors, sensors of lower redundancy
are used for those functions which may be necessary for optimum performance but which are
aot necessary for safe flight. These are as follows:~

Dynamic pressure triplex
Static pressure triplex
Lateral acceleration duplex
Angle of attack duplex
Sideslip duplex
Autopilot sensors simplex

The dynamic and static pressure inputs are used for gain schedules etc. In the event of
a second similar failure the system reverts to safe fixed values. The fail safe lateral
acceleration input is provided as an adjunct to the prime yaw rate and sideslip angle
rudder control terms. The location of the angle of attack and sideslip probes is such
that single fail operation corrected angle of attack and sideslip is able to be derived.
The autoplilot sensors (e.g. attitude, height, heading) are simplex and interface with
FCC4 only. They enable a limited authority, fail safe autopilot facility to be provided.

System and Computer Architecture

The four flight control computers (FCC) are operated with software <controlled,
syachronopus program cycles, and input sensor data is interchanged by optically isolated
serial data links, as illustrated in Figure 6.

This synchronisation and consolidation enables a bit for bit identical contrul law
implementation to be carried out in each computer.

The in-flight monitoriang concept is threefold:~

(1) Software comparison Jf interlane data to implement the required voter monitor
functions.

(2) Independent checks of critical computer functions by a dedicated hardware
monitor. This is supplemented by calls to a sub-set of the resident self test
software modules. This sequence of calls is completed every 42 seconds.

(3) The use of a duo~triplex primary actuator to provide absorption of actuator
failures or actuator input defects.

Based on the necessity of having a continuously avallable primary flight control system
togecther with the decision to utilise synchronised voter/monitors to ease the redundancy
management task the design evolved into a multiple similar digital solution.

The flight control computer itself was designed to ease the integrity assessment task as
follows:~-

(1) The machine instruction set was identical to that successfully used {n previous
programmes, eg, Boeing YC-14 AMST. This {instruction set was also limited in
size to eage the microprogram and software analysis task.
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(2) The central processor unft (CPU) was designed by GEC Avionics to provide
maximum visibility and limit reliance on device manufacturers failure data.

(3) The software support tools were derivatives of those previously used cn a
number of programmes and were of proven maturity.

Software Architecture

The real time control is achieved by a hardware master reset timer which calls a non
interruptable executive. The executive then calls the frames (processing time slices
containing related functional modules) in a defined sequence to provide the required
iteration rates for the various computing paths. Each frame typically contains control
laws, with related signal selection and logic module functions, and consists of a set cof
program modules each defining a function that is easily defined, implemented, tested and
audited., The worst case run time of a frame {s controlled at the design stage to ensure
that the computing task is completed before the master reset occurs. Should any fault
occur that causes the frame run time to exceed the master reset time interval, this fis
detected and flagged as a computer fault.

The structure of the flight resident program is shown schematically in Figure 7.
The software design as with the A310 system, followed a formal heavily sttuctured
procedure. The basic difference was that the software suite would be effectively

unmonitored except for normal frame completion checks.

The development process, 1llustrated in Figure 8, shows the extensive review, module
testing and integration procedures implemented to ensure the software suite accuracy.
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Figure 7 Flight Resident Program Structure
A310 SLAT AND FLAP DEVELOPMENT EXPERIENCE

The computer design and development programme began with contract award in November 1979
and first aircraft deliverlies were achieved to airlines in April 1983.

During this time the hardware concept remained unchanged with the only major hardware
expansion, in the interface areas, occurring within the initial six month perfod.

The first flight standard hardware was delivered, on schedule, in Septemver 1941, to
support the flight test programme which began with the first flight in April [982.

Inttial design of the unit included one spare module allocated to each channel of five
modules. No encroachment into this area has been required during the programme.

During the course of the development programme thirteen software siites were formally
issued, some issues being the result of only minor constant or logic changes affecting
only one of the two lanes.

A8 can be seen from Figure 9, the final fin~service software suite i{s four times larger
than the initial estimates. This increase is due to two main factors:-

* Under-estimate of task, 1including the effects of extremes {in the operating
environment such as hydraulic pressure fluctuations.

4 Increased requirements both as new tasks and from specification refi{nement.
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* fne difficulty 4in translation of a well-known mechanical function iato teras

compatible with digital implementacion.

This growth {n software is not a new phenomenou in the industry nor was {t uaexpected in
the conputer design. It has been accommodated within the designed growth margin of the
cumputer, but goes to emphasise the critical importance of including adequate growth
margins both in store and runtime in new developments.

In addition the inherent flexibility of digital computers, including those such as the
A3lu slat and Flap Control computer with embedded software, has beea shown. Changes in

output interface operation and major functional additions have been accommodated dgring
development without modification to the computer hardware other than replacement (E£)PRUM

devices.

The cumulative totals shown in Figure 10 for change requests include all those necessary
to support documentation alterations and the continual production improvemeént programue

associated with new equipment.

800+
- SOFTWARE
700

600+
NUMBER OF

CHANGE 400-
REQUESTS

——— e

HARDWARE

200
1004
0 T T T —T g T ol
2 12 24 32

TIME IN MONTHS

78077

Figure 10 Changes (a) Software
(b) Hardware

One early joint decision among the participating companies was to staandardise oan the
microprocessor host System to be used for development. This commonality enables easy
transfer of data between groups and made possible 'on the spot' {avestigations of problenm
areas using emulation facilities.

taken throughout the development process to ensure that dissimilarity

Care was, however,
retained during production of formal software suites for flight

of host systems was
purposes.

JAGUAR L1FCS DEVELOPMENT EXPERIENCE

The design and development activity formally started in 1977 with the award of a contract
to British Aectospace by the Minlgtry of Defence. This award was the outcome of a Ministry
Of Defence-funded study programme. The implementation utilised experience gained by
Bricish Aerospace, Dowty Boulton Paul and GEC Avionics throughout the early 1970's on

previous aircaft guch as the YC~14 AMST.

As with the Alrbus programme, once agaln the original hardware concept remained the sanme,
with ground based rig dedicated equipment being delivered in 1978.

Following extensive rig and aircraft ground trials, fncluding a considerable amount of
electromagnetic compatibility (EMC) and power supply transient testing, the first flight
took place on 20th October 1981. Flight testing of the fixed gain control laws was
completed in 13 flights, compared with the 14-22 flights budgetted. The atrcraft proved
easy and straightforward to fly with excelleat FCS reliability. The flylag rate of the
alrcraft was never limited by any problems within the FCS but solely by the large amounts

of data to be analysed between each flight.
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During this 4 month period only one FC5 LRU was exchanged due to a detect. Ine LKL cuarge
was prompted, during routine servicing, by BIT detection of a spurious cross lafte dat:
traasmission malfunctivn., No in-flight computing malfunctiuns occurred throughout C(flese
trials.

The Jaguar [FCS programme produced four formal flight cleared software saites plus
nunber of iaterim standards for rig and ground test evaluation.

The four suites actually flown were designed as part of the continuous flight envelope
exteansion programme as follows:-

L) First flight standard providing fixed gain cvontrol laws for a stable aircratt,

2) Software update providing enhanced BLIT and scheduled gain contrul laws tor .
stable aircraft,

3) Initial fixed gain suite for early flights with a -3%C to ~52C insrability.
4) Complete gain scheduled suite for flight use up to ~10%C,

The first program store estimarte of Bx words grew to 13k words of lo bits comprised ot
approximately 400 modules fur the injtial flight standard.

The development time scale and the number of change requests raised duriag the design,
development, analysis and the exteasive rig proving phases is shown in ¥Figure li. Thne
largest proportion of changes were generated by the detailed module testing and analysis
conducted in the first half of 1979 prior to the first complete assembly/linking in July
of that vear.

Further peaks {an Uctober (979 and May 1980 occur when new test conditions were invoked,
for example first systems rig exposure in May 1980,

A total of 130U change requests were raised during this period, of which over 50; were
due to requirement errors or misinterpretation.

Immediately following release of the initial issue of Flight Resident Software (FK3S), a
revision was commenced to incorporate scheduled gain control laws, to enhance the BIT
fuaction and to rectify problems encountered during the early trials which had not
necessitated immediate correction. This proved to be a very extensive mwmodification
exercise resulting in changes to some 754 of the 40U modules comprising the FRS, However
the timescale and cost of preparing the new issue was very much less than for the initial
issue, and by building on the system integrity appraisal techniques established for the
previous system standard, the clearance was achleved with less than 204 of the effort
required previously. The major changes in system performance required were achieved with
only the single hardware modification which changed the contents of the programme store
devices.

Recognising the problems of cost, timescale and integrity associated with software
modifications, additional software segregation was introduced to the FKRS at this issue.
The 21K words of software required were partitioned across 26K words of store. This was
organised not only to provide software segregation at module and segment level, but also
to contain different sections of software within separate programme store devices. The
objective was to enable future software changes to be contained to a minimum number of
software modules and programme store devices. Thus bit for bit coamaparisor of successive
FRS assemblies would easily identify the change areas and enable subsequent verification
and validation to be more localised than could be justiffed if the new assembly changed
all of the programme store instruction locatiomns.

integrity Apprafsal

The specific requirements of a full time primary fly-by-wire system forced GEC Avionics
and our customer British Aeruspace (BAe) to institute a major activity to appraise the
IFCS integrity, especially the common mode software area.

The integrity of the 1FCS i{s primarily determined by the system architecture. Thecrefore
the elements of maximum concern are the points where the redundant lanes are consolidated
or otherwise connected, together with the potential for common mode safety critical
design defects in the hardware, firmware or software.

The appraisal was carried out using both 'bottom up' and 'top down' analyses, and since
some of the {ssues involved could not lead to useable quantitative estimates of risk,
qualitative assessments were also necessary.

The main elements and interactions of the appraisal/audit include:-

1) 100% coverage single fault Failure Modes and Effects Analysis (FMEA).
11) Multtple fault FMEA for specific combi{nations.

{i) Fltght resident software audit.

iv) Appraisal of special areas,

v) Configuration inspection.

vi} Qualiftcation programme.

vif{) Bura-in programme.
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Figure 11 Jaguar IFCS 1lst Software Issue Development Programme
These primary elements were supported by

a) Module, chassis and unit FMEA,

b) Microprogram appraisals.

c) Voter/monitor appraisals.

d) Tolerance analyses,

e) BITE coverage analyses.

f) System architecture analyses.

2) Relifability analyses.

During the course of the appraisal detailed technical evaluations of various features and
functions of the IFCS were made. The requirements for these evaluations were generated
mainly from the FMEA activity, and by BAe as a result of their test activities.

These evaluations were reported as a series of Technfical Appraisals appended to the
overall integrity report, and their results incorporated into the risk assessment.

The integrity appraisal was conducted by a team with specialist kanowledge of the
equipment design, but to ensure rigour in the appraisal they reported to an independent
authority consisting of senior engineers from GEC Avionics and BAe.

An essential part of the system clearance depeanded on the extensive emulator, rig and
aircraft testing carried out at BAe, Warton, During these exercises, any unexpected
observation that could not immediately be explained by the personnel involved in the test
resulted in the raising of a formal query. A written response to every query, approved by
both BAe and GEC Avionics, was a mandatory requirement for final Quality Assurance
clearance of the afrcraft for flight.

MAINTENANCE AND RELIABILITY

Specific attention was placed on these two aspects during the design phase of both these
FBW programmes in order to reduce the final operators cost of ownership. This section
will firstly discuss the concepts used {n both designe to achieve this aim in an optimum
manner and then describe the in~service experience to date of the A310 system.
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Design for Mainteunance
The maintenance philosophy chosen splits into two areas:-

Reporting by the computer on the status of peripheral system components, ey, electru-
hydraulic brakes, hydraulic motors, air data sensors.

Comprehensive self test capability together with 1 functional modularised design.

System Reporting - One major advantage of integrating the system protection features into
the controlling computer is the tacility of providing information on the status ot
critical elements, eg, electro-hydraulic brakes as a replacement ftor schedul-d mechanical
inspections/checks on previous generation civil secondary flight control systeas.

Such mechanical protection systems could require partial dismantling of torque shatt runs
to check the 'blow back' protection features.

The A31U $lat and Flap control computers for example, continuously monitor and report, by
anon-volatile display, the status of the following peripherals:~

Hydraulic Solenoid Valves

Hydraulic Pressure Switches

Pilot Control Lever Interface

Synchro Position Pick Offs

Wing Tip Brake Coils and Power Supply

Air Data Sources

Flap Vane Position and Jam Switches

Kruger Flap Position Switches

Hydraulic Motor Performance (by Speed Monitoring)

* % F N X K ¥ X NF

Self Test and Fault Diagnosis =~ As with all digital computers a coaprehensive BIT
facility is provided for a minimal increase in complexity. The BIT system for the AJlv
Slats and Flaps control computer provides, for example, coverage of 79 perceat of the
unit total failure rate.

Note - This is a pessimistic figure as, for example, all failures of filter and bypdass
capacitors were considered to be undetected.

The fault coverage 1s limited mainly by the specification requirement to provide
isolated, low leakage current, output discrete interfaces. Extension of BIT coverdage
across isolation devices was considered uneconomic for the benetfit received.

During the desigh phase of both systems attention was given to functional allocation to
modules, so as to ease the diagaostic task.

Reliability

As with all avionics, the aim is to maximise the unit reliability. The initial design ainm
at A31U contract award, for example, was to achieve a mature computer MTBF of at least
10,000 hours.

To achieve this aim the following principles were adopted:-
* Preference was given to low dissipation circuit designs, where performance allowed.

* Conservative component derating figures were applied during circuit design aand
verified at design reviews.

* High failure rate components are specified as high reliability burnt in parts from
suppliers.

* All completed units are subjected to a burn-in procedure prior to delivery to reamove
component infant mortalities.

Current Experfience with the A310 System

Although the use of Fly-by-Wire techniques within a Slat and Flap control system is a new
development for alriine use, operator acceptance has been high.

At this time, the Airbus Industrie A310 is {n revenue service with 15 airlines and the
feedback available confirms our original MTBF prediction of » 10,000 hours by achieving an
actual MTBF of 12,938 hours. The current ratio of MTBUR to MTBF is two-to-one which we
expect to decrease with increasing operator experience. Regrettably, advances {n this
area can easily be nulliffed by the ease of removal of digital computers when compared to
mechanical units.

GEC AVIONICS EXPERIENCE WITH THE USE OF DISSIMILARITY
As previously mentfoned the technique employed for passivating software errors with the

A31U0 Slat and Flap control system 1s dissimilarity from the design requirement level
down.
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The monitoring scheme 1s to cunstantly cross compare the safety critical outputs computed
by each lane and to diagnose a computer fault for a4 mismateh lasting longer than a preset
interval. This can be likened to a real time cest against 4 simulation throughout the
operational life of the unit.

This simplistic technique has the disadvantage of trading availability for integrity,
which although acceptable in this particular application, can not necessarily be extended
to other flight control applications. Investigations into more sophisticated dis-
simitlarity techniques are underway and are outlined in the section "Future Development In
Vissimilaricy".

The basic technique has, however, been proved successful, as from the initial system rig
evaluation, through flight test, into airline service no uncommanded surface movement hds
occurred. All software errors which have had the poteatial to cause such a hazard have
resulted in computer fault indications with resultant channel shutdown.

Dissimilarity also has not, as could be imagined, involved GEC Avionics in a doubling of
the software non-recurring cost as the testing/integration technique used avoided the
exteansive and exhaustive detailed software FMEA and module testing requitred by multiple
similar systems.

The testing philosophy of using the dissimilar lanes as 'test harnesses' for each other,
has also been successful. The result has been that crucial software errors are
discovered during initial integration testing, and 4re manifested by computer faules.
However, some low integrity errors may be masked by the dual nature of the design., This
has now led us into separately integrating each indfvidual lane of software with the
hardware, using a dummy routine in the other lane before complete hardware/software
integration occurs.

Overall, we consider our infitifal A31lU decision to use dissimilarity to have been
validated and have carried this concept forward into the A320 Slats and Flaps systen
solution currently in development. This A320 system will also include the use of High
Order Languages as part of the implementation.

Figure 12 shows the cumulative number of discovered software errors agalnst time,
annotated by software issue and event.

SOFTWARE
ERRORS

350 + 320

IN

300 4
SERVICE

2504
2004
1504
FIRST

1004 COMPLETE
SUITE

G?ggﬁD FLIGHT

501 SUITE TEST ISSUES

4 16 28
TIME IN MONTHS

Figure 12 Software Errors Found - Cumulatfive Total

As can be seen from Figure 12, the flight resident program was mature at one standard
prior to first flight. Then, extended testing at corners of the operating envelope, eg,
fluctuating low hydraulic pressure assoclated with repeated and rapid changes f{n
requested surface position, has resulted in additional changes being incorporated mostly
prior to airline delivery with the remainder being swept up in an in-service software
update by service bulletin.
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FUTURE DEVELOPMENTS IN DISSIMILIARITY

bDuring the course of the application of dissimilar techniques to the A3lU Slat and Flap
system, a number of areas became highlighted as worthy of more attention, as follows:-

* Ensuri{ng dissimilarity.

* Risk of multiple channel disconnects for one residual software error.

* Lack of capability to provide a failure operational system for a residual software
error.

* Cost penalty involved in supporting independent multiple software teams.

To address these problem areas, an alternative approach, first proposed by FProfessor J
Shepherd, is being studied by GEC Avionics together with the Cranfield institute of
Technology under contract from the Royal Aircraft Establishment (4). Essentially, the
method follows the known concept of ervor recovery blocks but evaluates the alternative
block concurrently with the primary block.

The method depends upon two techanlques:~
* The concept of temporal separation of software channels.

* The concept of deriving an alternate version of the program from the primary
version.

These techaniques are discussed below.
Temporal Separation

The concept of temporal separation is essentially based upon the fact that while spatial
separation prevents the proliferation of hardware faults, software faults are time
dependent. Thus, to ensure that a software fault does not affect all channels simul-
taneously, it is necessary to ensure that each channel does not process identical data.
The method of ensuring this depends upon the fact that for a real time system such as
flight control a high iteration rate {s used. The method is then to use inputs from
different time periods for each of the channels.

Having separated these channels 1in time, it becomes possible to validate both the
hardware and software operation before committing that iteration to control of the
aircrafe,

This validation is achieved by comparing the computed outputs/functions of ovne program
with that of an alternate version, using the identical data. This technique also endbles
hardware faults and software errors to be isoclated.

Having then isolated a suspect software channel, it is suggested that a Langrangian
Extrapolation of the previously validated outputs is used to control the aircraft until
the alternate program versions are found to track once more within tolerance.

For this method to function it is of course necessary to construct an alternate version
of the program. The .ethod proposed to do this is described below.

A Method of Generating an Alternate Version of a Program

In considering software monitoring, it is necessary to consider the four types of
operation encountered in a program. These are:-

Arithmetic Operations

Logical Operations

Decision and Branch Operations

Input/OQutput Operations (Including Ilnterrupts)

* * * B

Each of these types of operation are considered in turn.

Arithmetic Operations - As an example, to produce an alternative implementation of an
arithmetic operation, difference equations could be formed to allow computation o. a
variable, based on the change since it's previous computation.

Logical Operations - In addition to arithmetic operations {t is necessary to consider
logical operations of the form:-

A
A

B + ¢C
B C

Where:-

+ = OR
. = AND
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In generdal with these types of equations, {t {s easy to produce an alternative algorithnm,
based on De Morgan's theorem.

ln general, as is common in logic design any Boolean function can be expressed in teras
of either NOR or NAND operations and thus, there are always two alternative expressions
for logical operations. Thus, the requirements for having different algorithms for the
mailn and check programs are satisfied.

LDecision and Branch Operations - These operations are typlcally of the form:-

BEGIN

IF X = Y THEN BEGIN
MODULE A
END

ELSE BEGIN
MODULE 8
END

END

It will be seen that this type of operation is a combination of arithmetic and logical
operations and can be treated as such.

Results of Preliminary Study

In order to check the validity of the approach, software representing the short period
mode of an aircraft was developed and the techniques described above were applied.
Approximately 60,000 random faults were 1introduced for each of three different input

signals (which had raadom noise superimposed to ensure that realistic signals were used).

The results obtained were:-

Sine Triangle Sawtooth
Test Test Test
Number Of faults 61127 62019 61063
| % Detected | 100 100 100
| X Errors Corrected 83.9 82 75.6
} Acceptable Errors *_W
(1 - 15%) 16.0 17.9 24.3
Unacceptable
(_Errors 0.1 0.1 0.1 l

In practice the sinusoidal input is more nearly representative of the type of input used
in flight control,

It should be realised that no attempt was made to optimise iteration rates or tolerance
levels during this study and that therefore it i3 to be axpected that even better results
can be obtained.

The results obtained, however, indicate that the proposed approach is valid and that {it
is worth considering the concept further,

LCONULUSTONS

Both the Jaguar IFUS and the A310 Slat and Flap system have been successful FBW implenmen-
tattons of flight control systems. A number of important lessons have been learned and
4n equal number relearned or emphasised during the course of these successful programmes.

Tnese :can best be descrtded under three headings - System, Software and Hardware.
System

Trne abiitty ot 4 primary digital fly~by-wire system to provide normal afrcraft haandliag
t ine rew for unstable ajr vehicles was proven, the Jaguar program having achieved

e

Tne . ru.i1al 1apnortance of having representative rig evaluations conducted early in the
proigrazee In'luding exercise of the complete operating environment.

The 18pr.ved matntendance data available from the system together with the deletion of
jianned me . hanical inspections for integrity reasons points the way forward.

Ihe de.ts{an (o adopt & dissinmilar approach to the A310 system solution in both hardware
and eoftware eased the certification burden.
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Software
As with all software tasiks, the need for a clear unambiguous specitication to easure
accurate sottware system design.
The need for close interaction between airfranme constructor and flight vontrol systes
supplier was highlighted to easure maxinmum agreement/understanding at requirement level.
Tne need within a dissimilar duplex arrangement ro perfora simplex testing befote totdi
integration level to improve availability snd remove possible dormant errors.
Relared to the first conclusion, ambiguities becanme highlighted during developaent DY L‘he
inherent ditferent interpretations occurring with separate software teams implementing
the same requirement.
The common fiost drrangement between all parties in the A3lJ development prograame enabled
pruoblems to be studied on site and in parallel without transportation difticulties.
Both programs have highlighted the need to review the re-validation and verification
requirements associated with software, tollowing implemencation of modifications.
For high integrity applications, software is particularly critical., All software changes
must, therefore, be controlled by the design authority who alone was party to all design
and certification decisions.
Hardware
The inherent flexibility of digital systems has vresulted in very few hardware
modifications in elther of the programmes.
The need for adequate growth potential both in store and runtime to be designed in. This
growth margin could be as wmuch as 5:1 over original estimates for new tasks for which no
previous experience is available.
The reliability of current generation computer hardware, has proven lo be consistenl with
predicted MTBFs of the order of 10,000 hours. This is partially due to the low theramal
dissipation devices now available in the market place.
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REDUNDANCY MANAGEMENT
OF
SYNCHRONOUS AND ASYNCHRONOUS SYSTEMS

by
Gregory M. Papadopoulos
Laboratory for Computer Science
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

SUMMARY

While asynchronous systems may initially appear attractive due to the “uncoupling® of the channels, the croes-channel
interactions are much greater than what might be expected. Both synchronous and asynchronous systems share the burden
of cross-channel consistency maintenance, the requirement that inputs and internal states are not allowed to diverge too far
from each other. In fact, consistency maintenance often dominates the engineering process in a correctly designed system.
In asynchronous systems, consistency maintenance takes the form of cross-channel equalisation along with techniques for
handling discrete changes in operating mode. In synchronous systems, consistency maintenance is implemented with source
congruence algorithms.

Synchronous and asynchronous systems must both support reliable resolution of redundant channel outputs, the
process of isolating correct effectuator commands from faulty ones. A correctly designed synchronous system may rely on
exact bit-for-bit voting to isolate faulty channels, while an asynchronous system must employ more heuristic means such
as threshold and reasonableness tests.

We conclude that data synchronous principle is the approach of choice. These systems provide general purpose vehicles
on which increasingly complex and diverse flight critical applications may execute.

1. INTRODUCTION

The nature of flight critical functions is evolving rapidly. As automation is aggressively applied, more and more
functions are being absorbed into the flight critical realm resulting in a basic conflict. While automation may dramatically
enhance an aircraft’s effectivenese and survivability it simultaneously increases the risk and consequences of equipment
malfunction. For instance, automated terrain following may significantly improve the chances of survival by reducing
exposure in hostile environments but a failure of the terrain following mechanism could have catastrophic results.

Of course the same observation can be applied to traditional fly-by-wire control. The performance and efficiencies
of open loop unstable airframes must be balanced against the costs of highly reliable control systems. But there is an
important difference. It has to do with the nature and complexity of the functions involved.

We claim that the redundancy management developed for traditional flight control systems does not mecessarily
generalise to more complex functions. In fact, the entire class of data asynchronous redundant computers may fail fo
effectively support the increasing demands on flight critical systems.

It-thegoaloﬂhnpsperandmseqnelll]tomethodnﬂydeveloptheconeeptohgenenlp , fault toler-
ant computing system on which a great variety of algorithms may successfully execute. Importantly, we insist that the
applications programmer be insulated from the low level details of the implementation. Applications ought to be written
assuming that they will execute on a single, very reliable computer. An application algorithm is developed to specify the
control laws, sensor and actuator fault detection, isolation and recovery mechanisms (FDIR), and adaptations to changes
in the plant’s behavior. The role of the computer redundancy management, therefore, is to ensure the application continues
to run correctly on a redundant machine in the presence of a specified number of malfunctions. We endeavor to separate
the problem of writing correct programs from the problem of providing a correctly functioning vehicle on which to execute
these

Unfortun:tely few systems can actually guarantee correct operation in the presence of even a single arbitrary fault,
let alone provide generality, extensibility, and application independence. Systems requiring exceptional relisbility cannot
be reasoned about heuristically or informally. It is impossible to empirically determine that a system meets a very high
reliability goal. It is only possible, by negative experience, to deduce that it does not meet expectations.

There are, however, basic theoretical and practical results in the ares of redundant computation, specifically the

problems consistency maintenance 2){3)[4), and synchronisation [5][6){7). We will attempt to translate these theories into
amodelthamwdmtheoﬂectolengmmmgdecmupon the ultimate correctness of the system. One sich very
important engineering decision occurs early in the design cycle and is central in the following discussion,

Mlbe?ndudnlcbmeho“bemkmbomdmmd(mmn or frame) or allow to run asyn-
chrosously
We shall explore the implications of this decision in terms of the redundancy management requirements on the system.
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3. DATA SYNCHRONY

Initially, digital computers were employed as cost-effective replacements for analog systems and specialized digital
logic. In these roles the computer’s job was to emulate the function it was replacing. Analog inputs were sampled, operated
upon by difference equations, and then converted back to analog form.

In these approaches, the concept of an input can only be loosely specified as the “most recent value” or the current
sample time. Asshown in Figure 1, this may be contrasted with a more rigorous notion of a function operating on a stream
of input data. The actual data values processed under the sampled formulation is a function of when the program reads a
location containing the latest sampled point. In the case of a stream, the formulation is time independent. Conceptually
at least, the process consumes the next value from the stream when it becomes available. In a real time system we must
of course ensure that our process can consume values at least as fast as they can be produced.

We term systems that adopt the sampled data model data asynchronous. Systems that enforce the more rigorous
concept of data streams shall be termed data synchronous. In the case of a single processor the differences between these
two approaches are somewhat immaterial. The importance of one formulation over the other becomes very clear in the
case of muitiple processors, however.

letch

Sampled
Sensor - Most Recent Value
Values

Value

PROGRAM

Fa. Sampled 1nputs

The signad history s cotlapsed to its
Latest samiple value,

Qucte or "Stream”

Samplod
— Lol

Fatues i | |

Value

1b. A Stream of Inputs

Each sample pointis considered to be
aunique datum,

Figure 1. Sampled Inputs Versus a Stream of Inputs.

2.1, Consistency and Synchronisation

Now suppose that we wish this program to execute on three independent processors and would like to compare outputs
in order to molate processor faults. Given that the programs and processors are deterministic, t the outputs will exactly
agree when (1) all processors are fault-free, and (2) all processors receive exactly the same inputs. It does not follow that a
fauity processor necessarily will produce inconsistent outputs (this is the problem of latent fauits, dealt with in the sequel),
only that inconsistent outputs imply a faalty processor only if the inputs are identical.

This simple yet key idea of input consistency is central to correctly operating fault tolerant systems. It is one of the
moet difficult properties to maintain in a fault-prone environment. While it may appear obvious or even trivial, it is rarely,
if ever, performed correctly in production systems. As shown in Figure 2, inconsistent inputs can be introduced in two
fundamental ways,

1. Aliasing. This is a property of data asynchronous systems. The different processors may sample the inputs at
slightly different times. The effects of this input inconsistency on the outputs will be dealt with shortly.

2. Faulty Sources. This problem plagues data synchronous systems as well. A faulty source may deliver different
values to each of the processors. In this case, a single input may induce the processors to all diverge; a clear, and
catastrophic, violation of our ability to identify faulty processors by comparing their outputs.

Within our terminology, the problem of aliasing is one of data synchronization. The problem faulty sources is one of input
consistency. Solutions to these problems invariably take the form of the exchange of information between processors. These
exchange mechanisms cannot be treated informally. For any dependence created between processors can become a potential
path for propagating faults and thus undermine the reason for introducing exchanges in the first place: to prevent a fanlty
unit from inducing a healthy unit to malfunction.

4 To be precise, it is required that the program be a continuous and monotone function of the histories of its inputs.
More simply, continuity requires that a program produce outputs without requiring an unbounded amount of input, while
monotonicity prohibits a program from producing outputs before it has received inputs. A fault-free deterministic processor,
by definition, must always yield the same outputs whenever executing the same program on the same inputs.
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‘The production and consumption of sensor values are
not synchronized. The channels then produce different results.
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2b. A Faulty Source

Even with perfect synchronization, the sensor can induce
different values into the channels

Pigure 3. Aliasing and Failed Sources Can Induce Inconsistent Outputs.

3. APPROXIMATE AGREEMENT IN ASYNCHRONOUS SYSTEMS

One possible solution to the input consistency and synchronisation requirements is to relax the condition of exact
agreement among redundaat outputs and replace it instead with approximate agreement. Does this then translate to a
more relaxed approximate agreement constraint among the inputs? Does it make redundancy management easier or more
robust?

3.1. Emulation of Analog Systems

The first use of digital computers in flight control was a cost-effective replacement of analog equipment. The traditional
“black box” decomposition was maintained: sensor packages, air dats, control law, ef cefers. The signal protocol between
theee functions was still in the analog world. Analog inputs would be sampled by Analog-to-Digital converters, internally
processed, and thea output as an analog waveform through a Digital-to- Analog conversion. To first order, the input/output
behavior of these boxes remained the same. They simply emulsted the functionality of the analog circuits they were
tisplacing,

3.2. Threshold Tests
In the analog world, the computers themselves are not completely deterministic as a wide variety of random noise
sources affect the nominal transfer fanctions of the components. As such it was impossible to rely on exact agreement of
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outputs. Instead, outputs were compared within thresholds. A signal and/or its derivatives must lie within some normed
distance to a majority of redundant signals, otherwise it is considered faulty.

Strictly speaking a signal can’t be fauity. Some underlying process (hardware or software) has induced the signal to
take on anomalous values. Thus a threshold test can only relate to a hardware fault only to the extent that exceeding or
not exceeding the threshold can be reasoned to be a fault in the underlying process.

Thresholds are tricky things and very application specific. Too bigh a thresbold can permit bad outputs to go
undetected. Too low a threshold causes nuisance or false alarms. Either way, the reliability of the system can be seriously
compromised.

The correct threshold gets more and more difficult to determine as the underlying processes become more complex.
In the case of sensor and actuator FDIR, models of these processes are mathematically tractable and thresholds with
good detection/nuisance properties are readily derivable and can be supported through extensive simulation. For complex
analog systems, and especially their digital emulators, the underlying fault processes are impossible to quantify or even
enumerate. Thus the thresholds must be set with respect to the expectations of the nominal signal values. So instead of
directly looking for signatures of faults, we are instead asking are the outputs reasonable?

3.3. Testing Results, Not Hardware

Under these conditions it is impossible to separate the problems of correctly operating units versus a correctly operating
gystem. The setting of a threshold must consider the dynamic behavior of the vehicle, be sensitive the current operating
mode, and tolerate noise. These demands lead to complex thresholding functions, often involving filters and time averages
of threshold trips in order to diagnose a channe] as faulty. Every time the application is even slightly altered the thresholds
must be re-examined. This is the antithesis of application independence. As the complexity of the application increases
the dependence becomes even more pronounced.

It is impossible to quantify all of the failure modes of a general purpose computer—the generality that permits
programming for any problem also admits extremely complex failure processes. Any experienced computer designer can
attest to the truly bisarre behavior some bugs can induce. Intuition gained with hardwired control systems may serve
poorly in the design of complex redundant computers.

Nobody really understands the failare modes of digital computers. To say “that will rever happen” to a demon-

strated failure mode is dangerous at best. Wemust be willing to invest in provably correct redusdancy management

techniques if we wish to enjoy the benefits of general purpose processors.

Testing the reasonableness of outputs produced by digital processors is not a direct measure of the health of the underlying
bardware. In fact, very sophisticated applications, such as Artificial Intelligence (Al) may require as much or more effort
to determine whether a result is reasonable than it took to compute it!

A coherent policy of redundancy management must base its decisions on more direct information about the actual
state of the underlying processes, in our case digital computers and their interconnect.

3.4. Maintaining Reasonable Thresholds is Difficult

In light of the threshold problems, to be effective the nominal output differences between the redundant channels must
be kept controlled and as small as possible. In a data asynchronous system this can become a more difficult task than it
might first appear.

Oversampling

By definition, the redundant channels in a data asynchronous system have sample clocks that are independent of one
another. The skew between the sample clocks causes each channel to obtain slightly different values for each of the inputs.
Importantly, this skew induces a certain phase uncertainty in the compensator when the outputs of the redundant channels
are averaged or summed. A common solution to this problem is to oversample the compensator, running it at a faster
sample rate than what would be required in a simplex implementation.

Oversampling has the obvious effect of increasing the processor loading, often times by a factor of two or more. This
increase has to be assigned to the overhead of redundancy management, as it does not exist in a simplex system. This
burden can be reduced somewhat by employing special low sample rate control laws, but the simplex case would also benefit
from this extra engineering.

Equalisation

Modern control systems often employ forward loop integral corapensation and high gain proportional compensation.
In these cases, the compensator may be unconditionally unstable or quickly saturate when not closed through the airframe
dynamics. If such compensators are simply replicated with their outputs averaged the results can be disastrous. Figure 3
gives a simple illustration of the divergence that can happen in this case. So even if the sampling skew is very small and
the inputs are nearly identical, the outputs can rapidly diverge. This is because the differences are integrated over time.
Even a small input skew can result in unbounded output skew. The only solution to this problem seems to be croes chaanef
oqualisation, whereby the states of the redundant compensators are exchanged an factored into the forward loop. This is
shown schematically in Figure 4.

Mode Changes

In a multi-mode control system it is important that all channels change modes simultaneously. This is
true when reverting to a downmode in the case of a sensor or actuation failure. Smith [8] gives the example of a fly-by-
wire system where the primary mode is an alpha command mode. Two redundant alpha vanes are provided as a good
compromise between the relative cost and difficuity of measuring alpha and the importance of this measurement in the
primary mode. If the outputs of the vanes diverge by more than a certain threshold then the channel degrades to a simple
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stability augmentation system. The divergence of the two vanes might be due to a failure or even a nominal effect such as
shadowing during maneuvers.

It is possible in an asynchronous system that when the difference between the vanes is very close to the threshold,
some chanpels might downmode, having perceived the threshold trip, while others may not. If this pemisted for any length
of time, the channels would certainly disagree on their outputs, causing the obvious erronecus failare conditions.

Thewhtmbthuemdechugepmbhmnmhrheqnduﬂm,mbrmﬂmwbemhugedmgthe
different processors.

3.5. Cross Channel Dependencies are Risky

The sbove discussion has illustrated the need for the exchange of information between redundant chanuels. A good
deal of the attractiveness of asynchronous systems, primarily the “independence” of free running channels has been lost.
In fact, this very asynchrony can increase the risk and complexity of cross channel exchanges,

Fotmmpb,thoudundnlﬂmhmgofcmchunduchngumnotbepndxud ‘This requires the processors
to maintain fairly elaborate communications buffers in order to match the similar data from the channel. Some form of
tmmhmwwmmwmmwmmyamm Togunntntlnﬂh.o
exchaages do not provide failure paths from unbealthy channels to bealthy ones is indeed difficult
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Consider the case of the alpha mode controller above. Suppoee that a maneuver causes the vanes’ outputs to diverge
very near threshold. As shown in Figure 5, redundant channel A perceives a trip, while channel B and C do not. Normally
the exchange of the threshold discretes would resolve this problem. Channel A would notice that a majority of the channels
did not perceive the trip 80 it will continue to use the average alpha values and remain in alpha coromand mode. Now
suppose that channel B has a failure on the data link that broadcasts its threshold discrete. The failure, quite reasonably,
might be such that channel A po Jonger sees the discrete as asserted but channel C still does. This will cause A 1o
downmode, while B and C do pot. H this continues for a few cycles, A will certainly be diagnosed as failed. A failure of
one channe) has induced a failure in another!
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Figure 5. An Inconsistent Exchange of Threshold Discretes.

A whole host of failure scenarios could cause this. A broken wire to chaanel A i a possible canse. So could a marginal
or noisy output driver. Channel C might be able to recover the signal, while A can’t. Even heavy encoding doesn’t help.
Suppose that some form of parity or CRC checks were encoded in the exchange. Channel A would, with high probability,
notice that B’s output is bad. What should A do? It sees a trip, C doesn't, and it doesn't know the state of B.

4. APPLICATION INDEPENDENCE THROUGH EXACT AGREEMENT

The problems inherent in data asynchronous systems are traceable to a common condition: the existence of slightly
different views of the system state among the redundant channels.

Suppose that we invest in mechaniams that, at & very low level, would eaforce exact agreement for all data values
used by all healthy channels. Given the further assumption that the channels are somehow synchronised to ran a common
frame rate, the following problems are resolved.

1. Equalization. All compensators get precisely the same input values. Because a fault-free digital computer is
deterministic, it is guaranteed that all intermediate values and ultimate cutputs will be bit-for-bit identical. This
is a crucial deduction and provides the basis for application independence.

2. Mode Changes. Because all input values will be identical all input FDIR algorithms will yield identical results.
Thus all channels will downmode during the same frame cycle. All other discretes will also be consistently
distributed, resuiting in identical mode changes in all channels.

3. Oversampling. The exchange of any data will automatically provide a level of synchronisation among the channels.
Processors will exchange data at given points and wait for all other processor’s data. Thus data sypchronization
has an implicit real-time synchronisation.t

} Just exchanging data does not automatically imply a lack of time divergence, a slow processor can still be “left bebind®.
This is solved by various synchronigation primitives to be discussed.
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The combination of input consistency and some level of synchronisation yields a very nice result. Aside from the data
exchanges that must be employed on any input data and possible synchronisation primitives, the application program is
written as if it will run on a single, highly reliable processor. This means that the redundancy management techniques
are truly application independent. The data synchronous system engineer provides a general purpose vehicle on which
to execute a very broad class of problems, largely mdepel\dent of the type of computations being performed. Conversely,
the application’s programmer is insulated from the vagaries of the implementation, and can write algorithms that will be
independent of the specific vehicle on which it is to execute.

Redundancy management is distilled to the problem of maintaining input consistency and channel synchronization

5. CONSISTENCY MAINTENANCE

Maintaining input copsistency is a demanding requirement. In theoretical circles, this problem is known as the
Byzantine Geperals Problem, and encompasees the discipline of reaching agreement in the presence of fauits. Provable
solutions to the problem exists, including several systems which have correctly implemented Byzantine agreement. In
the following section we will develop a framework for the problem aund its solution. In the sequel we shall translate this
framework into tangible engineering desigus and tradeoffs. It is essential that an engineer undertaking the construction of
highly reliable systems understand the sources of inconsistency and be able to identify correct solutions. The existence of
consistency maintenance hardware is truly a litmus test for highly reliable systems.

§.1. Threats, Faulte, and Failure Independence

Any system is subject to threats to correct operation {9]. Threats take a humber of forms: normal environmental
threats such as comporent aging, abnormal environmental threats such as transients, or hardware/software design flaws.
Faults are the anomalous conditions resulting from threats and a fault modef is a functional deacription which captures
the important aspects of expected faults.

Any design must aseess the class of threats that the redundancy is expected to handle. The system is then partitioned
into fault sets, each having independent failure statistics from the others. Fault sets are an abstraction of our intuitive
notions of physical isolation. Generally speaking, functions implemented on one processor will be in a different fault set
from functions implemented on another, provided suitable igolation is engineered between the processors.

The system redundancy management must prevent the propagation of faults across these fauit set boundaries. Although
a faulty processor can never directly cause another healthy to become faulty, it might very well cause another to compute
irrational results. (Refer to the alpha vane problem presented in Section 3.5) The way s malfunctioning unit may influence
good units is through the exchange of data and the exercise of control. Without loss of generality, we consider the exercise
of control to be a kind of data exchange. Thus the effects of 2 malfunctioning unit upon a good one can be expressed

purely in terms of information exchanges.

5.2. Modeliag Data Transmission

1t is precisely the vagaries of the informatiop exchange mechanism that the fault model must capture and that our
systerns must deal with correctly. There are two central assumptions that permits a solution to the data consistency
problem.

1. The source of information is always known by a fault free receiver. This has strong bias towards the use of
interconnection links rather than multiplexed busses for the interprocessor data exchanges. The problem with not
knowing the source of data {which fault set) a priors, is that a faulty processor might masquerade as different one.
This does not prohibit multiple receivers on a link but imposes severe design problems when there are multiple
transmitters. An important note: if multiplexed busses are used for the consistency exchanges then it is not
guaranteed that any of the following results can be proven to hold. Beware!

2. Information flows only from transmitter to receiver. i full duplex communication is desired then a back link is
required. Of course, this link might very well share the same physical medium. The restriction is really one from
preventing 3 faulty receiver to influence a transmitter. This doesn't prohibit handshaking. It only requires that
such mechanisms are safe. That is, if the receiver violates the signalling protocol, the transmitting processor is
not somehow deadlocked or prevented from doing other computations.

The modes of failure that are of key interest to us are ones in which allow inconsistent data to be broadcast throughout
the system. As such, we adopt the following aggressive and quite general fault model.

1. A faulty processor may transmit any arbitrary stream of data any of its output {inks. It may fail silently on some
links, produce gibberish or babble on others, or even produce what looks like perfectly well formed messages but
of arbitrary content.

2. Two different recsivers listening to the same output may receive differeat messages. This is an essential property
of any communication made through noisy channels with insufficient margins. The ability for a failed transmitter
to “lie” is the most ovetiooked yet potentially catastrophic failure mode of all redundant systems.

It i easy to see how failures in the first case can readily occur in practice, and how such failare modes could lead to
inconsistent system states. If processor A communicates with B over ome link bat with C over another it is pesfectly
possible that it could send diflerent data B and C in the event of » failure in A.

The eolution appears to be trivial. If it is so importaat that B and C get the same message from A thea put them on
the same link. The second aspect of the faalt model would imply that this won't help. But how realistic is this assumption?
How can iwo units reading the same wire get different resalts? Many different ways.
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Figure 6 shows how this might happen. Suppose A communicates with B and C by broadcasting serial data and a
decoding clock. lfAiukmm:h:wathlhengnahonthedatahnebeoomemngmdthenBndCconldobtun
different results. A'’s failure might be as simple as a bad solder joint on a terminator or a failing output transistor. In any
case the event seems quite probable and it must be considered in the design of any highly reliable system.

Receivers

Transmitter >ﬁ 110011
>_ 111000
>_ 001011

T sample clock

Time

Pigure 6. A Link Fajlure That Induces Inconsistent Messages

Even if heavy channel coding is used there is still the possibility that the receivers obtain different results. B might
be able to recover the data while C might detect an unrecoverable error. The results are still different.

5.3. Exchange of Data Can Provide Consistency

In order to provide consistency it can be proved that data must be exchanged between processors. Figure 7 is a simple
model for the distribution of a dual-redundant set of sensors to three processors. Fault sets are shown with dashed lines,
80 in this case the sensors are in their own fault set. Frequently, 1/O devices are associated with a particular processor, so
the lnput fault set might be the same as the processor (i.c., if the processor fails then the sensor fails). We will deal with
this case in a moment.

A simple cross strapping of these inputs, as shown in Figure 8 cab Jead to the types of inconsistencies described in the
previous section. A failure of one the sensors such that it produces inconsistent data to the three processors could induce
the divergence of all three

FlgureQahowshowanngkmundofdataexchmgeforeuhumormdveth-pmblem In the case of 3 failed sensor
all of the processors exchange the value they obtained amoug themselves. The failare of the sensor is quickly identified
because the final voting stage shows a complete inconsistency. Other failures of the sensor that do not lead to inconsistent
outputs are caught by subsequent FDIR aigorithms. Note however, that all FDIR aigorithms are using precisely the same
data and will compute precisely the sume resuits. If 3 processor fails and broadcasts garbage information, this will be
caught by that processor voting out. If this data exchange is performed on every unique input to the system, then all
fault-free processors will have identical internal states. This, of course, assumes that the proceasors have the same initial
state. A sticky issue that we will defer until the sequel.

Simultancous Sensor and Processor Fallure

Some systems get as far as providing these data exchange mecbanisms, but with a serious defect. This defect arises
when the processor and sensor fail simultaneously. Certainly a triplex system does not guarantee correct operation in the
presence of two failures. Many times, however, the sensor is an 1/O device of a particalar processor. The processor samples
the sensor, broadcasts the value to the other processors, and then enters a round of data exchange.

But if the processor has failed then it can produce inconsistent data during the initial broadcast and then again during
the data exchange. Figure 10 shows how this can lead to the divergence of the two healthy processors. Certainly, processor
hoobdl/Odemuneedtobempporhd Is there some other exchange mechaniam that will work? Without another fauilt
set the answer, unfortunately, is no.

Required Level of Redundancy

We are used to redundant systems working on the “majority principle” —a system containing 2f + | processors can
sustain / simultaneous faults. As long as there is majority of working processors we should be able, through simple voting
logic, to separate the good from the bad. Results from testing theory bear out this lower bound.

Unfortunately, solutions to the Byzantine Generals Problem have proven that a system must costain at least 3/ + 1
failure-independent modules in order to support the consistent distribution of data in the presence of f simultaneous faults!
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Pigure 7. The Generic Problem of Distributing Redundant Sensor Data

Which bounds are correct? They both are, within their assumptions. It should be obvious that we really don’t need
more than 2f + I independent processors to obtain a majority output, however, a total of 3f + 1 are required to maintain
consistent inputs. The key observation is that all fault sets need not be processors.

Restoring Stages

The root of the problem illustrated in Figure 10 is that the same fault set that sourced the original information also
participated in the data exchange. This permitted the processor from corrupting the data a second time. Figure 11 shows
a simple solution whereby the processor reads the information but sends it to separate fault set that subsequently performs
the data exchange step. This simple device performs a restoring function on the original data. Its only functicn is to read
its input and broadcast whatever it believed it read onto its outputs. In some sense this device is a simple repeater.

We don’t mean to treat this property lightly. If self-clocking asynchronous data protocole are used the restoring
function requires a great deal of care such that a bad input clock does not yield a bad output clock. Here, the restoring
fanction must attempt to interpret the data and then rebroadcast it against its own clock reference.

Notice that this solution uses a total of six fault sets whereas the theoretical bounds only require four. The argument is
that the restoring functions are quite a bit easier to implement than processors. This is the approach of Draper Laboratory’s
FTP which call the restoring functions interstages. Other designs, notably the Stanford Research Institutes SIFT system
actually employs general purpose processors for the function.

Implied Synchronisation

These data exchange algorithms are predicated upon the assumption that all processors are somehow synchronised.
This is the stream model of data presented in Section 2. If these input were allowed to be alissed among the different
processors then the data exchange would clearly fail. More simply, think of the sensor as being sampled and converted
into digital form. 1t is this particular sample that we wish to exchange and make consistent. Thus all processors must
know precisely which piece of data is being ecchanged. This can only happen if the proceasors are running frame or clock

synchronously. In the case of frame synchronization, exchanges are expected to take place at given times during the frame
cycle. In fact the data exchanges act as natural synchropisation points in the program. These are not sufficient, however.
A correct method of processor synchronisation will be give in the next section.
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6. MAINTAINING SYNCHRONIZATION

Suppose that in the course of a given computation the processors need to read a set of redundant sensors, say one
sensor attached to each processor. For each sensor value a consistency exchange must take place. Bocause the processor
must use results from one another, they must wait until all of the answers from the current exchange have been received.
Some processors may reach the exchange point sooner than others. How long should a processor wait for that is not
responding? Hf some hard timeout limit is imposed then we must ensure that ouly faulty processors will timeout. This is

the synchronisation problem.

6.1. A Commos Design Flaw

Common solutions involve the exchange of a synchronisation discrete. The F-8 DFBW system employs the following
synchronisation algoritbm [10].
*“Every 20 milliseconds an internal clock interrupt occurs and the computer issues a discrete high signal
to each of the other computers. The computer then reads the discretes it has received from the other
computers, the discrete is reset, and a second read is performed to ensure that the other computers
have aleo reset their discretes. This process accomplishes synchronigation. The computer clock is reset
to interrupt the next cycle time. If, after a short wait to allow for skew between the processors, one
compnmhhtonymhmmwnhmah«two the two remaining computers exit the synchronisation
program and coatinue pormal processing.”
Although it is noted that the algorithm performed well under quite extensive tests, it does possess a single-point failure
mode. Figure 12 shows a simple example where a failure in one processor can cause the other two to lose synchronization
In this example, pmeaorAlnomanytledmvd followed by C and then B. Normally, thephuo-lockmgpmpertyof
the above algorithm keeps all processors in synchroaization, paced by the slowest processor, A. Suppose that A experiences
dlﬁcultymmhplt/()ltplt subsystem-—perhaps a bad power supply. This causes A to put out marginal signals in such
a way that C still sees A’s synchronisation discrete, but B only sees spurious signals wheuever it enters the synckronisation

MB’:M«MC-MnB’ timing is derived from C a8 long as C is within the timeout
window. From C’s perspective processor A is the slowest 20 it's timing 0 derived from A. It is now perfectly possible for
the slowaess of A to pull C owt of B’s timeout window. Whea this happens B considers C failed and just synchrogives
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with A. Similarly, C considers B failed and also synchronizes with A. Now suppose that A finally fails hard over—the
entire system loses synchronization.

This isn’t a problem with the algorithm. No algorithm can be free from single point synchronization failures with only
three fault sets (processors). The problem is inherent with the system architecture.

6.2. A Correct Implementation of Multiprocessor Synchronisation

The problem of distributing time in a system subject to faults is related to the Byzantine Generals problem and is also
solvable. The solution is remarkably similar.

Suppose we slightly modify the synchronizer described above such that it selects mid-valve edge to synchronize from.
We then introduce a delay equal to the maximum expected skew befare proceeding. This is show in Figure 13. In the
case where all synchronisation discretes are consistently distributed, the processors resynchronize to levels equal to the
intrinsic skew in the synchronizer, not the original skew among the processors. Notice that a faulty processor, however, can
induce the two healthy processors to miss-synchronize only by an amount equal to the skew between the good processors.
The problem is that after each synchronisation this error is accumulated, ultimately driving the good processors out of
synchronization.

As in the case of data exchanges, we can correct for this inconsistency by introducing a second level of synchronization.
This is shown in Figure 14. The analysis of this is quite simple. A single failure can only affect one or the other
synchronization exchanges. If the first level has a problem then the discretes presented to the second level will be bounded
by the skew among the heaithy processors.

The two-level algorithm fits nicely with the restoring stage concept. The first set of mid-value selectors is implemented
by the restoring stage. The second set occurs back at the processors. From an engineering standpoint the topology of the
interconnection is no more complex then that required to support data exchanges from any processor, although a particular
exchange only uses a subset of the first set of communication links. It is even possible to make all data exchanges so that
they automatically resynchronize the processors. We defer the discussion of such tricks o the sequel.
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7. CONCLUSION

The management of sophisticated modular redundant systems is really a problem of managing complexity. It is possible
to handle the complexity by suitably decoupling the problems of developing algorithms for a highly reliable system from
those of providing a correctly operating vehicle on which to execute these algorithms.

Systems that do not require exact agreement among redundant channels, what we have termed data asynchronous, do
not permit this decomposition. Data synchronous systems, however, can provide general purpose techniques for managing
digital computer redundancy that lead to policies that are independent of the target applications. Certainly a control
system is not just composed of computers and their interconnection. Redundancy management of sensors and actuators
must always be performed—Dbut these solutions car: be made assuming that the algorithms themselves will always execute
correctly.

Systems whose redundancy management is sensitive to the type of applications be performed will have great difficuity
adapting to more and more complex functions. Data synchronous systems provide the only viable path for future systems.
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Summary

A major experimental programme has been undertaken at the University of Newcastle upon
Tyne in order to evaluate the effectiveness of software fault tolerance techniques in
practical systems. This paper presents the results of phases two and three of these
experiments, which indicate that the techniques ce: significantly enhance software
reliability. The particular application used for these experiments was a naval command
and control system, thus confirming that software fault tolerance can be successfully
utilised in critical real-time systems.

Introduction

The process of software development is usually described in terms of a progression from
user requirements to the final code, passing through intermediate stages such as
specification, design and validation. Of course, progress through these stages is rarely
unidirectional, and "final code" must be considered to be a misnomer given the demand for
subseguent software maintenance. An engineering approach to software develoment should
enable software to be produced on time, within budget, and in accordance with user
requirements. One important aspect of these reguirements concerns the reliability of the
software. software reliability reguirements can be expressed in a number of ways, of
which the simplest is perhaps to impose an upper limit on the measured rate of failure
over a specified interval,

Given that reliability criteria can (and should) be imposed on software systems, how can
these standards of reliability be achieved? Fortunately there is a wide range of
techniques available to the software developer, all intended to enhance software
reliability. These techniques may be categorised as follows [7]:

1. Techniques to avoid making mistakes - such as design methodologies and notations -
referred to as fault avoidance.

2. Techniques to find and remove mistakes - such as design reviews, code inspection,
program analysis, testing, verification, all followed by debugging or redesign -
referred to as fault removal,

3. Techniques to cope with mistakes - defensive programming based on redundancy -
referred to as fault talerance.

The major obstacle impeding the construction of reliable software according to
engineering principles is the shortage of data on the effectiveness of these various
technigues. This is particularly the case for software fault tolerance techniques, where
experience is limited and most experimentation has been confined to relatively small
modules., However, a recent paper [l] reported the results of a first phase of
experimentation with a system of realistic size implemented using software fault
tolerance. This paper presents the results from two further phases of experimentation
from the same project.

Overview of Project

Only a brief summary is presented here; further details may be obtained from project
reports [(2,3]. In order to evaluate the effectiveness of software fault tolerance
techniques a res'istically scaled software system was implemented by professional
programmers to approved commercial and military standards. The actual application
selected provided a subset of the functions of a naval command and control system, Three
types of sensor input were used to generate tracking information on objects in a
simulated tactical environment. This information was presented to a human {or partially
automated) operator via visual display units. The operator could then initiate a "VECTAC®
- a vectored attack on a hostile submarine by means of a torpedo launched from a
helicopter. The command and control system comprised about 8000 lines of CORAL code
running under the control of a MASCOT operating system (4). This executed on a PDP-11/45
and interacted with the environment simulator system running on an LSI-11/23. A second
PDP-11/45 provided data recording facilities and other support services. MASCOT provides
pseudo-parallel execution of concurrent activities (14 separate processes in this
system). Activities can only communicate by means of shared data areas maintained by
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MASCOT according to the system designer's stipulations on access paths and methods.

Software fault tolerance was incorporated in the command and control application
software, in the form of acceptance tests and alternate modules, These were used to
provide recoverable "dialogues” between activities. A dialogue is an explicit embodiment
of, and notation for, a restricted form of the concept of a "conversation" [5] which is,
in turn, an extension to concurrent systems of the recovery block technique for software
fault tolerance [6}. Further information on these, and other, methods of providing
tolerance to software faults is available elsewhere (7,8}.

The MASCOT operating system was modified and extended to provide recovery capabilities
for activities and for information recorded in the shared data areas. These recovery
mechanisms utilised a special purpose hardware device, called the recovery cache (9},
which enables state restoration to be performed very quickly (the recovery cache may be
thought of as providing a highly optimised implementation of checkpointing for multiple
processes).

Experimental Programme

In order to measure the effectiveness of the software fault tolerance technigues in
enhancing reliability a series of experimental runs were performed using various tactical
scenarios to drive the simulator system., Three phases of experimentation were conducted.
The results and analysis of the first phase have been reported (1,2); this paper presents
the data obtained from the second and third phases and analyses this data to obtain an
assessment of the effectiveness of software fault tolerance,

For each phase of experimentation the application software was frozen; that is, no
changes were made to the command and control software during a phase of the experiments,
However, the first phase of experiments involved two versions of the command and control
system. In version one the software fault tolerance was enabled and operated normally,
whereas in version two, fault tolerance was disabled by the simple expedient of forcing
all run-time checks to return a positive (ie ok) response. Thus a comparison between the
two versions enabled a direct confirmation to be obtained of other measurements made of
the improvement in software reliability. For phases two and three it was felt that our
knowledge of the system was adequate to dispense with this confirmation, so all runs were
performed with fault tolerance enabled,

In the second phase of experiments the same command and control software was used as for
the first, In part, the intention was to confirm the results of phase one. More
importantly, however, the first phase identified numerous problems with the MASCOT
recovery software, and these were corrected for phase two. Since the success of the fault
tolerance techniques is dependent on the recovery mechanisms, the results from phase two
should more accurately reflect the benefits possible from fault tolerance in practice.

In the third phase of experiments, the command and control software was modified by
replacing a number of modules with new versions written by inexperienced programmers,
Tnese versions we. :xracted to contain a greater number and wider range of faults than
the original module. i irthermore, where original modules were retained, the sequencing
of alternates in recovery blocks was reversed, so that the back-up alternates were used
as primary alternates (and vice-versa)., Any faults in the recovery mechanisms identified
during phase two were rectified before phase three.

Two further phases of experimentation were envisaged, and one of these was attempted. The
intention was to evaluate the effectiveness of the fault tolerance techniques at higher
levels of software reliability, and to this end, all faults identified in the application
system during phase one were rectified to yield a more reliable version of the command
and control software. Unfortunately, this system proved too reliable, in that failure
data was generated much too slowly. This phase of experimentation was therefore
terminated unsuccessfully,

Time and financial limitations precluded the last phase of experimentation, in which it
was planned to utilise an unreliable version of the application system derived from
incompletely tested modules which had been archived during the development of the command
and control software.

Each phase of experiments consisted of a number of runs (60} of the command and control
system in which tactical scenarios were enacted on the simulator. Each run was monitored
by the support system, and was carefully observed by an operator. Each time an event
occurred (an event is either a system failure, or the detection of a real, or imagined,
error in the state of the system) the entire system would halt, and the operator would
analyse the error and attempt to identify the fault which caused it. The run would then
be continued to see if fault tolerance would enable a failure to be averted, ot if the
failure would nevertheless occur. A run was considered to have finished when the scenatio
was completed, or when a failure occurred which prevented the system from continuing.

Experimental Programme Results

In order to analyse the data from each run it was necessary to determine whether or not
each event would have resulted in failure had the system contained no fault tolerance
features. Usually the answers to such questions were obvious, but had there been any
doubt surrounding the outcome of a particular event in a non-fault tolerant system, the
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option was available to run the system in non-fault tolerant mode and attempt to re-
create the event in question. The effects of the event would then be directly observable.
This was not found to be necessary in phases two and three of the experiments.

The following categories were used to group events:
1. Events which produced recovery which averted failure.

2. Events in which recovery occurred unnecessarily, but no failure resulted (usually a
consequence of a faulty acceptance test).

3. Events in which a successful recovery took place, but the systea failed
nevertheless, as it would have done in the absence of fault tolerance.

4. Events in which recovery was attempted but was not successfully accomplished, and
the system failed, as it would have done in the absence of fault tolerance,

5. Events in which defective recovery caused the system to fail.
6. Events in which the effect on the system is unclear.

Events in category 1 yield an improvement in reliability due to fault tolerance whereas
those in category 5 result in a deterioration in reliability (those in categories 2, 3
and 4 do not affect reliability).

Two cases are considered; firstly a summary of all events, and secondly a summary of the
first events which occurred in each run. This distinction is made to factor out any
effects which might arise due to including events which occur after a non-fault tolerant
system would have failed,

Summary of All Events Phase 2 Phase 3
1. Recovery averting failure 34 91
2. Unnecessary recovery 6 4
3. Recovery followed by failure 5 L}
4. Defective recovery 18 17
5. Failure caused by recovery 4 4]
6. Outcome unclear 1 1
Total Events: 68 117

Summary of First Events Phase 2 Phase 3
1. Recovery averting failure 20 24
2. Unnecessary recovery 3 4
3. Recovery followed by failure 1 0
4. Defective recovery 10 5
5. Failure caused by recovery 3 0
6. Outcome unclear 0 1
Total first events: 37 31

Analyais of Resultis

The principal measure of the effectiveness of software fault tolerance was taken to be
the "coverage" factor of these techniques; that is, the proportion of failures which
would have occurred in a non-fault tolerant system which would be successfully averted by
means of fault tolerance, To be more precise, for situations in which the non-fault
tolerant system would fail, coverage represents the probability that the fault tolerant
system will nevertheless continue to operate without failing. The required probability
can be easily estimated from the data of the previous section and thus relies solely on
event counts, The coverage factor is calculated as the ratio of the number of failures
averted (event category 1) to the number of potential failures (event categories I, 3 and
4). Bvents in category 2 (spurious recovery) and category 6 (unclear events) are
disregarded. Events in category 5 (failures introduced by fault tolerance) cannot be
ignored, but are excluded from the initial calculation.

Thus, considering all events in phase two of the experiments the coverage achieved by
fault tolerance is estimated to be 3</57, which is approximately 0.60. This is the
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maximum likelihood estimate., A Bayesian analysis using the Beta distribution indicates
that the value estimated can be asserted to exceed 0.52 with 90% confidence. These
figures should be abated to take into account the four failures caused by fault
tolerance. The simplest approach regards these failures as "own goals" and subtracts them
from the successes of category 1. An amended coverage estimate of 0.53 is then obtained.

The following table presents these coverage estimates for all three phases of
experimentation, those for phase 1 being included for comparison and completeness. The
estimates have been calculated for the two sets of data, namely all event data and first
event data.

Failure Coverage by Software Fault Tolerance

Phase 1 PpPhase 2 Phase 3

All Events

Raw Coverage 0.75 0.60 0.81
Bayesian 90% point 0.67 0.52 0.77
Abated Coverage 0.68 0.53 0.81

First Bvents
Raw Coverage 0.44 0.65 0.83
Bayesian 90% point 0.29 0.53 0.74
Abated Coverage 0.25 0.55 0.83

To obtain an absolute measure of system reliability, the execution time of the system was
recorded for each run and summed over each phase of experimentation. This enabled the
failure rate for the command and control software to be estimated as .36 per hour 1n
phase 1, 0.88 per hour in phase 2 and 0.58 per hour in phase 3. A coarse compari1son can
be made with the failure rate of the non-fault tolerant system in phase 1, which was 3.2!
per hour.

Discussion and Conclusion

The results of the previous section show clearly that for this application, 1n these
experiments, the incorporation of software fault tolerance has yielded a substantial
increase in reliability. Over the entire programme of experiments, the event counts show
that 222 failures could have occurred due to "bugs" in the software of the command and
control system. But of these 222 potential failures only 57 actually happened - the other
165 were masked by the use of software fault tolerance, This represents an overall
success rate of 74%. (The same calculation restricted to first events yields the slightly
lower figure of 67%.)

Examination of the results from the first phase of experiments (1] suggested that much
better results could be achieved if the underlying recovery mechanisms could be brought
to an adequate standard of reliability. Essentially, the project was relying on prototype
recovery mechanisms (the recovery cache and the MASCOT recovery software) to support the
provision of fault tolerance at the application level. This situation would most
certainly not be typical of an operational system where the recovery facilities should be
at least as reliable as the hardware itself. It was hoped that improveawunt to the
recovery routines for phase 2 would produce improved results, but in fact this etfe:t was
not observed until phase 3, Projections suggest that with further improvements to the
recovery software a coverage factor of over 90% could have been achieved.

The discrepancy between the results for all events and first events i1s very marked for
phase 1 but is minimal in phases 2 and 3. The most likely explanation is that the all
events results for phase 1 are rather better than they would otherwise be as a result of
multiple recovery successes occurring in sequence. This phenomenon did occur in one
spectacular case in phase 1 where a series of 12 successf:l recoveries in rapid
succession helped boost the figures (and, to some extent, project morale).

Of course the reliability gains were achieved at a cost, paid in capital costs to support
fault tolerance, development costs to incorporate fault tolerance and run time and
storage costs to make use of fault tolerance. These costs are presented and discussed in
the earlier papers [1,2]. Very briefly they involved 1000 hours of capital development,
60% supplementary development cost for the command and control system, 40% run time
overhead and 35% extra storage. All these figures (except perhaps the last) are likely to
be on the high side, reflecting the novelty of the techniques, their widespread use for
this experiment, and the omission of any fine tuning or optimisation of the system.

Our overall conclusion is that these experiments have shown that by means of software
fault tolerance a significant and worthwhile improvement in reliability can be achieved
at acceptable cost, We look forward to an independent confirmation of this result,
preferably in the context of a system to be used in earnest,
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Abstract

The fault tolerant approach to building a reliable system acknowledges that perfection is impossible
(or at best, very expensive) and therefore tries to cope with the consequences of residual defects within
the system. Fault tolerance has an established role in detecting and masking component faults in hardware
systems, but has also been advocated as a defence against deficiencies of design. This paper argues, in
question and answer format, the case for adopting design fault tolerance techniques in practical systems.

Iatroduction

The short answer to the question posed by {.e title is "Yes". A more cautious, and less simplisti-,
response would be that in certain circumstances, with appropriate provision of redundancy and allied
supporting mechanisms, it is certainly possible to provide a measure of tolerance to faults of design.
However, although this question may serve as an appropriate title, and starting point for discussion, it
does not adequately address the significant issues concerning the application of fault tolerance
techniques to deficiencies of design. As is usually the case, the first, and perhaps most important, step
is to ask the right questions. In this paper, I propose to substitute five further questions in place of
my title and, in answering those questions, will argue the case for the use of design fault tolerance in
the development of reliable computing systems. In so doing I hope to justify the short and cautious
answer aiready given above.

The following discussion will largely be conducted with reference to the use of design fault
tolerance in software systems, since current techniques were devised primarily for use in software
development. It is however, customary (and accurate) to make the observation that the increasing
complexity of VLSI designs suggests that software design techniques may also have a valuable contribution
to make in the area of hardware design.

Is there any need for design fault tolerance?

The traditional approach to achieving reliability in computing systems has largely been based on
fault prevention, the goal of which is to prevent aystem failure by ensuring that no faults can be
present when the system is in operation. There are two aspects of fault prevention, which may be termed
fault avoidance and fault removal.

Fault avoidance concerns those techniques which aim to avoid the introduction of faults during the
design and construction of a system. Since this approach may not be completely successful, fault removal
techniques are necessary to validate the implementation of a system and remove any faults which are
thereby exposed.

If fault prevention is not expected to completely eradicate faults from a system, then fault
tolerance techniques can be employed to provide a last line of defence. By incorporating redundant
elements it may be possible to cope with the effects of a fault during system operation, and thus avert
the occurrence of a failure (1).

The provision of tolerance to anticipated hardware faults has been a common practice for many years,
for two reasons. First, hardware is by 1its nature built from physical components, and these are
susceptible to the introduction of faults arising from the natural processes of decay and deterioration
in the physical realm. Second, the effects of physical faults can often be categorised into well
understood "failure modes" for components, which greatly assists the selection of appropriate redundancy.
The first reason establishes the need for fault tolerance in hardware, while the second facilitates its
provision.

For software the situation is rather different. Software is by its nature abstract rather than
physical and not subject to faults introduced during operation by "software rot" (contrary to popular
belief). Of course, the representation of the software may be corrupted by the effects of a hardware
fault, but that is a separate iasue. Thus, any faults in the software itself are design faults, due to
nmistakes made during the development process which escaped the vigilance of fault prevention techniques.
It follows that the effects of software faults are difficult, if not impossible, to anticipate - which
makes the im;lementation of techniques to contend with those effects shat more d ding.

Nevertheless, there have been a number of proposals which advocate the use of fault tolerance in
software. I would argue that the need for such techniques is, in principle, self evident, A wide range of
techniques are avallable for fault prevention in software (including notations for requirements,
specification and programming, design methodologies, validation and verification, management and support
environments ...) but though these may be highly beneficial, they certainly do not eliminate all faults
from programs, Future software engineering developments may enable us to achieve such high standards of
software design that fault tolerance has no role to play, but I suspect this will only be the case when
either mechanically checied formal verification is possible and economical for practical syster-. or
software can be generated automatically from specifications. Even then, the problem of inadequa.c or
inacurrate specifications will remain.
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Current techniques for building reliable software systems rely largely on "exhaustive testing", that
is, testing continued until either the project budget, or the software tester, is completely exhausted.
The diminishing return on investment from such testing argues forcefully for the adoption of a wider
range of techniques - which could sensibly include design fault tolerance.

Is deaign fault tolerance a mature technology?

A recent study in this area concluded that "all evidence indicates that fault-tolerant software
technology has progressed sufficiently ... to move out of the laboratory into practical systems” (2,
section 1.4). That is, the technology of design fault tolerance has been extensively developed in
theoretical and experimental contexts, and is now ready to be adopted in practical systems.

To provide tolerance to design faults, redundancy must be extended to cover the design. Avizienis
terms this redundancy "design diversity” (3). Two different approaches have been proposed, namely
recovery blocks (4) and multi-version software (5). Although these are often viewed as distinct (even
competitive) methods, the differences are principally implementation issues rather than major

conceptual matters, Indeed, an elementary generalisation can be presented which encompasses both
approaches.

Suppose we have a software module M1 which receives input and produces output as shown in figure 1,

input outpu

Figure 1. Single Module

To provide tolerance to possible design faults in M, we supply independently designed alternative

versions M,,...,M and apply one or more of these to the input. We must decide which of the n possible
outputs is gctuauy“to be used and 3o a selection must be made by an adjudication module A. This is
depicted in figure 2.

B

A output

Flgure 2. Design Diversity
The simple structure of figure 2, highly reminiscent of hardware NMR structures, is sufficient to

represent either recovery blocks or N-version programming. The only substantive generalisation is that
the form of the adjudication algorithm has not been specified.

In N-version programming, module A uses either simple majority voting, or inexact voting when
permitted tolerances on outputs preclude a unique correct output. Recovery blocks usually apply a fixed
acceptance test to the output in a predetermined priority sequence (Lee (6) suggested variant forms of

acceptance test), Other adjudication algorithms are possible, of course, and have been suggested by the
authors of hybrid schemes (7,8).

The standard descriptions of recovery blocks assume sequential execution of M, ,...,M when required,
with the ability to regenerate an initial state, whereas N-version programming was envisaged as employing
parallel execution on multiple processors, with state replication. From a strict semantic viewpoint,
these are mere details of implementation. N-versions could be executed serially, just as the recovery
block alternates could be performed in parallel.

The study of fault tolerant software (2) quoted above summarised the results of seven attempts to
develop software reliability models (most recently by Scott et al. (7)) for design fault tolerance
notations. Much of this work suffers from a lack of empirical validation, and depends heavily on
assumptions which may be questioned, Nevertheless, all the models do confirm the potential for
reliability enhancement whicn design fault tolerance offers.

Other recent work has addressed the applicability and effectiveness of design fault tolerance in
real-time systems (9, 10) and in concurrent systems (11). Cristian has continued work on the
interrelationship of fault tolerance and exception handling mechanisms and notations (12). A lot of
earlier work on design fault tolerance has been summarised elsewhere (1). It can surely be claimed that
the conceptual development of design fault tolerance has received considerable attention and 1s now well
understood. But is it of relevance to the implementation of systems in practice?
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Can design fault tolerance be utilised in practical systeas?

There are many instances of the use of design fault tolerance in the software of practical systems
with high reliability requirements. However, this use is often ad-hoc, unstructured and of limited fault
tolerance capability. It is usually referred to as defensive programming and is often flagged in the
software with the comment "This should never be executed but ...".

Multi-version software has been developed for a small number of practical systems, usually at the
insistence of the relevant regulatory authority that the software should not constitute a single point of
failure. Examples are the slot and flap control system of the Airbus A310 (13) and the flight control
system of the Boeing 737-300 (14). Both of these systems employ dual dissimilar versions of the entire
software. Outputs are compared, and if a discrepancy 1is detected the systems revert to a passive mcde of
operation, alerting the flight crew. Similar approaches have been adopted in systems for railway
signalling (15) and nuclear reactor shutdown.

Perhaps the best known instance of design fault tolerance is that used in the NASA Space
Transportation System, the "Space Shuttle" (16). A single backup computer runs in parallel with four
primary computers. The primary computers execute the normal software system whereas the backup computer
executes an alternative version of software for mission critical functions. Error detection is performed
by comparison, voting, built in self-checking, and the ultimate acceptance test -~ the astronauts
themselves. A switch-over to using the back up software can only be initiated manually by the crew.

None of these practical systems makes use of design fault tolerance in the modular and hierarchical
fashion which is possible using recovery blocks or N-version programming. Hierarchical use of recovery
blocks has been achieved in a research project at Newcastle (15), which has implemented a software system
of realistic scale to assess the effectiveness of design fault tolerance techniques (17). The actual
application selected supported a subset of the facilities of a naval command and control system, and was
implemented in accordance with commercial practice by experienced programmers. Approximately ¥,000 lines
of program (written in CORAL} generated nearly SO Kbytes of machine code.

Since the application was designed as a concurrent real-time system containing 14 separate
processes, it was necessary to devise a n.tation and mechanism supporting a form of “conversation® (4,11)
which would coordinate the recovery capability of interacting processes. The resulting structure was
called a dialogue (since this means a conversation of a formal or restricted nature) and will be
described in a forthcoming paper (18). Essentially, dialogues are used to define multiprocess recovery
blocks which are statically nested at compile time. Additional features facilitate their use in cyclice
computations.

An earlier form of dialogue, based on dynamic process structuring, met with little success and was
quickly replaced by the static form. Thereafter, the only difflculty encountered by the system developers
was in devising the acceptance tests needed to provide run-time error detection. Many of these tests were
selected without difficulty, but certain situations caused problems. These were resolved by resorting to
a structural consistency check of primary data structures. The overall conclusion of the system
developers was that the design fault tolerance techniques, though novel, were certainly usable in
building a practical system.

Can design fault tolerance improve system reliability?

Very little information is available as yet on the effectiveness of multi-version software in
practical systems, though most projects report that construction of dual versions was of great asslstance
during development as a means of simplifying testing procedures. Similarly, only limited encouragement
can be drawn from the reliability models for design fault tolerance mentioned earlier. Of course, the
Space Shuttle diverse software provided perhaps the most famous bug ever recorded {(16) by failing to
synchronise, and aborting the first launch. (Néte that the fault tolerance operated flawlessly on that
widely publicised occasion.)

Experimentation at UCLA with N-version programs (19) involved the implementation of 18 versions of
an airport scheduling program by students. All triad corbinations of these verslons were evaluated as
3-version programs. In 27.1% of these combinations, two correct versions succeeded 1n masking the faulty
computations of a defective third version. Only in 2.5% of the cases was an incorrect result produced.
These experiments confirmed the positive results of preliminary evaluation studies (5) on N-version
programming.

Our aim at Newcastle in applying fault tolerance to the design of a naval command and control system
was to obtain a quantified evaluation of the effectiveness of design fault tolerance techniques in the
context of a practical system. When the software had been thoroughly tested and was considered ready for
"operational®™ use, a lengthy series of experimental runs was performed using a simulated tactical
envircnment and a variety of action scenarios.

A detailed analysis of these runs showed that on 53 occasions the software would have failed in the
absence of fault tolerance, but by means of fault tolerance, failure was averted in 40 of these
situations. Thus a failure coverage of 0.75 was achfeved, and statistical analysis indicates that we can
be 90% confident that the coverage exceeds 0.67. A further 12 events were analysed, of which four were
ignored due to uncertainties in classification, four represented needless recovery, and the remaining
four events were fallures caused by the use of fault tolerance, If these four failures are offset against
the 40 successes, then the notional coverage drops to 0.68.

The above analysis was guided by experience in running the command and control system In two modes:
with and without fault tolerance. A direct comparison between these two modes of operation provided
additional evidence of reliability enhancement. The Mean Time Between Failure for the fault tolerant
software was 0.74 hours whereas without fault tolerance the MTBF was reduced to 0.31 hours (ratio 2.36).
The proportion of missions completed without faflure was 568 with fault tolerance enabled, compared with
47¢% when fault tolerance was not enabled (ratio 1.19).
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Many of the failures of the fault tolerant system would not have occurred if reliable recovery
mechanisms had been available, as would surely be the case if these techniques were to be used in
practice for a succession of different application systems. If failures due to defective recovery are
eliminated the experimental results indicate that 1 failure coverage of 90% and a nine~fold improvement
in MTBF could be achieved. Almost 90% of missions would have been completed successfully,

Is design fault tolerance a cost-effective means of achieviung reliability?

This final question 1s the most pertinent, but unfortunately a definite answer cannot as yet be
given.

The results of the Newcastle project, summarised in the previous section, certainly indicate that
design fault tolerance techniques can yield a significant increase in reliability. But was this
improvement worthwhile? The reliability enhancement was achieved at a cost of: 60% extra in software
development, 33% extra code summary, 35% extra data memory, and 40% run time overhead (largely due to
additional synchronisation). These figures are probably on the high side, reflecting the novelty of the
techniques, the extent of their utilisation, and the lack of fine tuning of the completed system.
Furthermore, increased development costs can be offset by gains from economics in software testing.

However, the ability to engineer the reliability of a system is not so much a consequence of the
availability of techniques for improving reliability as it is dependent on information concerning the
relative cost-effectiveness of those techniques. In order to construct a system which will have a given
level of reliability, within a fixed budget and adhering to project time-scales, the reliability engineer
needs to select appropriate techniques and apportion the amount of effort to be devoted to each. Only
when data is available on techniques of fault avoidance and removal as well as for fault tolerance will
it be possible to make a rational determination of the best mix of reliability technigques. In the absence
of such data (as is largely the case for software) I would argue for the eclectic approach. Optimal
solutions are rarely achieved by putting all one's eggs in one basket. A well-engineered approach to
building highly reliable software is likely to be based on striving for perfection, but at the same time
recognising that imperfections will still be present - and therefore design fault tolerance will be
needed to cope with them.

Conclusion
To provide a summary I reiterate my questions and answers.

Is there any need for design fault tolerance? Potentially yes, given our current inability to
achieve perfection.

Is design fault tolerance a mature technology? Yes, in the sense that it is well developed and ripe
for exploitation.

Can design fault tolerance be utilised in practical systems? Yes, this has been demonstrated.

Can design fault tolerance improve system reliability? Yes, experiments confirm that a substantial
improvement can be achieved.

Is design fault tolerance a cost-effective means of achieving reliability? A firm maybe. This is the
crucial question.
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DEPENDABLE AVIONIC DATA TRANSMISSION

D.R. Powell J.C vatadier
LABORATOIRE D' AUTOMATIQUE ET D' ANALYSE DES SYSTEMES OU ¢ N R S
31077 TOULOUSE CEDEX - FRANCE

This paper outlines the major constraints i1mposed on the design orf dependable local area networks
for avionic systems and underli:ines the essential Jifferences 1n requirements thab exist #i1th
respect to those of ground-based (civi}) LANs, The different choices avallable to the system

designer are then dJdiscussed: technology {(electrical or optical), architecture (bus or loopl
general philosophy (centralized or decentralized), medium access control (cospetiticn or
consujtation) The paper then goes on to summacize t#o different and independent azsiopac  LAN

research projects. one which focusses on fault and domage-tolerance and the other on high-speed

INTRODUCTION

Digital data transmisslon systems were i1n use 1n avionlc applications betore the term “local area
networks” was coined The aims that such systems were desiyned to satisfy were chiefly that of reducing
aircraft #Wiring complexity and improving the ease with which the "integrated” avionic system could be
extended. Such systems include ARINC 429 1in the civil aviation domain and MIL-STD-1553 (USa) and GAM-T-101
[F] in the militacy area. The basic versions of these early avionic LANs enable the direct connection of
at most 312 stations and operate at relatively low raw data rates (=1 Nbit,s) over distances up to about
100 m. Moreover, the centralized request response techniques used for controlling access to the wmedium
lead to an effective Jdata rate efficiency of less than S0% as well as a considerable lack of flexibility
As with all new technical offerings, the very existence of such LANs has led to the development of
increasing numbers of ne® applications, user requirements have thus become more exacting. more stations,
more flexibility, more bandwidth and loanger distances to extend their applicability beyond the avicnic
field to, for instance, the marine area). Furthermore, user reliance on shared commumication systems has
1ncreased the importance of making these systems dependable

This paper discusses the désign constraints i1mposed on embedded real-time local area networks i LiNs
and the various options avalleble to the system designer, Tro diffecent and i1ndependent reseatrch projects
on dependable avionic LANS ave then summarized:

- RHEA: a hierarchical LAN for aggressive environments 1n which the accent 15 placed on the tolerance

of multiple faults due to physical damage

- ANTINES: a high-speed bus-topology LAN 1n which the emphasis 1s on high data rates and fast

dependable recovery techniques

1. DESIGN CONSTRAINTS

Local area netwkorks for harsh real-time applications and, 1n particular. 4viOnic applications must
satisfy a certain number of critical design constraints that are tar more restrictive than those that
dictate the design of LANs for office systems, mainframe back-end networks, 1ndustrial  command-control
systems, etc. The considerable amonat of work that has been i1nsested by LAN stdanidardization committers
such as IEEE802 cannot be directly extended to the harsh real-time, on board environment due to the
required real-time characteristics, the particularities of this environment ond the restrictions necessary
for practical utilization

1.1. Real—-time constraints

the fundamental Jditference betueen a real-time distributed system and other sorts of distributed
systems 1s due to what we call the “real -time sandsich™: both the highest and lowest layers of  protocols
interact with the real-world and must as such live aith the basic rules of phyzsies. The highest layer (the
application layer) must interact with one or more physical processes whose dynamics ave dictated by laws
1mposing absolute contraints on the communication delays and the maximum execution times of the
information processing system. At rthe other end of the scale, the fosest layer (the physsical layeci must
send and receive s:ignals over physical transmiSsion channels xhich are again go.erned by a /ery basic
physical lax: the speed of liqht. This 1mposes a minimum delay on the traasmission of & signal over the
required distance (Whatever the tran<mission data rate) which, n tuen, frxes a minimum overhead on the
time required to access the channel at the medium access control laver. The delay-performance restriction
at each layer i1mposes delay restrictions on the next upper layer and so on right up to the application
layer. The ma)or problem of real-time distributed systems 15 to render all the protocol layers compatible
#ith the physical consteraints 1mposed on both sides of the sanduich

In this paper, #e are concerned only #i1th the consequences of the real-time application on the design
of Lhe data transmission system or LAN ilayers 1 and 2 One of the most ubvious ropstraints on a freal
time LAN 15 that messayge transfer times (and thus medium 3ccess times) be “hounded” If the minimum
application time comstruint 1s several orders of magnitude yreater than the mean and the standard
Jde.1a8ti1uon of the message transfer time then 1t 1s sufficirent to ensure a "stochastic” _bound (such as  that
of fered by a pure CSMA/CD ( Ethernet) approach) for whieh the prubability of this bound being exceeded 15
non-zero but considered negligible. {f this 15 not true, then the medium access time must have a
determintatic_boupd 1n the sense that, during normal fault-free operation., 1t 15 possible to prove that
the application time constraints will be satis{ied

The application time constraints may be so demanding that certain spplication communication patterns
may need to be vrganized as s single, uBipterruptable transaction throughout mhich all resovutrces must be
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vetainod AL th» LAN le el this leads to the notion of a command. vesponse mode of message transmission
ahcreby the tesponse message must be transmitted immeadiately atter the coprpresponding command messqage The
Ltution 13euind the command Mmay cequit= to Fucther tetsin the traasmtssion r'=»soureess 1o transmit a conciem
AU LuMmlt mesSdge
In oneder to syachronvze <e.eral (real-timer action, betdeen W, O @are tasks L such as  inputiing

time correlated  data), real-time coastraints ma, i1mpose the prowision of a  single. physical Dbrosdeast
Lranrsaction  Furtheemure, the updating of s,slem state (aformatien M3y necd to be carried out periodically
sith 4 low jittetr atround the nomiaal updare peciod This leads to the cequirement that the LAN be capable

uf transferring a certaln number of periodic_messages

Lastly but not least, most real, real-time -, ,stems ave priority deiveng tasks may be assigned
diteersnat  faxed  priseities oc  thete pororities may evolve dyaamrcallr 1n order to meet application
Jeadlines, This tdsk peiority feature in turn leads to the requirement that the LAN be c¢apable or
implemsnting  message_priorit,_classes. Preferably. the message priority implementation should enable

maximum uytilization of LAN bandwidth by low-priorit; messages 1f au high-priority messages are outstanding
and shouid minimize the time required for 4 high-priority messaye to preempt a 1ok priority message
stream.

1. 2. Environmental constraints

Real-time LANs must often opetate 1n demanding and even aggressive environments: this teads to quite
sescre constraints on the transmission technology aand LAN architecture

One of the wmost obvious constraints 1s that of electromagnetic compatibility. The real-time LaAN
environment 1s full of such nasty things as electric arcs, high-paNer radio and radar transmissions and
in the military area, electronic counter-measures, electromagnetic pulses and radiation. The technoloay
chosen for the transmission medium and for the electronic equipment must have a

Other, less obvious constraints imposed by the environment 1nclude: resistance to moisture. high
tempecature, fire, chemical spilling, rats, cleaning personnel, missiles, etc. Depending on the nature of
the environment, the LAN might have to tolerate physical_damage possibly resulting in multiple. common-
mode faults

Of particular 1mportance in the case of avionic systems 15 that the available on-board electrical
puoker 1s limited. buriag normal operation, load-shedding may occur wheteby non-critical equipment 1s
momentarily disconnected. In the case of military systems, some equipment (weapons) may be physically
ejected from the syustem. The consequence oh the ULAN 1s that 1ts desiga must take account of
multiple_station_temoval in the course of normal _operation. The communication service offered to the other

stat1ons should not be unduely degraded on occurrence of these normal esents
1. 3. Exploitation constraints

One of the objectives of ans LAN, real-time or not, 15 to provide system flexibility and evolutivity
This means that 1t must be relatively simple to remove and to add stations to the LAN In the case of a
real-time LAN, the vequired flexibility 1s aggravated by several aspects. Firstly, the addition of new
functions may involve the 1nstallation and test of several mnew pieces of equlpment ®i1th complex
synchronizatir .n  pattecrns. The s,/stem integrator mill prefer to cacrey out the ainstallation incremsentally:
the LAN mus‘ thus be able to function 1n spite of the absence_of _stations that have not yet been tested or
that have been disconnected to allow diagnousis of the nem function. 3econdly, system diagnosis for iastal-
lation ~ad maintenance operations 1s vonceptually easier 1f 1t can be carried out from a single poant;
centralized_modes of LAN operation and LAN momtoring would advantageously simplify these operations
Thicdly, access to certain parts of the environment (particularly 1n the case of aircraft) can be
difficult and costly; alterations to the transmission cables may be impossible or beyond the scape of the
system 1ntegrator’'s responsibilities. Consequently, 1t 15 preferable to envisage a pre-®ired_system 1n
shich stations can be easily connected at any point and 1n an arbitracy order

Furthermore, the applications of real-time LANs aimost alrays require 3 high_system_dependability

Service i1nterruption may not only lead to user "inconvenience” but could be catastrophic in terms of human
lives, cost, production or mission effectiveness. The LAN must thus 1tself be dependable

2. TECHNOLOGY: ELECTRIC OR OPTIC 7

The choice betueen the use of electrical cables or optical fibers for physical signal transmission
within the LAN is igportant and can not only dimension the physical size and speed of the system and its
immunity to electromagnetic interference {d' Rervilly 841 but also strongly impacts the pussible
architectural choices

2. 1. Electric cable technology

The skin effect in electrical cables leads to losses that are proportional to the length of the cable
(L) and to the square-root of the transmission frequency (F}. This means that the maximum achjevable
transmission distance with a given type of cable 1s 1nversely proportional to the square-root of the
maximum transmission frequency. The actual mazimum product L.F''? for a particular cable 1is itself
approzimately proportionsl to the cable diameter.

In practice, for transmission rates of 30 tou 50 Mbhitss, small -dimension cables (3 to 4 mm, diameter
co-ax) can be used over distances up to sbout 50 ameters (arrcraft) In tercestrial or marine applications,
the weight of lasrger-diameter cables (1 to 1.5 cm. ) 13 no longer a limiting factor and such cables can be
used to cover distances of 200 to 300 meters. If longer distances need to be covered then si~nal-repeaters
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become necessary

As vegards 1mmunity to electromagnetic i1nterference, the utilization of electric cables requires the
setectiun of cu-axi1al or tri-axzial cables together with compatible connectors. Electric cable systems have
been implementsd that ave successfully immune to the severity of electro-magnetic pulse interference

2. 2. Fiber optic technology

The speed limitations of a fiber-optic link depend not only on the characteristics of the fiber but
also on the transmitting and receivlhg components. The temperature ranges over which avionic LANs are
requited to operate 1mpuse the use of LED transmitters and PIN-diode receivers. Even though optical fiber
15 rapable of transmitting at very high speed, this restriction of terminal devices inm practice limits the
mazimym transmission rate to about 50 to 100 HMbit‘s. fith a judicious choice of wavelength and fiber
(1300 nm., graded-index fiber with 100 micron eorel, links up to several kilometers can be achieved at the
envisaged transmission rates

However, tf 1t 1s necessary (as in combat aircraft) to implement field-disconnectable sections of
aptical cable then the losses introduced by the connectors (negligible i1n electrical systems) can greatly
decrease the maximum achievable transmission distance

Of course, from the vierpoint of i1mmunmity to electromagnetic interference, optical fiber presents a
distinct advantage over electrical cable {especially 1n the future when the use of composite non-metallic
materials W1l] cease tou offer the Faraday-cage effect of present-day aircraft), Unfortunately, the very
lon signal levels &t which the receiving devices must often operate i1mplies that they constitute the
4chilles heel of fiber-optic links With respect to noise i1mmunity

Hi1th today's state-of-the-art and mith the presently required transmission rates and distances (1in
awreraft), fiber-optic technology does not offer 8 distinct advantage over electrical cable. A wWlse
decision for the design of an avionic LAN would be to make it compatible with the use of either technology
(or a max of bothj.

3. ARCHITECTURE: BUS OR LOOP 72

The two basic architectures for the realization of LANs are the bus and the loop (other architectures
such as packet or circuit-ssitched meshed networks have been proposed but suffer from the fact that
single-point monitoring of data transmissions 1s not possible). Common to both architectures 1is the
problem of appropriately choosing the protocol that stations must obey in order to access the shared
medium. In this paragraph, we discuss the specificities of these two basic architectures from a
transmission technology viempoint,

3. 1. Bus architecture

In a bus architecture, stations are tapped onto a multi-point physical transmisSion medium. In 1ts
basic form, this physical medium 13 passive but can be extended by wmeans of repeaters or
arbiter/repeaters. Each station 1s in one of tmo states: the receiving state or the transmitting state
Hhen a station successfully acquires the bus (according to the appropriate access protocol), all the other
stations are able to simultaneously receive the transmitted signal (neglecting propagation delays). The
overhead in terms of preamble length to ensure receiver phase-locking is thus independent of the number of
connected stations; it s thus feasible (and usual} to carry out receiver clock synchronization at the
beginning of each message

The main technological design problem in bus-architectures 1s that of éonrzgurnng the transmission
medium and station taps in order to maximize the allowable number of connection points and to minimize the
effects of faults. In its simplest form, an electrical bus consists of a linear cable onto mhich stations
are tapped by T-connectors. Each T-connector introduces a cable mismatch; this introduces limitations on
the maximum number of connections and their relative positions, In order to remove restrictions on the
length of the stubs between the cable and the stations, active T-connectors can be envisaged but this
leads to a less flexible implementation 1n that active elements must be embedded 1i1nto the aircraft's
infrastructure. One very interesting technique that alleviates wmost of these problems is to use CATV-style
directional coupling onto a unidirectional cable. This doubles the amount of cable 1n the system but
offers considerable advantages:

-~ the taps are entirely passive
attenuation on the stubs 1s the only limiting factor as regards their length
the bus can incorporate passive branches into damage-prone areas,
impedance mismatches due to cable or stub faults (open or short circuits) are pot necessarily
catastrophis (depending on their location)

The wuse of fiber optic technology in & bus architecture leads to another set of probleas that a&re
related to the attenuation introduced by optical coupling and splitting components. Linesr optical bus
topologies are very quickly limited by the attenuation introduced by bidirectional optical T-couplers and
1t 15 necessary to resort to either a star topology or a configuration using directional couplers similar
in pranciple to the CATY electrical technology mentioned above. .

3, 2. Loop arohitecture

in the bastc loop architecture, esch station 15 connected to two other stations by point-to-point
transmission links in order to form a ring. Siynals sre transmitted around the ring unidirecticnally. Bach
station may be in one of two states: the transmitting state in which 1t sends its oxn signal onto the
Jounstream link or the repeating state in which it relays signals received on the upstream link, In both
states, a station can decode signals received on the upstream link One of the claised basic advantages of
the loop over the bus is that signals scre actively rslayesd; this means thet the eaxisum transaission
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distance and the number of connected stations can be much greater than for a bus. It also means that
physlcal links are point-to-point and thus better adapted to fiber-optic technology. Bowever, this active
signal regeneration leads to several disadvantages

The first disadvantage 15 of course that the station attachment units must be porered. If pouer 1s
obtained locally from the connected station then the Joss of a station 1implies that the loop is broken and
no fucther communication 1s possible. Other than i1ndependently pomering the signal relaylng circultry,
several techniques (or a combination thereof) are possible i1n order to re-establish loop continuity after
station disconnection:

- station bypassing,
braided loop,

- twWin counter-rotating loops,
bidirectional loop

Station bypassing 15 the most basic technique [ Penney 79): when a station 1s dlsconnected the
1ncominy sighal 13 passively relayed onto the outgoing link. Fiber-optic 1implementations of passive
bypassing are possible but the number of consecutively bypassed stations 15 guickly limited due to the
extra attenuation that 15 introduced. A related technique, braiding, achieves bypassing by providing extra
lanks that 1ntecrconnect non-adjacent stations [ Ambrus 85]; here again. the number of consecutively
bypassed stations 1is 1limited by the Jump 1nterval of the braiding 1links. The counter-trotating loop
approach (Zafiropulo 74) enables a single loop to be configured after the failure of a sinqgle station (or
a pair of inter-station links); the loss of several hon-consecutive stations leads to partitioning of the
loop. Also, a pre-requesite to loop reconfiguration 1s fault detection and localization by means of a
possibly time-consuming distributed diagnostic routine. The bidirectional loop approach { Holf 7?9} relies
on the use of an "oscillating"” token access protocol when the loop 18 no longer continuous; each time a
station passes on the token, 1t inverts the direction of 1ts signal relaying device: this basically means
that what remains of the loop is used more-or-less as an active bus with rather a long propagation delay,
thus losing the performance advantage of the original loop topology

A second disadvantade stems from the fact that i1n order to relay 1incoming signals, the stat:ion
attachment unit must farst lock its receive clock onto the incoming signal. If stations are reguired to
relock their receive clocks at the beginning of each message then tWo implementations can be considered
If the delay 1n each station 1s restricted to a single bit (as 1n IEEE 802.5) then the required preamble
overhead 1s proportional to the number of connected stations since several bits of preamble are lost 1in
each station due to the required number of bits necessary for their receive clocks to resynchronize. If &
constant leungth preamble is regenerated in each station then the repeat deiay 1n each station must catetr
for the time required for the receive clock to resynchronize (Bean 85). In both 1mplementations, there 1s
a considerable delay degradation due to the serial disposition of the stations i1n the loop

AS a consequence, loop architectures generally operate in a bit-synchronous fashion at the physaical
level; whethey transmitting or repeating, each station {except one’} 1s permanently locked onto the phase
of the 1incoming signal. One of the stations (called the active moaiter in the IEEE 802. 5 proposition:
assumes the priviledged role of generating the master clock signal In the event of station Jdisconnection
or link failure, no useful communication 1s possible until every station’s receive <clock has been
resynchroni1zed

If the active wmonitor should be disconnected (e.g. due to load-shedding} then the Jduration of
communication service iaterruption is even longer since a nek monitor must be elected among the potential
monitors. In IEEE 802.5, the potential momitors are i1nformed of the active monitor's health by means af
periadic poll messages. The time-out value necessary for a potential monitor to detect that the active
monitor has died must be greater than period of these poll messages; unfortunately, this period cannot be
too short ot the loop would be overlcoaded with polling messages. In IEEE B02. 5. the default poll period is
3 seconds and the default detection time-out 18 set as 7 seconds. Service interruptions of this magnitude
are totally unacceptable 1n a harsh real-time environment.

To summarize. the major reasons for which me exclude loop architectures are:

- the inherent dafficulty of ensuring correct operation when several stations are absent iduring
system integration or following station disconnection due to failure or load-shedding:

- the excessive duration (1n harsh real-time appiications) aof the communication blackout that results
when the loop must be reconfigured and resyachronized

Re should emphasize that, In Qur opinion, these reasons for rejecting loops outweigh the advantages
that the basic fault-free loop architecture offers with respect to performance (i1nsensitivity to maximum
system dimension) and the implementation of preemptive access priorities (by bit-flipping reservation
techniques).

4. PHILOSOPHY: CENTRALIZED OR DECENTRALIZED 7
4. 1. The ceontralization/decentralizatction diochotomy

Rhen investigating the properties of distributed systems with respert to dependability, txo
conflicting viewpoints can be considered

- the_gptimistic. vie¥point: 1f all functions are totally decentralized than redundancy 15 maximized

synce the failure of any single entity cannot iead to total system fallure

- the_pessimisti¢_viewpolint: the wmore that functions are decentralized, then the higher the nusber of

entittes 1nvolved and the higher the chances that the failure of one of them ki1ll lead to total

system failure

The key to tnis dichotomy is the assumption that 1s made with respect to the consequences of a fault
in one of the entities. IFf one assumes that when an entity fails that 1t does 30 1n 8 "nice” Kay whereby
errors are not propagated towards the other entities then the optimistic viempoint 1s the correct one

" -~ .
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Unfortynately, such an assumption of “nice” fallures 1s rather difficult to justif.. On the other hand. to

predict that an, entit, farlure kill bring down the svstem 15 a rar too qloumy apptroach These diverqing

L1eRpuints van be quantified mathematically by the notiovn of curyerage which 15 defined as the probability
that errors are detected and confined.  conditioned on the tact that a fault has occurred. The questivn av
to which ot the above v1empoints ¥ins out can onl. be anskered 1n function of the assumed coverage valdes

the essential system-kide functions 1s

In 3 shared medium communication System ¢« loop or bust. ane of
this

that of controlling access to the medium: \n this section K¢ are couacernrd by the degree to uhych
function should be decentralized

4. 2. Influence of error confinement coverage
on path reliability

Tuo sorts of LAN stations are considered
- mastey stations’ at least one master station tthe active master)

1s  to work corvrectly, 1f the active master fails ther & new actlive master must be elected from

other potential master stations,
the <confined) failure of a slave station does not lead to system failure. a slave
active

must be operational i1f tlhe system
the

- slave stations
station 1s different from a potential master station 1n that the logic required to become an

master 1t ei1ther omitted or physically 1nactivated
Totally centralized and totally decentralized systems are respectively those in which only one
station, or all stations, can assume the role of master

the faylt-cuveraqge of master and slave stations as ps and p. respectively and make the
the reasoning behind this assumption 1s that ®hen a master
that 1t will do so in such a way as to prevent
less

He define
important assumption that pe 15 less than p.:
station {active or potential) fails, the probability (1-pa:
1s higher than that of a slave station because the enabied logic in the latter s
The non-perfect coverage means that there is point beyond xhich the additional
due to an extra master station outseighs the fact that there 1s an

system recovery
complex than the formetr
probability of system failures
additional spare LStiffler 781,

m be the number of master stations and P be

Let N be the total number of stations (master or slave),
Disregarding tairlures of the physical medium

the statiun reliability {assumed equal for master or slave)
the path reliability R.,, betkeen a pair of slave stations 1s given by:

Roe = RY . L ER + pe (1™ - (1-RI® J . [ R+ pe. é1-R) N"*77F
L‘T_J [ ‘41 ) L T
Priboth sta- Pr{at least one master OK Priother slaves OK or
tions OK and others either OK failed ®ith correct

or failed with correct error confinement

error confinement)

Similarly, the path reliabilities bet®een a pair of master stations Raa Or a master station and a

slave Res are given by:

Rea = R . [ R % pa.{1-R) 1°72 | [ R + py.(1-R) }"°*

jr-e-

Rae = R . [ R + pa.(1-R) 1" "' | [ R * pu.(1-R)
Thus, the mean path reliability RP between an arbitrary pair of stations can be expressed as follows:

€ m(m-1) Raa *+ 2m(N-m).Rus + (N-m)(N-m-1) Res ]

RP
N(N-1)

Figure 1 shoxs the path un-reliability (1-RP} plotted as a function of (t-pasps) for fixed values of
Pey R and N and for various values of m. For ps greater than 0.9996 (left of point &), the path
reliability 1s 1insensitive to the number of master stations as long as there are at least two, AS Dpa
decreases (right of point 34), the totally-decentralized solution (m=50) becomes worse than the partially-
decentralized solutions and at point B (corresponding to pe=0.9799) it becomes worse than even the fully
centralized solution. Space prevents us from showing other curves for different parameter values but it
should be noted that lom values of R (i.e. long mission times) favor the fully decentralized approach

In conclusion to this discussion on decentralizsation versus centralization, in systess with short
mission times or where repair is possible, the extra redundancy brought about by a high degree of
decentralization may not only be unnecesssry but in some cases harmful to overall system dependability

5. MEDIUM ACCESS CONTROL: COMPETITION
OR CONSULTATION ?

Medium access control (MAC) protocols for both busses and loops may be classed into two categories

- gopsultation_protogcols: stations consult esch other by means of special-purpose messages or sub-
frames in order to decide which station has the right to transmit; the “right-to-transsit” is
exchanged in an orderly, synchronized fashion in order to avoid conflicts

e e e G g et - BRI
-




-

—————

_ - R |
- e - -
. _

S,

- competition_protocols: stations that wish to send a data message compete for the right to
transmit, the "right-to-transmit” 1s asychronously created by the winning station, conflicts ars
unavoidable but tolerated

In the case of bus architectures, the archetypes of these two categories are respectively the token-
passing and CSKA/CD protocols defined by the IEEE 802 & and 802. 3 sub committees
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Figure !: Mean paicrwise path uh-reliabilaty
(N=50, R=0.9999, [.=0.9999)

From a dependability viewpoint, competition protocols uould seem to be preferable since contlicts are
natural foreseen events w®heteas in consultation protocols, if stations become desvnchronized then
unexpected conflicts may occur and special mechanisms must be invoked in order for the stations to
resynchronize and resume aocmal operation. These special, rarely-activated mechanmisms lead to twro
problems, Firstly, 1f desyachronmization should occur, the effective access time may be much greater than
the one expected. Secondly, the irregular invocation of the vesynchroaization mechanisss leads to an
error-latency problem which could lead to the presence of multipie, undetected faults from mhich the
system may be unable to recover. This vierpoint regarding the 1apact of MAC protocols on system
dependability, which we cannot as yet justify either mathematically or experimentally, leads us to prefer
the use of competition protocols

5.1 Boundad CSMA protocols

The main disadvantage of competition protocols in their basic CSNA/CD form 1s the fact that medium
access delays possess no determinmistic upper bound. Although a “"stochastic” upper bound may be sufficient
in some applications (see paragraph 1.1) such an assumption canno! be justified i1n avionic systems shere
the time constraints are in the order of milli-seconds. [In order o determimistically bound access times
1t 18 necessary to be able to dynamically compute and 1mplement access priorities betseen competing
stations [(Valadier 84). To explain hom priorities can be introduced i1nto C3NA protocols, suppose that the
instantaneous priocrity of s message is equal to p=1 . P, where P 13 the maximum priority and that a glot 1s
a period of time greater than or ‘equal to tuice the end-to-end propagation time on the bus plus the time
necessary for a station to detect a carrier on a previously free bus or to detect a conflicting signal
(the latter are assumed equal). There are three basic techaiques for implementing priorities

-~ deference_delavg: each message is preceded by a delay whose length D in slots 1is a lineariy

decreasing function of its priority level: 0O(pi=zf-p; messages mrth low priorities mill detect the

carrier due to 2 higher priority message and continue to defer (this 1implementation only avoids
conflicte if the bus never goes free for more than P slots),

~ pteamble_lengihy: each wessage 1s preceded by a presmble mhose length L in slots is & linmcarly

tncreasing function of its priority level: Lip)=p; messages mith los priorities mill detect conflicts

due to the longer preamble of a higher priority message and cease to transait,
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- forcing_headers: the transamission channel must effectively carry out a logical "or" of transmitted
signals and each message 15 preceded by a header of fixed duration B siots congisting of a “start-
bi1t” and the binary representation of the message's priority {MSP first) Fip)=p; 1n a particular
slot, stations sending logical *“0" wi1ll stop transmitting 1f they detect a "1" (the actual

representation of a “t” need not be a continuous level but could be a burst of carrier).

In all of these techniques, there 1S an overhead for each message that 1s an increasing function of
both the slot-duration (and thus the mazimum length of the bus) and the maximum number of priority levels,
P. Of the three, the forcing header 1mplementation gives the lowest header overhead (for P:6) since 1ts
length increases only as the log of P

However, w1th the forcing header i1mplementation, there is a further contr.pution to the overall
cverhead due to the fact thet an extra "traller"” time must be allomed for after a message has been
transmitted. This 1s due to the fact that when the active message priority p is zero, the interval between
the start bit and the beginning of the data part of the message 1s effectively perceived by the listening
stations as an 1Jdle time (bus Lnoccupred); thus, a station must mait for at least an equal interval after
the end of message transeission before 1t can say for certain that the bus has become free The overall
overhead w®ould thus be twice that due to the header 1f no further precautions were taken. In fact, the
overall overhead can be minimized by inserting a fixed number of "1" bits into the header so as to
Jecrease the maximum bus-i1dle time when the active message priority is zero.

Psing the folloxing notation

ceirll x) : smallest i1nteger greater than x

K : number of bits needed to code the message priority

b : number of extra "1" bits i1nserted in the header (overhead opimization bits
TH header duration 1n slots

7 : trailer time duration 1n slots

«e 9otain:
K = re1l € logz(P) )
TR = 1+Kk+b
TT = cerl ( K/(btt;
and the overall overhead «TE*TT) is minimized for

b - ocert t K'72 -1

He have studied tuo bounded access-time CSMA protocols based on the forcing header concept that ge
shall denote CSMA/FIFO and C3MA/HAR

5. 1. 1 The C3SMA/FIFO protocol 4
In this protocol the instantaneous priority of a message is given by
p = N.na + as
Hith:
N : the maximum allowed number of stations (power of 2)
na : the numbecr of Failed access attempts incurred by the message

As : the source address of the message (As=0..({N-11)

The forcing header is thus made up as folloWs (neglecting the overhead optimization bits):

Ll e T ]

Thus, messages with highest values of na will have priority 1n gaining access to the bus and messages
Aith agual values of na w1ll be seperated according to their source address. Rhenever a station falls to

send a Amessage (because another station has a highet instantanesous priority}, 1t waits wuntil the }
successful station has finished sending and then tries again immediately. This access protocol thus has
the effect of providing a FIFO-like scheduling technique for the bus. —

The maximum access time that is achieved occurs for station “8" shen i1t qenerates a wessage just
after all the other stations collide in attempting to access the channel; tt must thus mait for a total of
. n message transmissions before it can successfully tranimit {(where n 1s the number of active stations). .
e Letting TD be the duration (in slots) of the data part of a message and allowing 1 slot betxeen each '
'*Q syccessive mesSage ( the xorst case), the maximum access time {in slots) 15 given by: .

TAmax = n. {TE+TD+TT+1} + TR
Hith N=128 and b=3 this protocol leads to
- TH = 1B slots

- TT = 4 slots
~ TAmax = tn. (TD ¢ 23) ¢+ 18] slots




5. 1.2 The CSMA/WHR protocol

This protocel 1s based on what We call a “wartihag-room” concept: each station may insert at most one
message in a4 clrtusl Wai1ting room of messages competing for the medium and can only do so when the
Aaiting-room 15 empty. The status of a message with respect to the §a1ting-room 15 1ndicated by a lacal
boolean variable W 0 ocutside, 1:1nsi1de) and the status of the waiting-room 1s i1ndicated by a global
boolean variabie N (0 empty, t aon-empty). A nealy generated message has a 2&ro s-value; the latter may
unly be set to ons when the wai1ting room 1S non-empty. The instantaneous priority of a message from a
statcon of address A5 15 sef equal to

peu. Ntis

The foreing header (neqlvcting the overhead gptimization bits) thus consists of the start-bit, the w-

bit and loyg:{N) address bits
[ 1 T i ks
(_A,J...#L_“ —

Hhen  a counfiict occurs, rthe valug vPad Dy each station Auring the «-bit slot 1s none other than the
global wariable W, If a statiun 15 attem.ti1ng to send a message with w=0 then 1t will stop sending 1f the
value or & 1y 2qual to 1 (1indicating that the Rarting-room 1s non-empty). Messages 1n the wa:ting-room
acquire acvess 1a  an orderly and thus bounded fashiton by means of the fixed priority order impaosed by
their addres<. 4s. When the last message 1n the waiting-voom has been sent, R w1ll be egqual to 0 and all
wutstanding messages (Kith #°0) #i1ll coullide and consequently set the w-values to 1 (indicating that the
kai1ting room let 1n 3 new set oi Mmessages).

The maximum access time that 15 achieved occurs for station "8 wvhen 1t generates a message Just
after alt the other stations enter the vairtual xai1ting coom snd then immedialtely generate new messages as$s
~uun  a%  they have successfully transmitted; station "8" must thus xait for a total of 2.(n-1) wmessage
transmiasions betore 1t can successfully transmit The maximum acceSs time {1n slots) 1s thus given by:

TAmax = 2.(a-t} (THeTD+TTet) + TH
Kith N=128 and b-2 this protocol leads to:

- TH = 11 slots
- IT = 1t slots
Tamax = (2.{n-1).(TD + 15) ¢+ 11} slots

5. 1. 3 Performance limits

The table 1n fiqure 2 summarizes the overheads incurred, the corresponding maximum access time and
the Frame and protocol effictencies for rak Jdata rates of 1 and 40 Mbit/s. The f.oame efficiency 1s defined
by the totio betueen the useful data duration and the overall message duration and the protocol efficiency
15 defined as the ratio betaeen the achieved maximum access time Lo the one that would be achieved by a
perfuect FIFN scheduling schems Wilh zerc overhead f(i.e. [(n-1).TD).

1 Mbit/s 40 Mbit/s T
PSS U U N —
CSMA/FIFO CSMA/AR CSHA/FIFO CSMA/RR
e e e

f Message overhead (us) 66 42 | 66 42

ferm e e _— N

';’ Hax access time (ms) 20.9 318. 0 488 6.51

1 Frame efficiency (B 79.5 85.9 8.84 3.2

‘{ Protocol efficiency (%) 77.3 42.5 8.26 6.19

e e 2 S VU —

Figure 2: Bounded CSMA protocol compariscn
{(with 256-bit messages, a 300 wm. bus, N=128 and n=64)

It rcan be seen that although the C3MA/RR protocol gives a better frame efficiency than that of the
CSMA/FIFO pcotocol, the Fact that worst-case CSMA/RR messages must wait for a higher number of higher
priority messages leads to 8 protocol efficiency aimost half that given by CSMA/FIFO, In both cases, rhen
high rawu data rates are employed (meaning that the slot duration is no longer negligible when compared to
the useful data part of the messagel, both protocols lead to a prohibitively low efficiency. RKe must thus
conclude that such protocols can only be used shen the data rate is low and/or bus lengths are short. The
only w®ay to dchieve a higher performance on the bus architecture is to incresse the degree of
synchronization betneen the stations, 1. e, to use a consuvltation protocol. We thus turn our attention to
token bus protocols.

5, 2. Token—-passing protocols

The token bus protocol, in the fault-free situation, is extremely simple: a token ies passed around a
virtual (¢itnrg of astations and only the station possessing the token has the right to initiate
transmissions. From a perforsance viewpoint, the overhead per information message is fixed by the duration
of the token message, Assuming a token message of 8 octaets, the table of figure 3 gives the overheads
incurred the corresponding marimum access time and the frame and protocol efficiencies for ram data rates

-
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of 1 and 40 Mbit/s (note that the frame overhead and efficiency refer only to the time taken to transeit
the token message and not the control information in the data message).

1
1 Hbll/sAI 40 Hp1t/s |

Message overhead (us) 21.3 i 1.6 ;
Max access time (ms} 20. 4 ! 0.695
Frame efficiency (%) 80.0 80.0
Protocol efficiency (X) 79.1 58 1

Figure 3. Token bus performance
{wi1th 256-bit messages, a 300 m. bus, N=128 and n-=64)

1t can be seen that at a data rate of 40 Mbit’/s, there 15 a very distinct improvement 1n performance
over the bounded CSMA protocols studied previously (see figure 2)

Another advantage of token passing 1s that 1t ts well-udapted to the notiomn of multiple message

transactions whereby the station holding the token may carry out a commsnd/reponse sequence (see paragraph
1.1},

5. 2.1 Operational continuity with token bus protocols

Houever simple token-passing protocols may seem 1n the fault-free situation, considerable complexity
15 1introduced by Jirtue of the mechanisms necessary to i1nitialize and maintain the virtual ring and to
regenerate lost tokens When the token 1s lost or stations are withdranmn, the communication service
offered to the remaining stations 1s disrupted mhile recovery takes place Unfortunately, most token-bus
protocols are optimized for recovering the virtual ring i1n siagle-error situations such as loss of the
token or of a single station (a quite reasonable assumption 1f ring integrity is only menaced by random
physical faults) In a wmultiple 2rror situation, all the protocols that se knos of must totally re-

1nitialize the virtual ring 1by techniques akin to priority CSMA protocols) leading to quite lengthy
service discuptions

The situation 1s particularly delicate 1n the case of high-speed transmission in an avionic
environment Farstily, electromagnetic 1nterference can lead to bursts of noise that w#1ll entirely
obliterate whole sequences of ®wessages resulting in the need for complete ring re-ijnitialization
Secondly. even 1f long bursts of noise can be prevented, the normal avionic event of load sheddin~  see
paragraph 1 2) can lead tu the simultaneous withdrawal (and later re-insertion) of several stations.

Ke shall cunsider the duration of the resulting service interruption for tmo well-known token-bus
protocols ARCHNET and JEEE 802 4 He shall restrict our comparison to the case where m stations are
simuitaneousiy withdrawn from the system, 1including the one that had the token In order to compare the
principles and not the technological i1mplementations, we shall consider for both a maximum of 256 stations
i8-b1t address fields: and use the folloming notation

. As a station identity number (25=0 .25%5)
- T length of control messages (assumed equal for simplicity)
- slot twice the end-to-end propagation delay
-n number of active stations remaining after the incident leading to ring re-initialization

In both protocols, all stations detect the absence of activity on the bus by means of a time-out and
then proceed tv re establish the logical ring 1n two phases

Phase 1. elect a station to generate a unique token

Phase 2: build the logical ring starting from station electad during phase 1

ABCNET_Scepario

Phase t: Each station starts a timeout equal to 2 T (255-4s) tn the worst-case, 45 1s ec:3l to n
Phase 2: The station that 1s first to time out polls the other stations starting from 1ts As wuntil 1t
obtains a positive reply before a time-out equal to st least 1 slot; the replying station then

starts polling from 1ts sddress This 13 repeated until the last active station polls the station
that 1niti1ated phase 2.

I1EEE 802.4 Scenacio

Phase 1: All stations attempt to claim the token by sending "claim_token" messages; conflicts Dbetreen
claiming stations are i1teratively resolved by using variable-length i1nformation fields that are
multiples of the slot duration determined by syccessive pairs of bits in 1ts 4s (1a &
fashion to CSWA protocols with priorities i1mplemented by variable-leagth preambles)

Phase 2: The station that nins in phase | then sends a "sollicit_successor”™ message that thus i1nmitiates a
"resolve_contention” sequence; contentions are resolved 1teratively by requiring the other
stations to reply after a number of slots that is again function of successive pairs of bits in

their As. The statjon that wins then i1ni1tiates snother sollicit_successor/resolve contention
sequence, etc

simi1lar

Thus, 1n Dboth protocols the duration of the service interruption (defined as the inter.al (from the
occurrence of incident leading to system re-initialization to the instant nhen the logical ring has

been

- -
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re-established) can be calculated as a function of the required nuaber of control messages N and slots
i 3) required to complete phases 1 and 2 (see table of figure 4.

% 1EEE802. 4 ‘ ARCNET )
f I T H : T '
Phase 1 . Phase 2 Total . Phase 1 | Phase 2 Total
T T N
L on 1 NS omos oM s [ ow s o s ow s
| A i i i 1 :
2.0 4 7 . 94 19, 98 26 . 0 254 | 258 255 | 258 509
Y « 7| 3 so i a0 87 ;0 252 j 260 255 | 260 507
8, & 7 i 78 108 , 82 115 0 248 | 264 255 | 264 503
16 4 7| 162 212 1 166 219 ‘ 0 240 | 272 255 | 272 495
, 32, 47 328 416 ‘ 512 423 i 0 224 | 288 255 | 288 479
o4 47 60 776 | 664 783 | 0 192 | 320 255 , 320 447
L1280 4 7 1322 1492 | 1326 1499 | 0 128 | 384 255 ; 384 383
;256 1 4 7 2645 2730 © 2050 2737 0 0, 512 255 512 255
! L | { L : |

Figure 4: Ring 1nitialization 1n terms of control messages and slots (assuming B-bit addresses;

The table 1n figure 5 gives the same comparison 1n terms of time (1n milli-seconds) for a 300 m. bus
With data rates of 1 and 40 Mbits/s and assuming that all control messages contaln 8 octets. Figure S also
shows the maximum access time that is ensured in the fault-free situation when 256-bit data messages are
assumed.

1
1 Mbat/s : 40 Mbit/s :
i
(‘_V ) Inmt. time (ms) Fault-free] Init. time (ms) I Fault-freel
| n 1 r access access |
1EEE802. 4 i ARCNET time (ms) I1EEE8B02. % | ARCNET time (ms)
?
2 0. 258 i 4.107 0.387 ; 0.082 i 1.591 0.01286
4 0.57 o412 1;03 | 0. 181 | 1.586 0.0346
P8 1.165% : 4149 1 2733 ; 0. 365 1.575 0 0786
| 18 2.317 | 4.205 ‘ 4.91 | 0.698 | 1.553 | 0.167 |
' 32 4.589 4,317 10,4 | 1.3%52 , 1.%09 I 0. 343
64 8. 989 I 4.541 20. 4 i 2.51% { 1.42¢ | 0. 695
128 17.757 | 4.989 411 | 4.828 | 1.245 1.40
256 4.7 l 5.885 I 82.4 i 8.873 1 0.893 l 2. 81

Figqure 5: Ring initialization times and fault-free access times
(300 m. bus, 8-bit addresses, B8-octetl control messages, 256-bit data messages

This table leads to several comments:

1) Rith B8-bit addresses, when more than 32 stations are present in the virtual ring, the ARCNET
i1nitialization scheme 1s faster than the IEEE 802.4 scheme; note however that 16 or 48-bit addresses
(as specified i1n the IEEE 802 standards but un-ecessary 1n avionic systems) Would severely penalize the
ARCNET approach.

2) At a raw data rate of 1 Mbit/s, both i1nitialization techniques lead to a service disruption that 1s
less than the normal, fault-free maximum access time (for n>16 with the ARCNET approach)

3) At a raw data rate of 40 Mbit/s, the service disruption due to initialization using the IEEE 802.4
technigque 1ncreases with the number of active stations and 1s from 4 to 8 times longer than the Fault-
free maximum access time. The ARCNET technique gives a service disruption that decreases with the
number of active stations {the msin delay 1s due to the phase 1 time-out) but varies from 126 domn to
0.31 times the fault-free maximum access time

In conclusion, the service disruption that results from the requirement for totally re-initializing
the virtual ring when seversl stations are simultanecusly disconnected due to the normal avionic event of
load-shedding becomes prohibitively long xhen the raw data rate is high. In order to decrease the duration
of the service disruption, the membership status of the virtual ring must not be lost when load-shedding
occurs.

5. 2. 2 Partislly-centralized recovery

Memorization of the status of the virtusl ring can be achieved in two ways:

the logical ring can be permanently stored in non-volatile memory; thas approach 1is very
restrictive from the modularity viempoint since the addition of nem stations would require all
station interfaces to be updated,
- certain priviledged stations can be equipped with back-up power supplies such that they are never
powered down during load-shedding; these stations can then store the status of the logical ring and
take responsibility for ring recovery

The lstter approach 13 quite Ceasible since certain highly-critical statioms (such as inertial

.
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navigational systems) must be continuously powered and w#ilt only withdraw (rom the system 1n the event of
) farlure (a rare, rather than a normal, event such that myltiple arthdrawals of such stations can aqgain be
J considered of negligible probability)

Thus, a variation oh the basic token passing scheme can be coastdered whereby a only a subset 13

stations (master stations) take the responsibility for re imitializing the virtual cring, the other :5lave)
stations are physically prohibited from atteapting ring recuvery. One of the mas 2r stations assumes Lhe
role of an active _mapitor (the other master stations assume the role of potential _monptors: that

continuously follows the shereabouts of the token. {f the token 1s last or sent to a station that has
“1thdrawun, the active monitor sequentially polls the successors of the last station secn to have had the

{ token {(not all possible stations, only those that Jere inserted in the virtual ring). It can thus be
! ensured that the commumication service 1s rapidly restored to the remaining stations In fact, the
duration of the service disruption following a load-shedding operation 1s almost negligible and 15
proportional to the number of missing stations ' not the numbec of active stations) For w=ach missing

station, there are the following contributions to the 1ncurtred sevvice disruption:
~ a one-slot time-out for the active monitor to realize Lhat crecovery must be initiated, .
- a poll message to the stat:0p that should have transmitted {in case i1t 414 not reply because the
token message was garbled),
- another one-slot time-out ta detect that the statioan 15 indeed missing

The Juration of the service disruption can thus be considered equal to two siots per missing station
since the poll message 15 of the same duration as the token message that would have been sent had the
station not been disconnected

4s shown 1n paragraph &, this apparent centralization of the recovery fanctiaon 1S 1n nyo 48y
detrimental to the overall systeam dependability (assuming that there are at lvast two or three mwmaster
staticns) and, depending on the relative fault coveraqes of the master and the slave stations, may be even s
better than a totally-decentralized approach

Of course, 1if the station that is the current active monmitour fails then a nex active monitor must be
elected in much the same way as in a conventional token-bus 1nitialization or c covery protocol

— >~

Ia the preceding sections of this paper, we have outlined the ®maj)or options that are available for
real-time LANS 1n an avionic envicoament, In the next tRo sections, & shall give short descriptions of
t#o research prolects of avioni¢ LANS in which we have been involved

— -

6. RHEA: A HIERARCHICAL LAN FOR
AQQRESSIVE ENVIRONMENTS

The avianic LAN summarized in this section was designed i1n collabocation with the Crouzet company
RHEA mas the subject of a prospective research project and as such its specifications sere very dgeneral.
The emphasis 1n its design was placed on fault and damage-tolerance and from a performance viewpoint, the
objective ®was to be comparable #ifth exisSting avionic data transmission systems, 1. e, from 100 kbit/s to

1 Mbrt/s.
6.1 Network—level sasarchitecture .
In a bus architecture, the only element common to all inter-station paths 15 the bus 1tself.
Consequently, me Aould expect such an architecture to be very dependable if the multipoint channel 1s
correctly dJdesigned. This gualilative reasoning was confirmed by 8 quantitative comparison of various [
. transfer architectures based om a simulation approach {Powell 821. In the case of an aggressive #
)

environment wshere physical damage must be taken into account, this same study revealed that meshed
architectures such as & braided loop or an irregular network wmere more apt to tolerate multiple locajized ]
faults (lesional faults) due to damage. The philosophy adopted in REEA was to try to obtain the simplicity
advantages of the bug architecture wshilst relegating the responsability for lesional fault tolerance to
the physical ({evel, Homever., a requirement for interconnecting geoyraphically localized stations into
clusters led us to choose a derivative of this architecture possessing two levels of multipoint channels
(figure 6):
- & distributed bus interconpecting geographically distributed stations and clusters of stations
- local busses interconnecting stations sithin a cluster

6. 2 Meoedium scoess control -

The requirements imposed on the medium access control protacol sere:
- to bhe compatible mith s broadcsst transeission service

~ to be capable of tolersting the failure of any number of stations
~ to ensure detersinistically bounded access times

Since there wxss no very strict requiremeat on performance, the qualitative reasoning set forth 1in
peragraph 5 concerning the relative dependability advantsges of competition and consultation protuocols led
us to choose the competit.on approach using C3Mi techniques. The requirement fotr a broadcast transmission
service rules out C3SH& protocols that detect conflicts by timing out on an explicit acknomledgement
message and ss consequently restricted the choice to collision detection (i.e. listen-mhile-talk)
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Figure 6: The RHEA network architecture

The protocol that =®as chosen is the CSMA/FIFO protocol using forcing headers as described 1n
paragraph 5.1.1. Dimensioned for a maximum of 256 stations (B-bit addresses), the forcing header is made
up as shown in figure 7:

1 4 4
1 nal l\J na2 1!]7 ‘ Asz

] 7
start-bit number overhead source
of failed optimization address
access bats
attempts

Fiqure 7: RHEA forcing header

The flow chart of the algorithm carried out by the MAC-machine in each station interface is shown in
figute 8 Note that since conflicts arve resolved during header transmission, the overall throughput can be
increased by using a dual-speed transmission scheme with the information frame sent at high speed A
simulation study of the performance of 12 different channel access algorithms [Powsll 81al has shown that
the meqan acces. delay of this technrique 1s of the same order as that obtained with an Ethernet like
C3MA- CD protocel or a token-passing consyltation technique

6. 3 Transmission channel topologies

The structures of the transmission channels must be chosen in function of their capability to tol-

erate multiple localized faults due to physical damage (lesional faults) Their implementations must be
either intrinsically secure or use self-checking techniques. Also, in order to facilitate the
implementation of broadcast services, the transmission channels wmust be capable of one-to-all

transmission

In accordance with the specification of tolerance of lesional faults (multiple localized faults}, the
distributed bus 135 1mplemented by & netuork structure

The local busses, being intended mainly for i1nterconnection of clusters of g9eographically localized
stations, are designed only for tolerance of i1ndependent faults and not 1esional faults. In this case, the
transeission channels are (mplemented by star structures.

Figure 9 gives an axample of a RAEA topology
6. 3.1 The distributed bus

Three * "ferent techniques for network-structured multipoint transmission channels have been
investigated «Pomell ATDi: a passiva, fiber optic network, a signal-smitching network and & pulse-
sx1tching netxork

Each technique 19 applirable to a particular range of the product: “throughput * network diameter~.

For transmission over a distance of 100m. at a rate of 100kbit/a to t1¥dit/g, the most suttable technique
is pulse-switching
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Figure 8: The CSMA/FIFD channel access algorithm

{see fiqure 7 for content of vector “"header_bit")

Figure 9: Example RHEA topology

The pulse-switching node represented in figure 10 possesses 4 bidirectional serial links that connect
the node either to neighboring nodes or to a station. The input signals from each link are put back iato
phase by the OR-gate/monostable configuration. Such a technique implies an RZ transmission code and leads
to the follosing maximum transsmission rate:




—

(4. twaax). (1 ¢ L/v. tnaas)

#here tmaex 1S the maximum propagation delay of a node, v 1s the signal propagation velocity and L 1s the
maximum 1ink length (this expression comes from the maximum phase difference that must be tolerated, 1.e
twice the inter-link propagation delay). The collision detection with forcing mechamism can be applied to
such a transmission channel if the maximum transmission rate during the conflict detection phase 3s
limited to Df girven by

1

daas. theas + (deas=1).L/v)

where da,. 1S the maximum diameter of the netmork. Thus, the channel access technique described above can
be applied by respecting the constraints: header transmission rate < Dr and data transmission rate < Dr

Bidirectional links to other nodes or to a station
f ]

— A L

!
L T—Ff 3+

"
-

(a) Functional node diagram

I I 0 T S I O

P

1nput
signals

or-gate
output

output
signals

{b) Signal waveforms

Figure 106: Principle of pulse switching node

The path multiplicity of a network structure enables the distributed channel to tolerate lesional
faults dJue to physical damage. Homever, it 1S also necessary for the channel to tolerate faults due to
component fd1lures. The tolecance of such faults 1n RHEA relies upon the network structure of the channel
1n order to implement a distributed self-checking technique with each node controlling 1ts neighboring
nodes and disabling them 1f errors are detected

Figure 11 gives the block diaqram of a node. The functional part of each node and the links between
them are duplicated. The pair of signals from each link are compared by a “control block” <(figure 12
based on a comparator and a sequentisl machine. Rhen the two signals disagree, the control block i1nhibats
the 1nput and the output on this link, Thus, the control block not only controls the two functional nodes
at the other end of the link but also both limes of this link. Faults are tolerated by the redundant
nature of the paths in the network. In order to ensure that the maximum phase difference between the 1nput
signals from different links remains bounded by twice the inter-node propagstion delay, 1t 1s also
necessary to i1nclude a pair of "dead line" momitors that inhibat a link if it remains inactive shen the
other links are active

The most critical part of an, self-checking system 1s the checker itself. One must be sure that when
a fault occurs, the checker will detect it, 1i.e. there should be no lstent faults 1n the checker This
fault-latency problem 1is solved here by the design of a control block that, 1f 1t fails, m1ll erther
\mmediately lead to an error detected by the neighboring nodes or will result 1a the unsltered propagation
of the input signals

— e ———— ———
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Thus, the network nature of the syStem creates successive barriers to ecror propagation 1f the
control block on a link coming from a failed node has also failed then the node containing that control
block %111 also be eliminated from the network by 1ts neighbors This successive barrier fault inhibition
technique 1$ 1llustrated 1n Figure 13

These faulta are
inhidited here ~

: control block
¢ dual functional nodes
Figure 13: Illustration of the RHEA fault rnhibition technique

6. 3.2 The local bussesg

There are two possible implementations of a star-structured multipoint transmission channel used far
the local busses: a fiber-optic, n-way coupler (see, for ezxample: [Barnoski 76] or a loosely-coupled, air-
cored, n-#ay pulse transformer.

RHEA uses the latter technique since it is not only possible to reslize a central star-nade that does
not present any hard-core but also, being AC-coupled, such a node prevents propagation of transmytter
stuck-at faults. Theoretical and practical analyses at LAAS have shown that a transformer coupling coeff-
1cient in the order of 0.01 leads to a transfer function between tWo windings that 1s practically
1ndependent of the state of the other Windings (open or short-circuited) and also furnishes an output
s1gnal of sufficient amplitude

7. ANTINEA: A HIGH SPEED DATA BUS

The avionic LAN <ummarized in this section was designed in collaboration with Electronigque 3erage
Dassault. The emphasis 1n this design is on high speed and the resulting system uas propvused as a
contribution to the sork currently being carried out by the High-3peed Data Bus sub-committee ( AE-92B) of
the Society of Automotive Engineers

In terms of actual critical values, the objectives that we set out to achieve are

Number of statioms: : 128

Transmission distance: : 300 m

Number of priority levels: 5 (0-3: aperiodic, 4: periodic)

Upper bound (deterministic) on the transfer time for priority 3 messages (64 active stations
sending 256 bit messages): : 1.2 ms

Hinimum time between periodic messages (16 stations sending periodic messages): <+ 0.5 ms

Haximum time for a command/response/confirm sequence: = 1 ms.

> > » >

> x>

As a direct consequence of these objectives, the useful data throughput (excluding protocol and (rame
overheads) must be in excess of 13 Mbit/s. As a guideline, we are aimihg at a system ®Rith 20 Mbit/s useful
throughput using a ras data rate of about 40 Mbit/s. It ®mould seem reasonable to offer a specific
command/response mode of access to the transmission resources (1f the command, reponse and commit messages
nere considered as arbitrary messages, then we would need to achieve 8 maximum message transfer time less

than 0,33 ms leading to a required useful throughput of nearly 50 Mbit/s)

7. 1. Topology

ANTINEA uses a bus architecture in which the physical layer is made up of one or several sub-buysses
connected to a central repeater. Each sub-bus has unidirectional transmit and receive sections each split
into nne or several branches; each one may be made up of either co-axial cable or optical fiber. When co-
axial cable ig used, stations are tapped onto a sub-bus branch using directional couplers. In the case of
optical fiber, a tree-configured sub-dus using optical splitters was preferred. A complete system may use
a mizture of both technologies (figure 14}. The central repeater function is of course a hard-core but its
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functionality 1s so simple that 15 can easily be made locally redundant. Furthermore, the division into
sub-busses (nevessary for attenuation treasons: gives an added advantage 1n that ervocs due to farlure of o
5ub bus can be confined without bringing do#wn the whole system
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; directionai
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Frgure 14: Physical tapology of the ANTINEA bus

7. 2. Medium access control

For the r=2asons stated 1n csection 5, access to the medium 15 controlled by a taken passing protocol
that, 1 nhocmal coperatinn, 1s de2cantralized (thus achieving lower overhead than a centralized palling
procedure) but for which the victual ring maintenance functions are ventealized and cavried out by  an
active monmitor selected from a set of potential monmitor or master stations. Apart from the advantaaes
already stated as regards the speed of recovery, the centralized monitor cuncept can he extended to
1nclude speciral modes of totallv-centralized control for purposes of incremental svstem 1ntegration or
matntenance

7. 3. Active monitor election

The potential monitors possess a specific monitor i1dentity number NID=t. M Rhen 3 potential mom tar
1s powered up, or when 1t Jetects that the dactive momitor has Jdisappeared, 1t first Jdefers any attempt to
transmit for (MID-1) slots. If no other station has started transmitting Jduring this deference anterval,
it then sends a burst of carrier ( preamble) of Jduyration RID slots. If no other transmission is  -Jetected
after this burst of cacvrier, then the station assumes the role of active memitor and starts polling 1n
order to initialize the virtual ¢i1nq. This active monitlor election procedure has the interesting propert;
that 1f all potenti1al monitors imitialize the procedure at the same time (figure 1% -a) then the time to
elect an active momitur 1s nnl,; one slot. [f. on the other hand. the start 1nstants are staagered i due o
unequal power-up fdelays) then still only one execution of the ptocedure 1s necessary and 1n the worst case
(figure 15 b, Jdn active monitor wtll be elected wathin 2M-1 slots of the first imytialization 1nstant

7. 4. Priority mechaniams

The priority mechartsms i1nacorporated into ANTINER are decirsed feom those defined for th: 1EEE and the
ECHMA token busses. A total of five priority classes s numbered from 0 to 4) ara dvflasd classes 0 to 3 ace
tatended for aperiadte messages and class 4 for periodio massayes

The periodic Mmessage priority class was included 1a order to allow a restricted_subset of  active
stations to access the medium at xell -defined intervals Restrieting the number or stations entitled to
this mescage class means that acewss delays that can be guaranteed mav be much smaller than 1f the worst:
case Situation of ail stations seading a high priority message had ty  be taken 1nto  account The
synachronous message class (s implemented by means of a second virtual ring called the i1ntercupt ring; the
normal si1rtual ring 1s referred to as the sequential ring «(figure 16) Every statinan possesses an 1nhternal

timer set squal to the period at which control must be passed to the interrupt ring If the timer of the
station that curvently holds the normal, sequential -ring token times vyt then, when that station has
finished sending i1ts current messaqe, 1t broadeasts an "inteccupt mode” message (BIM) that it recognized

by the first station on the intercupt ving (». g the one =ith the lowest [D). An intercupt roken i1s then
transferred slong the interrupt cing until 1t reaches the 1asl statjon ¥ho then hroadcasts a "ret.rn from
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interrupt” message (RIM) that signals to the station that originally triggered the interrupt sequence to
resume operation on the sequential ring. The "interrupt mode” message is also use? to reset the 1nternal
timers of all stations on the bus (a reliable broadcast need not be assumed).

® ®
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Figure 15: Active monitor election procedure

sequential ring interrupt ring

Figure 16: Sequential and interrupt virtual rings

The aperiodic message priority classes are implemented by a set of "token rotation timers” in each
station, denoted TRT1L for priority class i, 1=0..2 with TRTO < TRT? < TRT2. 'Rhenever a station transmits a
(sequential) token it resets all its timers. Hhen a station receives the token, it first sends all back-
logged messages of the highest aperiodic priority class (class 3). If timer TRT2 has not timed out, the
station may then start sending messages of class 2 and so on down to class 0. The maximum time for which a
station may send any messayges (of all classes) 1s limited by a further "token holding timer" denoted THT
The interesting property of this implementation of priorities is that if there are no current messages of

say, classes 2 and 3, then the total bandwidth of the bus is automatically available to the lower priority
classes.

CONCLUSION

1t can always be argued that 1n a particular application, a specially-tailored system will give a
better performance than a standard one. However, standard systems should give a reasonable performance
ovet a range of applications (and cost less!). 1Tt is only when standard solutions have been pushed beyond
their limits that specialized systems or new standards should be envisaged. 1In this paper, e havae tried
to outline the essential differences between standard "general-purpose” LANs and those required for harsh
real -time applications, and in particular, avionics. The two different and independent projects that have
been Jescribed were focussed on different aspects of Ffuture avionic LAN requirements

Tn RHEA, the accent was placed on fault-tolerance and we did not try to achieve very high dats
transmission speeds. A prototype of the distributed channel =ith a total of eight pulse-switching nodes
uas redalized and has demonstrated the validity of the distributed fault-tolerance technique. The prototype
used Schottky TTL 381 components leading to a node propagation time equal to 250 ns. This, in coajuaction
41th a maximum projected network diameter of 10 nodes and 10-meter links lesds to an oversall througaput
(header *+ information frame} equal to 350 kbit/s., The throughput limitation is due to the choice of a
pulse-switching meshed hus suhich was in turn due to the need for ensuring broadcast transmission. 1If oaly
point -to-point transmission is crequired then a signal-switching meshed bus could greatly improve the
resylting maximum thtroughput (Posxell 81b)

In ANTINEA, the aim was to provide a very high-speed ayutia and the approach to Cault and dasage-
tolerance wag restricted to the implementation of independent sub-busses with possible passive Dranches
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into  dumage prone areas “ANTINEA" represents owr contiibutiun to the curvent SAE High-Speed Oats  Bus
standardrzation activiiy. The new standard may not contaip all of the features that we have mentioned but

3t K1ll nevertheless he quite different to previous standard "terrestial® LANs.
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Multi-Computer Fault Tolerant Systems Using Ada

Walter L. Heimerdinger
Honeywell, Inc., Systems and Research Center
Minneapolis, Minnesota 5544@

1. SUMMARY

Ada will be the language of choice for a number flight critical applications in the
future. Ada incorporates a number of constructs to aid in constructing reliable software,
including packages and private data types to manage the visibility of data and strong
typing to control the values and operations that can be applied to a data object. Ada
also provides constructs to assist in the construction of fault tolerant software. These
include tasks and the Ada mechanisms for synchronizing and communicating between tasks,
for exception handling and for timing. These mechanisms rely to a large degree on an Ada
run time kernel, a set of routines to provide Ada features that can only be implemented
while the application program is running. Since the run time kernel is essential for many
important Ada functions, it is critical to the reliability and fault tolerance of the
application it supports.

Since multiple computer architectures are often used for fault tolerant systems, the
implementation of Ada software for multiple computers is an important consideration. Two
ongoing projects at Honeywell illustrate the range of options for distributing Ada
software on multiple computers. The first approach, which creates a separate Ada program
for each computer, makes the least demands on the Ada compiler and run time software. The
second approach, which treats all software for a multiple computer system as a single Ada
program, requires a specialized Ada compiler and special distributed run time support
routines, but separates software partitioning from the application programming.

II. INTRODUCTION

Most flight~critical systems meet the criteria used by the U.S, Department of Defense for
an "embedded"™ computer system; the computer system is an integral part of a larger system,
and the system must operate in real time. BAlso, flight~critical systems usually are
multiple computer systems, to provide protective redundancy. The Ada programming language
is a logical candidate for the implementation of software for these systems, as Ada was
designed primarily for embedded computer system applications, and Ada incorporates a
number of features to enhance program clarity and to improve error containment. Also, Ada
has been mandated as the programming lanquage to be used for future U.S. Department of
Defense embedded computer applications.

The Ada language is a result of a conCern by the U.S. Department of Defense over the
continuing rise in the cost of software (DoD was spending over 3 billion annually for
software at that time), Part of the problem was perceived to be the lack of
standardization in the programming lanquages used for what are now called embedded
computer applications. In 1975, DoD sponsored the development of a series of language
requirement documents, beginning with STRAWMAN and WOODENMAN in 1975, TINMAN in 1976, and
IRONMAN in 1977. An initial slection phase in 1977-1978 evaluated four language designs
to meet IRONMAN requirements, selected two of the languages for further development, and
resulted in a new requirements document, STEELMAN (1}].

—_———

STEELMAN specified that the language be strongly typed, with enumeration types, user
defirable data types, and constraints to limit the range, precision, scale, etc. of a
variable. Implicit type conversions were prohibited. STEELMAN further required the

s ability to encapsulate definitions of anything (including the data elements and operations

: comprising a type), to make it possible to prevent external reference to anv declaration

within the encapsulation. BAlso, STEELMAN required a capability to define parallel
processes that could be implemented on multicomputers, multiprocessors, or with
interleaved execution on a single processor. In addition to these requirements, STEELMAN
required that it be possible to assemble operational systems from separately translated
units and that generic types be provided for functions, procedures, types, and
encapsulations.

While almost all of the requirements requested had been implemented in some programming
language, most of the implementations were in research or prototype languages; no existing
production language had ever attempted to simultaneously meet all STEELMAN requirements.

One of the two 1978 language designs was selected to satisfy these requirements. The
language was named Ada after Augusta Ada Byron, Countess Lovelace, often recognized as the
first programmer. The first Ada language reference manual was published in 1980. After
extensive review, including a canvass by the American National Standards Institute, the
manual was reissued in January, 1983 [2]. This version of the language, sometimes known
ag "Ada 83", is the version accepted today.
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II. USING ADA FOR FAULT TOLERANT SOFTWARL

Scoftware used in critical applications must be reliable--that is, it wust consistently
perform in accordance with system requirements. Reliable software is best achieved by
careful attention to each of the phases of the software development process, including:
requiremente analysis, design, implementation, verification, and mainterance or
enhancement.

The programming language begins to have a major influence in the design phase of software
development. Here, the reliability of software for criticial systems can be increased by
adhering to a number of gquality design principles. The most important is to factor system
functionality into modules that can be easily understood and maintained. Each module
should meet the following quality criteria {3].

Minimum Coupling--each module should interact with other modules only to the extent
needed to create the overall desired function

Maximum Cohesion--each module should perform its designated function without
undesired side effects (preferably with no side effects)

Maximum Information Hiding--each module should hide the details of its local data
structures and of its local decision logic from its clients. This tends to
minimize coupling by limiting the amount of unneeded information propagation. It
also promotes cohesion by encouraging the use of local logic and decision
structures that are used only for the functions performed by the module.

These objectives can be obtained in almost any programming language; however Ada makes the
job easier. Two aspects of the Ada lanquage are especially important for reliable
software Gesign, encapsulation and strong typing.

Encapsulation in Ada is supported by the Ada package (which groups related declarations
and statements into a single programming unit), and private data types. An Ada package
may be a collection of data objects; more often, it is one or more subprograms that can be
called from outgide the package. Ada packages always begin with a package specification
which lists all of the information visible outside of the package. The package
specification may be followed by a package body that contains additional declarations that
are local to a package as well as statements that implement the functions of the package.
The package body provides a place to hide the details of local data structures and local
decision logic mentioned above, while the package specification provides the client the
interface information needed to use the package. Coupling is limited to items in the
package specification,

Consider the following simple example:

package SAMPLE is --specification
type ITEM is new INTEGER; --part of the package
procedure ACTION (MNEW_ITEM-ITEM)
end SAMPLE;
package body SAMPLE is --the package body
subtype INDEX is ITEM range 1.108 --internal variables
INTERNAL :array (INDEX) of INTEGER --not visible outside
COUNT: INDEX; -~-of the package
procedure ACTION (NEW_ITEM:ITEM) is
begin
COUNT:=COUNT + 1; --the implementation
INTERNAL (COUNT) :=NEW_ITEM; --of the package logic
end ACTION;
begin --initialization of
COUNT:=1 --the package's internal
end SAMPLE; ~-~varijable

Private data types restrict the operations on a type defined in a package specification to
a few basic operations or to operations specifically defined in the package specification
(the set of operations can be further restricted by declaring the type to be limited
private). This hides the details of the construction of the type from the package user,
thus limiting the coupling between a package and its users.

Strong typing complements the encapsulation features of packages by limiting the values
and operations that can be applied to a data object [4]. FEvery data object in an Ada
program must be assigned a type. By allowing only specifically identifjed values for
discrete data types, the compiler can assist in assuring that only intended values are
used, Furthermore, the programmer is encouraged to use names that more fully describe the
use of the data item; certainly IF COLOR = BLUE is more understandable to a software
maintainer than IF CCLOR_CODE = 13,

Basic error containment can be provided with the use of subtypes, in which the values
allowed for variables are constrained to the smallest range possible. Further protection
is8 provided by limiting the operations allowed on a given type to a specified set of
operations,
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Error detection facilities must be supplemented with provisions for error containment.
Virtually all programming languages allow a programmer to include statements to handle
various error conditiors in a module. However, in most languages, the user must provide
the logic to invoke these statements when an exception is detected.

ADA SUPPORT FOR FAULT TOLERANT SOFTWARE

Fault tolerant software is a special class of reliable software that obtains a high level
of system reliability by managing redundant resource 50 that the system can continue to
operate in spite of the failure of one of its units. Fault tolerant systems are designed
in recognition of the fact that even correctly designed systems with valid initial data
can become contaminated by errors, possible due to transients.

Fault tolerant software, especially flight critical software must meet several criteria
not imposed on conventional software; specifically, fault tolerant software must be:

Real time--the software must complete the processing of critical tasks with
adequate timing margins to maintain the stability of control loops and to provide
alarm/target information within required time limits.

Self-checking--comprehensive checking of allowed values and operations must
be provided, along with efficient mechanisms to invoke error handling routines
upon the detection of an error. Most real-time fault tolerant applications also
will require the ability to time critical activities; in critical applications,
independent timing sources are required. Typical designs for extremely critical
applications use multiple processor configurations in which processors test one
another or compare results for error detection. These systems require software
capable of synchronizing and communicating between software on multiple
pProcessors.

Self~healing~-the software must use redundant hardware and software
resources to increase overall system reliability to required levels. Fault
tolerant systems include software to detect, contain, and recover from faults or
errors. This requires software to communicate between multiple processors, to
synchronize tasks on multiple processors and to restart or to initialize new
processes on individual processors while the remaining processors in a multiple
processor set continue to provide service.

Most of the operations above take place while the application software is running. This
leads us to consider an often neglected facet of Ada, the Ada run time environment. Every
Ada target computer supplements the software generated by the Ada compiler with an Ada run
time kernel, a predefined set of routines that implement Ada features that only can be
implemented while the application program is running [5]. These include the
initialization and synchronization of Ada tasks, Ada timing services, exception handling, )
and resource allocation for dynamically created Ada program units or objects. To the
extent these facilities are used in existing fault tolerant systems, they are provided by
a separate real-time executive, usuvally written in assembly language, that is invoked by
the application software through special procedure calls. Figure 1 contrasts the
relationship between an Ada application program, the Ada run time kernel, the executive
(if one is used), and the target computer with the corresponding relationship for a more
conventional high order lanqguage. When no executive other than the Ada run time kernel is
used, the kernel must provide the underlying services for fault tolerant operation.

APPLICATION APPLICATION
ADA
RUN TIME EXECUTIVE REAL TIME
KERNEL (IF USED) EXECUTIVE
TARGET COMPUTER TARGET COMPUTER
Ada Execution Environment Execution Environment .
for Conventional HOL r‘.‘ ..

Figure 1. Ada vs Conventional Run Time Support

Fault tolerant systems rely on time for several purposes, including the initiation of
processing loops at a repetition rate sufficient to maintain control stability margins,
the timing of I/@ interactions with sensors and actuators, and the detection of failed
units through time outs. Many systems use what is often referred to as a rate structured
{or cyclic) executive, which periodically initiates frames of processing activity [6]. To
implement cyclic activity in Ada, one would use the Ada delay statement, which suspends
the task or subprogram for at least the specified interval. Ada does not guarantee that
processing will be resumed at the end of the specified interval, however--the only
guarantee is that processing will not be resumed before the end of the interval. 1If, for
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example, a task is suspended by a delay statement and another task of equal or higher
priority is enabled, control may be returned to the delayed task long after the expiration
of the specified delay interval. As a minimum, the program designer must carefully
consider the state and relative priority of all tasks in using Ada timing facilities.

Since time is critical in most fault tolerant applications, it is not unusual for the
hardware to provide a fault tolerant clock, based on several independent timing sources.
The Ada language provides only one delay statement, however, so the multiple clocks must
be managed by the Ada run time kernel., No existing Ada kernel provides such a service.

Ada run time kernels can be expected to check the values of subtypes to detect illegal
values during program execution. Errors result in an exception, which,in Ada, interrupts
normal program flow. The Ada exception handling mechanism provides a mechanism for fault
containment. Exception handling subprograms can be placed in packages where error
conditions are likely to arise, or, the exception may be propagated to a more global
package that provides coverage for a greater portion of the system. For readability and
maintainability, error handling software is best packaged with the module in which the
error is likely to be first detected, but the mechanism for invoking the error handler
should not cause undue overhead that would jeapordize the ability of the system to meet
processing time limits. The efficacy of exception handlers in Ada will depend strongly
upon the efficiency of the exception propagation facilities of the Ada run-time support
software.

The software may provide error-free service by masking the outputs of faulty processors.
Many flight critical systems use replicated processors with voting to provide nearly
instantaneous fault masking. Voting, a critial operation in most fault tolerant systems,
can be implemented in hardware, as in the FTMP (7] design, or in software, as in the SIPT
{8] design.

Hardware voting mechanisms automatically mask out results produced by faulty processors;
the software is involved only if recovery or restart operations are performed to restore
the faulty unit to service [9]. Hardware voting mechanisms usually require and thus
provide a fault tolerant timing mechanism that keeps all processors in lock-step
synchronism. Special precautions will be required to initialize the Ada time variable on
each of the computers in such a multiple computer system to obtain consistent results.

Software voting is usually accomplished by a "halt-release" mechanism, in which each
software subsystem pauses at predetermined points to await results from other subsystems.
The software then proceeds if the locally generated result compares favorably with the
results received from other redundant units.

The Ada redezvous can be used to synchronize tasks for this purpose. Separate tasks can
be provided to read comparison data from each outside source. These can rendezvous with
the local task to compare data. A delay statement used as one of the task entries in the
rendezvous can be used to raise a time out exception if one of the cooperating tasks fails
to communicate within the required time frame.

The above examples illustrate a point that cannot be over-emphasized; because of the
number of language features that require support during program execution, such as task
management, exception handling, and type checking, Ada software is much more dependent
upon the software facilities that complement the compiler to provide support during
execution, than is software written in an older, conventional programming language. When
Ada is used, the application software must be verified. Note that "validation™ by the
U.S. Department of Defense Ada Joint Program Office, which is required for all compilers
that use the Ada trademark, will probably not be sufficient to guarantee adequate
reliability for fault tolerant applications.

At Honeywell, we have been using an interim Ada compiler to develop real time software for
experimental applications. 1In these Ada projects, which are discussed in greater detail
later, the Ada run-time software has been the least reliable component of the system.
While the more exotic Ada features such as tasking have caused some problems, the most
difficult problems to circumvent have been memory management problems, especially stack
management problems. For example, if a virtual memory mechanism is not available, the
stack space for an individual Ada task is usually obtained from the heap, which is a
collection of data areas available at run time for general use. Often, the ultimate size
of a task stack cannot be predicted in advance. In this situatior, stack overflow can
only be prevented by continuous monitoring of stack size, which can require a substantial
processing overhead. The run time kernel we use fails to do this, resulting in cccasicvral
stack overflows that crash the system. We would not expect these problems to occur in a
mature Ada run time kernel, but it is interesting that the interim Ada compiler has been
less of an obstacle to software development than the Ada run time kernel.

Ada provides for dynamically created objects, tasks, and subprograms, and a legal Ada
compiler and its run time kernal must support all of these constructs. Nevertheless, for
the immediate future, the prudent programmer will produce substantially more reliable
goftware by minimizing or eliminating the use of dynamically £ized objects and complex
tasking relationships. Generally, if a set of Ada packages or subprograms are
instantiated only at the beginning of program execution, and if these packages/subprograms
continue to operate on objects of fixed size for the remainder of the program, then all
will be well.
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III ADA FOR MULTIPLE COMPUTERS

The process of distributing fault tolerant tsoftware among multiple computers provides onhe
of the best illustrations of the effect of the Ada language design on the design of
systems implemented in Ada as well as the importance of Ada run time software. Two
ongoing research projects at Honeywell that use Ada to implement distributed computer

software illustrate distinctly different approaches to the partitioning of Ada distributed
software.

Distributed Computer Testbed (DCT), the first project, is implementing an experimental
distributed computer system, with several distributed computer nodes linked by multiple
high speed buses (18],[11]). Figure 2 shows the overall layout of the DCT system. In this
project, cach node executes exactly one Ada program; application software and system
software, including the software for interprocessor communications are all implemented as
subprograms or library units used by the single main Ada program executing on each node.
The application software is written and compiled separately. It uses the Ada "with"
clause to obtain the services of the interprocessor communications software, which is
implemented as a set of library units. Demonstration software to implement a message
exchange system that can continue to operate even after nodes are disabled is also
implemented as part of the set of single Ada programs on each node.

SEMAL
PRINTER

Figure 2. Overall Layout of the Honeywell Distributed Computer Testbed

While this approach makes the least demands upon an Ada compiler and its companion
run-time software, it forgoes some of the important Ada facilities discussed earlier.
Messages destined for another node are treated as if they were an I/0 transaction. Typed
objects are subjected to an unchecked type conversion before being transmitted to another
node as a chain of “ytes, which, upon receipt, is converted back to the appropriate type
in the receiving node (again using an unchecked type conversion). No attempt is made to
insure that the data type at the sending end matches the data type at the receiving end,

Future plans call for embedding type information in the inter-node message to allow type
verification at both ends. 1In practice, this should cause no problem, especially if the
software at each node uses copies of the same library units and the internal
representation of a given type is the same on each node. However, the Ada language
deliberately does not guarantee uniform internal representations on different machines.
For example, it is permissible for an optimizing Ada compiler to use a different internal
representation for two instances of the same type if they are compiled in separate Ada
programs. This potential conflict must be carefully accounted for in the software
verification process.

The communications subsystem is layered; upper layers are implemented in Ada, lower layers
are implemented by specialized microprogrammed controllers that run in parallel with the
Ada software. The Ada software and the controllers exchange information through queues in
a common memory. The communications controllers are high performance devices that can
dump a substantial amount of information into the incoming message gueues in a short
period of time. Consequently, the Ada software must service these queues regularly.

The interim Ada environment being used to implement DCT does not permit the use of
interrupts as task entries, 8o a poller task is used to scan imput queues. This task then
interacts with the remainder of the Ada software in the node.
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Since each node contains a separate Ada program, the Ada tasking facility does not cover
interactions between tasks on different nodes. However, it is possible to construct what
is essentially an "extended rendezvous" by suspending a "calling" task when it sends a
message to an "accepting task on another node, by suspending the "accepting” task pending
receipt of the message, and then by releasing both tasks when the communications system
successfully delivers the message. In such a case, the communications system must be
carefully designed to generate the appropriate Ada tasking exceptions if a message or its
acknowledgement ¢ ts lost of garbled., If this is not done, carefully validated Ada
software for multi-node fault detection and recovery could fail because of a single
communications system fault,

The second project at Honeywell involving Ada distributed software is called Distributed
Ada (DA) [12], {13}, {14]. This project treats all of the software in a set of
distributed processors as a single Ada program. This allows the programmer to use all of
the Ada type checking and tasking features in the application software. Interactions
between tasks or subprograms on different nodes are automatically managed in conformance
with the Ada language by distributed Ada run-time software. Thus, when a task on one node
performs a rendezvous with a task on another node, the run-time software operates as
described in the earlier “extended rendezvous" example. Because all software in a given
configuration is compiled as one Ada program, the problem of differing internal
representations discussed earlier does not exist,

The DA approach requires a vehicle to specify the partitioning of the application and the
distribution of the partitioned software onto the multiple computers, while treating the
applicatior as a single Ada program, DA accomplishes this with an auxiliary lanhguage
called the Ada Program Partitioning Language (APPL)., Figure 3 shows the principal DA
componenets and their relationship. The "drts”™ component is distributed Ada run time
support library which provides routines to link the various distributed software elements
while enforcing all Ada interface conventions,

compiler 8 tinker

)

one per station

Figure 3, Principal Distributed Ada Components

The ultimate goal of this approach is to produce an Ada compiler with companion
distributed run~time software that will allow any Ada resource to be located in a separate
node. The requirements that must be met by the run-time software for such a system are
formidable; all legal Ada interactions between remotely located resources must be
supported using communications links that may not be completely reliable. Of course, the
problem of communicating over potentially unreliable communications links occurs in any
physically distributed system, but in existing approaches, the application programmer
explicitly deals with the communications links and is therefore prepared to provide
exception handler to deal with errors that occur when these links are used. In DA,
however, every attempt is made to make the partitioning process independent of the Ada
program, so an exception due to a communications fault may have to propagate through
several layers until an appropriate exception handler is encountered. Furthermore, if the
system has real- “ime processing time constraints, the run-time software must be designed
to at least raise an exception if an interaction cannot be completed within a designatec
time period.

when such a system is built, the resulting advantages will be impressive. An application

' could be designed and initially tested as a single Ada program operating on a single

After the program is tested in this ‘orm, the software could be partitioned so
that it ig distributed over several processing nodes. Interactions between Ada resources
would remain the same as in the single processor configuration; i.e. type checking and
tasking would remain the same. System timing relationships would change depending upon
the relative speed of the processing and communications facilities used.

The DA approach can be extended one step further to introduce the concept of a fault
tolerant Ada resource. If we can successfully physically separate an Ada resource from
the remainder of an Ada program while interacting with that resource in conformance with
the Ada language rules, then we can consider creating multiple copies of that resource,

/

processor.
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with each copy located on a different processor. With the appropriate updating and voting
mechanisms, specialized Ada run-time software could allow the Ada program to use the
resource, even if one of the copies of the resocurce were corrupted or destroyed. If such
a system could be validated, it would provide enormous advantages to the fault tolerant
system designer. Redundancy could be applied to individual objects without the need to
protect a large number of less critical objects.

Such a systen is far from realizable today, but it can serve as an objective as the use of
Ada in fault tolerant applications matures. In the meantime, a numbe: of more pragmatic
approaches can be used to move in this direction,

IV. CONCLUSIONS

Most fault tolerant computer architecturrs for critical applications use software
executing in parallel on multiple computers to detect, contain, and recover from faults.
The Ada language supplies synchronization and timing facilities to manage such multiple
tasks, although current implementations of the language are limited to tasks executing on
a single computer.

Ada includes a number of facilities, such as task synchrcnization, package initialization,
and type checking, that must be supported by run-time software., System designers that use
these features should be aware that these facilities require resources and time, and they
may give rise to faults. Poorly implemented Ada compilers or Ada run-time software can
seriously degrade the reliability of systems that use them. Conversely, an accurate,
verified Ada compiler and fault tolerant Ada run time support software can provide the
builder of a fault tolerant system with a number of reliable facilities that otherwise
would have to be implemented in the application software.

As time passes and Ada technology progresses, and as a large community of users tests the
compiler and run-time software under an ever-widening variety of conditions, the set of
troublesome constructs will diminish, and higher quality Ada software : ‘11 emerge. Then,
Ada will take its place as a viable language for the implementation of critical software.
In the meantime, the user who is accustomed to assembly languages or to small programming
languages should be aware that a significant amount of the functionality of his
application system may be embedded in Ada run-time software of which he has no detailed
knowledge.

A distinguishing feature of many fault tolerant software architectures is the use of
software modules that are executed in parallel on multiple computers. Ada includes tasks,
which are program modules that could be executed in parallel on multiple machines with the
appropriate compiler/run-time support. If these facilities were available, a fault
tolerant software system coula be written as a single Ada program, partitioned among the
multiple computers.Such facilities are not available today, although research efforts are
in progress to develop them. In the meantime, multiple computer softare must be written
as multiple Ada programs, one per computer.

The concept of distributing Ada tasks among multiple computers can be extended to
distributing any named Ada resource, such as a data object or a subprogram, subroutine, or
function. Furthermore, the concept of remotely located Ada resources could be extended to
introduce the concept of a fault tolerant resource; a resource which is not only remotely
located, but which is also replicated. In such a system, many of the fault detection and
recovery mechanisms, such as voting, that are new coded as part of the application
software, could be moved into the Ada run time software.
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SUMMARY

Fault tolerant data synchronous systems are ones where the outputs of all correctly operating redundant channels are
guaranteed to bit-for-bit agree, independent of whether the channels are clock, instruction or frame synchronous. Data
synchronous systems offer a form of fault tolerant processing capable of correctly supporting a very general class of programs.
In fact, the redundancy becomes relatively transparent to the programmer of applications for data synchrorous systems,
making them ideally suited for complex, algorithmically intensive programs that would be otherwise impossible to support.

The various sapects of the design of correct data synchronous systems are examined in detail. These iaclude; Source
consistency, the requiremnent that all correctly operating channels receive precisely the same inputs, Event syschronisation,
the problem of keeping the time skew between channels within predetermined bounds, as well system initialization. The
unsolved problem of latent faults is also presented along with the need for self-test beuristics. Sequential fault tolerant and
parallel fault tolerant approaches are contrasted for systems requiring protection from multiple faults. Both hardware and
software solutions to these problems are given, emphasizing system performance and economy.

The paper concludes with the application of these techniques to the design of triplex fail-operational and quadruplex
and dual-dual-dual fail-operational-fail-operational systems.

1. INTRODUCTION

Data synchronous systems employ exact bit-for-bit voting of outputs, offering an application-independent way of
protecting against faults [1]. In order that an output disagreement is only caused by a fault in the voted-out channel the
following conditions must hold:

1. Determinacy. The channels are deterministic functions of inputs to outputs. That is, given identical initial
conditions then the same sequence of inputs will always yield the same sequence of outpats.

2. Initial Consistency. The initial conditions are identical among all of the redundant channels, they bit for bit
agree.

3. Input Consistency. The input streams, for all time, are identical to all of the redundant channels, they bit-for-bit
agree.

Determinacy is relatively easy to guarantee with digital processors, although asynchronous events such as processor
interrupts can violate this condition if not properly handled. The second condition is the initialisation problem which
consists of two subproblems: power-up or system restart, and retry or channel restart. The third condition is the inpat
congistency problem and is the subject of much attention in this paper. The correct implementation of input consistency
requires a different, and somewhat more complex and costly, systems architecture than might be expected to support simple
majority voting.

For real-time systems, there  are additional requirements that deal with producing outputs and the gathering of
inputs in a timely fashion. These reduce in one form or another to event synchronisation constraints. We are interested in
systems that guarantee one or both of the following event synchronisation constraints.

1. Bounded Skew. This is 3 minimum guarantee to make a usefu) real-time system. The basic requirement is that
bealthy channels produce redundant outputs and request redundant inputs within some bounded amount of time
of each other. The maximum skew that can be expecied among healthy channels is 8 measure of the tightress of
synchronisation. Knowing this number allows the construction of correct fimeout tasts.

2. Total Onienng This is a guarantee that the sequence of outputs produced and inputs requested will always
occur in thenmoordoramongtho different channels. Having such a guarantee can simplify many aspects of
interprocessor communication but may substantially complicate processor interrupts.

Solutions to the event synchronisation problem fall into two broad categories. Frame synchronous systems require the
program or operating systew to generate periodic points in time when channel resynchronisation will occur and interrupte
can be resolved. These points are naturally identifiable as the system sample rate or some harmonic, but do require explicit

constructs and are therefore not comupletely application independent.

Instruction syachronous systemns perform automatic resynchronisation and interrupt resolution every a instructions.
Typiallynionthemofmiutnctmtimsono Theauystemhvetboaddedtdmhgeoho‘uqnhua
mmmmlnuthdgomlmbumpaﬂomedndlhuynuum

frame synchronous systems. Mmydnwbuhmmthhmdfuﬂynbﬁnﬁddmrﬁrﬂmdm
processors themselves: a requirement that all channel activity can be measured in instraction times.
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An even stricter form of instruction synchronization is the so-called “microframe” or clock synchronous systems. In
this case processor resynchronization occurs every n clock ticks. This imposes the added design constraint that all channel
activity can be measured by a single processor clock.

Input consistency and event synchronization only form necessary conditions in the construction of correct fault tolerant
systems. The system designer must cope with the possibility that certain critical assumptions may not be valid. They are:

1. Faults are immediately detectable. The types of systems required in most flight critical applications are ones
that provide high levels of instantaneous reliability as opposed to long term availability. Crucial to meeting this
goal is the determination of the system fault state at dispatch time, and continuously for systems that assume
sequential faults. The problem of laten¢ faults has not been adequately solved but must be seriously addressed
by the designer.

2. Faults are independent. This assumption is pervasive in most designs and failure analysis. The problem with
assuming the contrary is that the analytic design problem becomes intractable. Rowever, systematic or simulta-
neous faults may be experienced in the course of actual operation. The design must be robust for fairly broad
classes of simultaneous and transient faults and yet not introduce new failure modes in the process.

In the following sections we shall develop a hypothetical triplex redundant system in order to illuminate these various
design issues and some of their possible solutions. We will then examine the implications of a quadruplex system with the
attendant reconfiguration problems, the alternative approach of dual-dual-dual, and finally multiprocessors.

3. A TRIPLEX DATA EXCHANGE NETWORK

Figure 1 shows the general topology of a triplex data exchange network. There are a total of six fault sets in the
design: three processors and three restoring stages. Theoretically, only four fault sets are required as long as we ensure
that the processor hosting a sensor value that is being exchanged does not participate in any of the restoring functions. In
most cases, the six fault set approach will actually simplify the engineering task and permit higher performance through
pipelining. This is the methodology of Draper Laboratories’ clock synchronous FTP [2].
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Figure 1. General Topology of a Triplex Data Exchange Network

The system assumes that sensors are attached directly to a processor. In the case of triple-redundant inputs, each
processor hosts a single sensor and subsequent data exchanges make all values known to all processors. It should be clear
that although the redundant sensor values are associated with each other, they are not the same measurement. Thaus, a
separate data exchange must take place for each sensor. In the triplex case, a total of three exchanges. Simplex and dual-
redundant sensors might be cross-strapped to two processors under the assumption that the sensor reliability is significantly
2.1. Systems With Total Ordering and Bounded Skew

The kind of data buffers required between the various elements depends on the kind of event synchronisation that
the eystem performs. The easiest case to understand is when the processors produce cutputs and request inputs within
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a bounded amount of time of each other and the outputs and input requests are totally ordered. Suppose that a sensor
value hosted by processor B needs to be read by some program. The data flow of the exchange is shown in Figure 2. The
sequence of events are as follows:

L Processor A
Sensor s read by Processor B

&-ﬁ—— Processor C

L‘ Processor A
L
B sends 10 Restoring Stages

0"

Processor C

—_— i
*ﬁ Restore Ay '7Cﬁ;d>—

5

x e

M Rewore B Ry TH>" 1. Read Sensor

Processor I3

- SN
H:J{c\l(xrcc - 7H>'
—_ -

Restore A

*;{ E{>— 2. Initiate

Processor B

3. Restore

4. Resolve

Restormyg Stages Kebroadeast e ———

Pigure 3. A Sample Data Exchange for a Single Sensor Value

1. Read. Processor B reads the sensor whose value is to be exchanged. B must not perform any decisions on the
basis of the value it obtained. It must use the valve returned by the data exchange.

2. Initiate. Processor B forwards the value it obtained to all three restoring stages. Similarly, channels A and C send
the exchange command “FORWARD B”, which instructs the restoring stage that data from processor B should
be forwarded. t

3. Restore. The restoring stage notices the request to forward B’s data value. The data from B is restored (i.e.,
received and then retransmit) and forwarded back to the processors. Each restoring starts a timer whenever the
two FORWARD B commands have both arrived. If the timer expires before the value is obtained from B then

t Implicitly, processor B's message also contains a *FORWARD B command. Implementations might choose to also
send data values from processors A and C which are simply diacarded by the restoring stages. A and C read “phantom”
sensors in the [/O locations where B actually maps its real sensors. This permits all three processors to run identical code
that requires no channel-specific modifications. This is the approach of the Draper FTP.
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the restoring stage forwards a timeout value instead. The timeout time must be greater than the maximum skew
between the processors that is guaranteed by the synchronisation algorithm.

4. Resolve. The processors bit-for-bit vote among the values received from each restoring stage. If any two values
exactly agree then this value is used as the consistent version of the sensor data. If there is a total disagreement
then the value is marked as an error value.

At the end of this cycle all healthy processors will contain identical values for the sensor (error or otherwise) in the
presence of a single arbitrary fault of either the sensor, a processor, a restoring stage, or the interconnect. An important
feature is the placement of the timeout test for the transaction at the restoring stage rather than at the processors. Suppose
that B had a skew arbitrarily close to the timeout value (that is, B is faulty). The results of the timeout test in each of
the restoring stages must be considered to be a random event. I at least two of the restoring stages timeout then the
processors will resolve a timeout for the value. If only one has a timeout then the processors will resolve either a data
value, if the input values agreed, or an error token. In any case, all fault free processors will obtain the same result. This
would clearly not be the case if the timeout test was performed by the processors.

The buffering needed in the various stages is only one message’s worth as long as new values are not exchanged until
the previous results are consumed. If this is not the case (ws., burst transfers) then a simple first-in-first-out (FIFO) queue
will be required on each of the inputs of the restoring stages and the resolvers {input voters on the processors). The tighter
the synchronization as compared to the message generation rate, the shallower the depth required for the FIFOs.

2.2. Systems that Reorder Outpnts and Inputs

In the example above outputs and inputs always occur in the same order among all processors. Suppose we were to
relax this constraint so that asynchronous events such as processor interrupts can be accommodated. For instance, an
interrupt might occur in one processor just before a value is to be exchanged while another processor just initiated an
exchange. The interrupting routine will most likely require data consistency exchanges. This will change the order of the
exchange requests made by different processors. This scenario is illustrated in Figure 3.

Processor A Processor B Processor C
Time INST i INSTi-1 INSTi-1
INSTi + 1 INST i INST i
Active . .
- INSTi + 2 INSTi + 1 INSTi + 1
Tusk ]
LONSTi+ 3 INSTi + 2 INSTi + 2
[ ENCHANGE INSTi + 3 INSTi +3
T N— T T T T — T T T — T
Interrupt
INSTKk INST k INST k
Interrupt o INSTk + 1 INSTk + 1 INST K + 1
Handler . [ g .
+ EXCHANGE EXCHANGE EXCHANGE

Figure 3. An Asynchronous Event Can Reorder Exchange Requests

The buffers can no longer be simple FIFOs. Instead, each data value to be exchanged must be tagged with a unique
identifier. The restoring and resolving stages must match the incoming values on the basis of their tags and thes vote
among them. The names must not only be unique be aléo consistent among the processors. One possible solution is to use
the taskID of the generating task as the data tag, This assumes that a task will have at most one outstanding exchange.
Also, a faulty unit can produce any tag thut it wishes. The restoring and resolving functions must be designed such that
these bad tags do not induce erroneous matches. This is not difficult to solve but must be considered.

A reasonable implementation, shown in Figure 4, would be to associate a FIFO queue for each task on the inputs
1o all restoring stages and resolvers. The timeout data must only be accumulated while a task is active, so the restoring
stages must be aware of current task. The processors should perform their context switches as close in time to each other
as poesible. It is also important that attempting to read the results of an exchange is an interruptible process, otherwise
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the system may deadlock. Another consideration is a babbling processor or restoring stage that produces more data values
than the aseociate FIFOs can hold. The implementation must take care not to allow an overfull FIFO on one input from
corrupting other good input streams. In practical terms this implies that the FIFO mapagement of each data stream be
performed independently.

RESTORING STAGE

Mgssage FIFOs

From
Processors

Controller .
o Processors

Current iask

Incoming messages are dispatched according 1o their lask1D

Cantroller processes messages from the active task queue

Figure 4. Multiple Message Queues Tolerate Re-ordering

Systems that permit re-ordering of inputs and outputs are more difficult to manage than ones that guarantee a total
ordering. The tradeoff, of course, is the effort it takes to provide total ordering versus the effort required to perform
consistency maintenance uader conditions of re-ordering. Generally speaking, it is currently more profitable to invest in
maintaining ¢otal ordering rather than provide the required message tagging. As systems become more complex, including
multiprocessors aad artificial intelligence, this tradeoff will require careful examination—it will become progressively more
difficult to constrain applications and distributed operating systems with the total ordering requirement.

3. FRAME, INSTRUCTION, AND CLOCK SYNCHRONIZATION
The efficiency with which systems perform redundancy management is intimately related to the type and degree of

event synchronization supported. The degree of synchronisation is the bound on the worst case skew that can be expected

between identical input and output requests among the redundant processors. Frame, instruction, and clock synchronisation
techniques provide progressively tighter event synchronization bounds, The qualities and implementation considerations
of these three appr.uches will be dealt with in some detail.

Once a designer has adopted a data synchronous design methodology, the approach taken to event synchronisation
will ultimately have the most far reaching implications for overall system complexity and performance.

3.1. A Syachronising Exchange
The realization of a synchronizing exchange is quite similar to a data exchange. There are two important distinctions,
however. First, the information content of the messages is in their relative times of arrival not, neceesarily, in any data they
carry. Second, whereas there is only one source of data in a data exchange, it is convenient to exchange synchronizers from
all processors simultaneously. As shown in Figure 5, a synchronizing exchange in our hypothetical triplex sysiem takes the
following steps:
1. Initiate. Each processor broadcasts a synchronization discrete or message to all restoring stages. The content of
the message is not important, only that it is a synchronisation exchange.
2. First Selection. Each restoring stage records the relative time of arrival of the synchronisation measages. After
the arrival of the second message the restoring stage generates its own synchronisation message back to the
processors.
3. Second Sedection. Each processor, in turn, records the relative time of arrival of the synchronisation messages
from each of the restoring stages, again selecting the mid-value message.
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Pigure 5. A Sample Synchronization Exchange

4. Delay. Each processor then waits a fixed amount of time after the second selection to accommodate a slow proces-
sor. This delay should be equal to the worst case skew that could have accumulated since the last synchronization
exchange.

The selection operations are not as simple as might first seem. Al synchronisers (which are arbiters) are subjoct
to metastable states, conditions waere it may take an arbitrarily long time to resolve the second edge. Fortunately, the
probability of a metastable state decays exponentially with the duration of the state. It is therefore possible to make these
probabilities as low as those of an actual hardware failure.

In practical systems, the restoring stages will apply some sort of filtering to the incoming signals, discarding any input
that has a transition outside of a window that the restoring stage expects. This implies that the restoring stage maintain
a notion of time as well.

A final problem is that of initialization. The above algorithm only works when the processors are already synchronized.
It thus accounts for nominal drifts in the processors timebases as well as the failure of any single processor. Initialisation
can be accomplished in a variety ways, but a common approach is as follows. After power-up or restart each processor
attempts a synchronisation exchange at regular intervals. Each processor chooses a different interval, derived somehow
from the processor ID (A, B, or C). The different periods must be relatively prime. After a short time, two processors
will “collide® in their synchronisation attempt. They then choose another period and attempt to synchronise with the last
processor.
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This initialization algorithm has the problem that it may not work in the presence of a processor failure. It is possible
for a failed processor to initially synchronige with the two healthy processors such that these processors are not in synchrony
with each other. A more sophisticated algorithm that employs retry (randomly excluding a processor) can be employed if
restart is required with a faulty channel.

3.2. Frame Synchronism

The least bardware-intensive approach to event synchronization is frame synchronization. In this case the processors
perform synchronizing exchanges periodically under software control. This technique seems especially well-suited to control
systems where a natural “major frame cycle” can be identified.

It is also common that such systems wait until the frame boundaries to perform data exchanges, usually as block
transfers. Figure 6 shows a possible timeline for a frame synchronous system. During Frame i the processors gather input
data from their sensors. At the beginning of Frame ¢ + 1, the processors perform a synchroniging exchange to eliminate
any skew that may have developed during the last cycle. The processors then proceed to exchange the data and process
it during Frame i + 1. Finally, the results of the computation are exchanged at the beginning of Frame i + 2. Note the
inherent latency in processing a given sample point.

Time

—»

l Frame i l Frame i + 1 ' Frame i + 2 '

| |
g W

a. Read Sensors b. Exchange ¢. Process d. Exchange ¢ Output Commands

Pigure 6. A Typical Frame Synchronous Time Line

A major advantage of frame synchronism is the simplicity of implementation. The synchronization network can be
embedded in the data exchange hardware, imposing very little additional design constraints or complexity. The fundamental
limitation is the fairly strong assumption about the periodic nature of the application. Certainly all inner loop controf
systems have an obvious systolic structure. Furthermore most of the computations can be assigned a rate group, a sub- or
super-harmonic of the major frame rate of the system.

There are several times when the rate structure can break down, making the frame synchronous system vulnerable
to inconsistent states among the channels. The common situation is a processor loading condition where the assigned
computations can not be completed within the frame schedule. Tasks are then prioritized and the acheduler assures that
the most crucial tasks are allowed to complete. This means that the lower priority or background task may be in slightly
different states at the end of a frame. For example, a slightly faster processor may have just finished a computation while
the others ran out of time. Care must be taken to defer the exchange for the task until the next cycle when all processors
bave taken it to completion.

But how is the system to know? Suppose there was one slow processors and two fast ones. At the end of the frame cycle
they exchange task completion flags. Noting that one processor did not complete, the data exchanges are deferred until
the pext cycle. What happens if the task still does not complete the next cycle? Do we assume the slow processor failed?
Suppose the tasks are of such low priority that they sometimes do not get any cycles during a frame (e.g., a background
self-test).

1t should be obvious that frame synchronous systems depend rather heavily on the behavior of the application being
supported. In simple control applications the necessary restrictions are relatively benign. The more complex software
systems of the future might find them overbearing.

3.3. Instruction Synchronism

A key obeervation about two processors started in the same state with identical inputs is that, in the absence of
asynchronous events, they will perform the exact same sequence of instructions. We can therefore decide to perform
a synchronization exchange after every n instructions and be guaranteed that the very next instruction executed will
be identical on all healthy processors. Such mechanisms require direct hardware sapport and the systems are termed
instruction synchropous. This is shown schematically in Figure 7.

Instruction synchroniam offers considerably more application independence than frame synchronism. It doesn’t matter
which set of n instructions fall between the synchronisation points, so the application is not bound to the synchronization
period. Ar important side-effect is that data exchanges can be performed much more efficiently and coded in the instruction
stream rather than deferred until a frame synchronisation point.
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Figure 7. An Instruction Synchronous Control Flow

Instruction synchronous hardware must be able to identify and count instructions as the processor performs them,
and more importantly, be able to busy-wait the processor until the completion of the synchronization exchange. This
requires that processor activity be regulated in terms of “instruction times.®> Another difficulty is that complex instruction
set microcoded machines can have wildly different execution times that are data dependent. Thus the sequences of n
instructions might take markedly different amount of times to perform. The synchronization mechanisms, particularly the
timeout delays, must be set according to the worst case {longest) execution sequence. A good number for n would be
between 10 and 1000 instructions.

3.4. Clock Synchronism

The strictest form of event synchronization is clock synchropism. Clock synchronous processors perform synchroniza-
tion exchanges every n clock ticks. An approach is shown in Figure 8. A nominal cycle consists on n — 1 regularly spaced
edges plus one “stretched” cycle. A processor that determines itself to be slow omits the clock stretching while a fast
processor would stretch the clock any extra cycle. This preserves a constant pumber of clock edges presented to each
processor in each “microframe”.
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PFigure 8. Delaying Edges in Clock Synchronous Systems

There are several advantages of this approach. First, the time interval between exchanges is purely a hardware
dcmgnpunmeterndmbeulectedwnhconslderunmofpcﬁommoemdeeommy,typwdlymmlcroawon(hono,
completely independent of the application. Second, any event that can be related to the proceasor clock (e.g., an interval
timer interrupt) can be very efficiently processed.

Clock synchronous designs entail substantial restrictions, however. The most serious of which is the requirement that
all processor activity be determined by a single clock. All memory, bus transactions, and I/O operation must take a
predetermined number of cycles. This might pose serious problems for error-correcting memory designs. Typically, error-
corrected memory takes longer to complete when correcting an error, an indeterminate event. Dynamic memory refresh
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must be scheduled against a global clock. Even simple 1/0 can be troublesome if the devices introduce wait-states that are
dependent on input data—like an analog-to-digital converter.

Overall, clock synchronous systems provide the most transparent and application independent approach to redundancy
management, but impose the most severe processor design restrictions.

3.5. Interrupts

Interrupts, the asynchronous change of program flow in response to an external event, need special attention in a
redundant system. The problem was developed in Section 2.2—an interrupt might occur at slightly different times in the
execution sequence of the processors. This would leave the processors in inconsistent states during the interrupt routine,
which generally look at various aspects of the system state. Or perhape an interrupt occurs in the middle of a data or
synchronisation exchange, leaving partially completed transactions in the communication network and possibly leading to
erroneous timeouts.

There are two distinctly different ways to accommodate interrupts in a redundant system. One approach is to permit
the possibility of the interrupt occurring at different execution points but restrict the activity of the interrupt handler such
that inconsistencies are avoided. The more general and preferred approach is to guarantee that the interrupt occurs at the
same point in all of the redundant execution streams.

The solution by now is familiar—interrupt requests must be exchanged in order to be made consistent and then
synchronised to the processor instruction streams. Figure 9 illustrates an interrupt exchange network for our hypothetical
triplex system. The interrupt discretes are broadcast o a set of interrupt masks. All active interrupt conditions are then
ORed and a single interrupt signal is made consistent. This interrupt signal is only examined at synchronigation points:
frame boundaries, after every n instructions or clock ticks, as appropriate. In the case of frame synchronous systems, the
interrupt distribution will almost certainly be performed using the data exchange network and only examined at each frame
cycle. In this case the signals are more properly termed interjects, or controlled interrupts.}
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Figure 9. A Sample Interrupt Exchange Network

3.6. Wavefront Synchronism
It seems that the rather simnply stated condition of consistent states among redundant channels has become very
baroque indeed! For 2 clock or instruction synchronous machine the following hardware-supported functions are required:

1 Of course even a frame synchronous system will usually have some form of hardware interrupt—the interval timers
used to schedule tasks and as demarcations for frame boundaries.
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A data exchange network, a synchronizer network, an interrupt consistency network. Furthermore, a system that supports
direct memory access or distributed memory might require additional hardware mechanisms. These various consistency
operations are fundamentaly related, however.

The wavefront synchronism concept developed by Hughes {3} is a clever and efficient unification of all of these demands.
The basic idea, applicable to instruction and clock synchronous systers, is to encode inter-channel transactions into periodic
data exchanges. These transactions would always happen at the synchronization points (every few microseconds), and the
“wavefronts® of the redundant messages would be used to judge and effect synchronization adjustments between the
channels. The messages would be composed of several fields: a data field for data exchange, an interrupt status field, a
DMA request field, efc. If during any particular cycle a given field is not used then it is simply set to a null value.

It is possible to encode these messages on say single optical fiber links. Figure 10 illustrates the engineering model
of a wavefront synchronizer “box.” The wavefront synchronizer for each processor would accept a number of “raw” data
ob its inputs. Every wavefront cycle the data is sampled, exchanged with other restoring stages, and presented as “good”
consistent data on the outputs. A local processor clock is also generated. Thus any data that has the poesibility of being
incongistent acroes channels is simply fed into the boxes’ inputs and then read from its cutputs. The existence of VLS
version a wavefront synchronizer would go far in the realization of general-purpose economical fault tolerant processors.
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Figure 10. A Wavefront Synchronizer “Black Box™

4. SEQUENTIAL FAULTS

In many flight critical applications, triplex fail-operative redundancy is inadequate. Instead, two independent failures
must be tolerated without sacrificing correct operation. If protection is needed against two simultaneous failures then five
processors and ten restoring stages (two levels of five) would be required. Many times, however, it is adequate to protect
againat sequential faults and thus reduce the number of processors and restoring stages to a more economical level—four
of each.

4.1. The Burden of Reconfiguration

One very nice property of our triplex system was a complete lack of reconfiguration logic in the event of a processor
failure. The voting logic automatically excludes a single defective processor. Suppose we wanted this system to fail-safe in
the event of a second processor failure. Under these conditions we would have to somehow disable the faulty processor to
preclude a second processor failure from “colluding” with the first. if the processors were to fail in the same way, then the
two faulty processors would vote out the remaining good one.

The same condition holds in the quadruplex case. There is the possibility of pairwise agreement, a paradoxical coadition
where two faully processors agree but diverge from the two healthy processors. In this case there is no way to discern
the good from the bad. Indeed, the probability of pairwise agreement would seem to be quite high. VLSI circuits tend to
have design correlated failure modes, for instance metallization opens due to migration. Random failures of VLSI circuits
are characteristic of manufacturing defects, not operating malfunctions. Therefore, any system that is intended to tolerate
sequential faults must have two attributes.

1. Timely Identification. A faulty channel must be recognised within a prescribed amount of time. Of course, the
failure diagnosis must be made consistent among the remaining heaithy channels. Remember that successful
synchronisation and data exchanges do not imply fault-free channels.

2. Faalt Masking. After identification, the various consistency exchange mechaniams must be reconfigured to literally
ignore a channel that is diagnosed as faulty. The restoring stages must also be reconfigured.

Th~ reconfiguration logic substantially adds to the complexity of the exchange mechanisms. Not only must the
appropriate configuration registers be provided but there must be some policy for correct initialisation on power-up, and

(ortbemﬁngofmvahu.
The problem is particularly vexing for the restoring stages. How should the relatively primitive restoring stages obtain
the configuration data? Should the stages be required to parse data exchanges for a special escape sequence followed
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configuration data? Should (yet another) set of dedicated lines be provided to control their configuration? Should the
reconfiguration commands be voted from all of the processors or should there be one “host™ processor for each restoring
stage?

Overall, the reconfiguration problem requires a great amount of engineering effort. It is fair to conclude that quadruplex
systems are not instantly more reliable than triplex ones, just because there is an extra processor. Systems that tolerate
sequential faults are substantially more complex, and should not be viewed a simple extensions to single fail-operative
machines.

4.2. Latent Faults

A latent fzult is a malfunction that has not yet induced a chanpe) to obtain incorrect outputs, That is, the malfunction
has not yet been excited in a way that is observable at the outputs. The problem is that some future input data or program
will excite the fault. In a triplex system the consequences are an overstatement of the actual instantaneous reliability of the
system. In a quadruplex system two identical latent faults in different channels could cause a pairwise agreement disaster.
It is therefore very important that the possible failure modes are routinely excited during operation.

Suppose we desire a quadruplex system with an instantaneous probability of complete failure equal to 10-1° per flight
hour built out of processors that have a mean time to failure of 10* hours. Therefore the probability of any single channel
failure is on the order of 10— per hour. The probability of two successive failures within some small time ¢ is

p 126 10-4 1071,

In order that p be lass than our target reliability, ¢ must be less than 10~3 hours. Therefore, we must not take more than
about three seconds to correctly diagnose and reconfigure a faulty chanpel!

Self-tests are fundamentally heuristic in that it is virtually impossible to generate an adequate fault model against
which to design test routines. At a very minimum the self-tests should grade 100% against single stuck-a¢ faults. Not that
stuck faults are particularly likely, just that this guarantees exciting each gate in the system,

Unfortunately, with commercially available processors, 100% real-time stuck-at fault coverage is practically impossible,
due mainly to the many (effectively) uncontrollable or observable states in the system. Processors capable of such rigorous
testing must be designed specifically for the job, most likely employing serial scan path techniques. This is still an open
research issue. For the time being, the prudent engineer should employ processors that have a good deal of field experience
and avoid the leading edge. In apy case, a comprehensive set of test routines must be given top priority. The various
aspects of the channel, especially busses, memory, and 1/O should have testability features designed-in. For example, all
states that can be set must be able to be read. Error detection hardware, such as parity, watchdog timers, efc. must be
periodically tripped in order to test their correct functioning.

The problems of latent faults and associate self testing are presently unsolved and are extremely challenging. They
must be seriously addressed by the designer, especially in systems that are intended to tolerate sequential faults.

4.3. Self-Checking Pairs

Given the attendant difficulties in system reconfiguration, it may actually be cheaper to employ more than the minimum
number of processors than to supply extemsive reconfiguration hardware. One approach, employed in the Honmeywell
MMFCS (4], is the self-checking pair. The concept, shown in Figure 11, is quite simple. Two tightly coupled processors are
run data synchronously. Consistency maintenance with only two processors is almost trivial—a datum is simply braodcast
to the other half. The outputs of the processors are bit-for-bit voted. Any disagreement causes both processors to be
removed from the system. Importantly, both of the dual-redundant outputs are broadcast to other pairs in the system.
A receiving pair votes on the dual-redundant stream, if they agree then the sourcing pairs’ correct operation is validated.
This removes the output voting logic as a potential single-point failure.

The self-checking pair is viewed as a single self-diagnosing module. The system never “reaches inside” the pair to
determine which half actually failed, dramatically simplifying reconfiguration. A fail-operational system is formed using
two self-checking pairs, or a total of four processors. This has equivalent reliability properties of a triplex system, however
no restoring stages are required.

Similarly a dual fail-operational system can be Lonstructed out of three self-checking pairs, or a total of six processors.
In this case there is more than one “listener” of a pair. Thus additional consistency maintenance hardware is required
{currently missing in Honeywell’s approach). Fortunately, the exchange mechanism is no more complex than that of a
triplex system and only peeds to make a single bit consistent, monitor compare or miscompare, rather than an entire

Self;checking pairs modularize the redundancy management problem and appear to provide an attractive and extensible
alternative to the classical triplex and quadruplex approaches.
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6. MULTIPROCESSORS

Avionic systems are not made from just a single set of redundant channels, but many cooperating (usually) and diverse
components. Suppose that the data synchronous design methodology is employed in the design of each “box.” How are
they to be interconnected in order to preserve the reliability goals of the system?

Several consistency problems, particularly mode changes, appear at the system level as well, but with an important
distinction. The condition that makes input consistency difficult is the distribution of a single source. In the case of
intercommunicating sets of redundant channels, redundant information sources exist. A system design should not squander
these redundant streams but employ them to simplify global consistency maintenance. At the top level, consistency
maintenance is a problem of communication.

The multiprocessor problem doesn’t really make sense, however, until the software design issues can be solved. Just
a8 the sampled data formulation led to difficulties at the channel level, it can have a similar nondeterministic effect at the
system level. Transactions between boxes should also be viewed as data streams—values are never lost, aliased, or otherwise '
thrown away. This, however, requires a truly global approach to the software design, an overall operating system. The
system must be viewed as running a single Jarge program with distributed processes being hosted by the different redundant
channels. Sample rates, data representations, and configuration control must be unified. Until this happens, avionic systems
will have difficulty exploiting the reliability provided by the different components and truly complex systems, like an expert
pilot, may be impossible to realize.

6. CONCLUSION

1t is imperative that we are able to manage the complexity that new applications, particularly artificial intelligence,
are apt to bring to the flight critical realm. In many senses the intuition and techniques of classical flight control systems
are inappropriate to these new areas. We will no longer be able to exploit some of the special structures that have lead to
the current, albeit very effective, design points. An important goal in managing this new complexity, the aspiration of the
data synchronous approach, is to free the applications programmer from the vagaries of redundancy management, and to
make hardware fault-tolerance as invisible and robust as possible.

The design of highly reliable digital systems is by no means a solved problem. It is hoped, however, that these notes
have provided a perspective that will yield more general-purpose and higher integrity solutions.
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DIGITAL FAULT-TOLERANT FLIGHT ACTUATION SYSTEMS

Howard H. Belmont
Northrop Corporation, Aircraft Division
Hawthorne, California 80250

ABSTRACT

A study was made of the equipments making up a typical flight control actuation system (servo
electronics, servo valves, actuators and transducers) to determine where digital technology could replace
analog technology for the purpose of providing a more fault-tolerant flight control actuation system.

The investigation involved an analysis of where digital-to~analog conversion should take place
between the flight control computer and the analog control surface, and led to an evaluation of several
architectural design issues. Among these were how to functionally partition the system, where to locate
the servo electronics, the adequacy of military standard serial bus systems for control (versus data)
applications, and the feasibility of providing electronics which could survive severe environments.

Several actuation system configurations were evaluated. This led to recommending, as the best
development prospect, a locally integrated actuation system consisting of servoe electronies, servo valves,
actuators, and transducers, inter{acing with a digital flight control computer over a serial bus,

1.0 INTRODUCTION

Designs of new, manned fighter aircraft have placed ever increasing demands on flight controls for
advanced aircraft performance features. These include interaction and integration with engine controls
and with the mission management system for navigational and armament system requirements. At the same
time, a revoiution in digital electronic computational and communication devices, coupled with evolutions in
actuation devices, has created opportunities to improve the performance, availability, and maintainability
of the control surface actuation function of flight control systems at lower life~-cycle costs.

During the course of the technology survey involved with this study, it was noted that the majority
of the flight control technology-based programs being funded were in the areas of digital processing,
software, and sensor development. These activities were focused on near-term payoff for production
flight control application. A review of technology programs in the actuation area showed that effort was
oriented toward the direct drive valve, 8000 psi nonflammable fluids, and electromechanical actuation for
the all-electric airplane. Only a limited amount of research and development had been accomplished aon
digital actuation system technology; therefore, this work and its results are considered to be timely.

The knowledge gap identified was an optimization of the interface between a digital computational
flight control computer and the ultimate (analog) control surface.

2.0 TECHNICAL APPROACH

In order to study the knowledge gap identified above, it was necessary to identify the major equip-
ments making up present day actuation systems and define the functions performed by each. These are
presented in Figure 1.

Several configurations were synthesized by progressively selecting the digital-to-analog (D/A) con-
version point in the equipment between the control processing unit and the control surface, thus increas-
ing the use of digital technology. As these configurations evolved, technical issues arose and these are
discussed in the context of each configuration description.

Finally, a configuration was selected to best describe the use of digital technology to create a fault
tolerant flight control actuation system,

3.0 CONFIGURATION SYNTUESIS, "BASELINE CONFIGURATION"

The system given as a baseline was a triplex active-on-line system employing per surface, a triple
tandem secondary actuator, three servo valves, and three servo processors. The control processors are
an analog triplex pair which are self-checked through their servo processor pairs, which also monitor the
actuator complex.

The redundancy management, failure detection., and loop closure computations take place in the
Servo processors.

This configuration is represented by Figure 2, It is significant to note that, for each control pro-
cessor channel, there are as many servo processors as there are control surface actuators. Thus, for
12 control surfaces, there are 12 channel A servo processors. These 12 channel A servo processors are
physically grouped together in the same enclosure with the channel A control processor. The resulting
three enclosures (channels A, B and C) may be physically grouped together or dispersed within the
avionic bay,

Since the servo processors are packaged with the control processor in the same electronic enciosure
and share the same power supply, the interwiring between them can be handled by mother board con-
nections. This is an interconnection density of 10 connections per servo processor or 120 per channel for
an aircraft with 12 control surfaces.
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CAL THE CONTHUL PR ESSOR GENFRATES THE LONTROL SURTACE POSITION COMMAND SIGNALS
1B} TH INTERFALE CARRIES INFLAMATION BE TWEEN THE CONTROL PROCESSOR AND THE SERVO PROCESSOR.

Wr THE SERVO PRULLOSUM MAY PERECHM SOME QR ALy OF THE ELECTRICAL FUNCTIONS OF SERVO
AMPLIFICATION FAILURE DFTECTION SERVO LOOP CLOSURE REDUNDANCY MANAGEMENT, AND
ELECTRICAL AND HYDRAULIL POWER CONTROL

D) THISINTERFACE CARRIES COMMUNILATIONS BETWEEN THE SERVO PROCESSOR AND THE SERVO ACTUATOR

{E}  THE SERVO ACTUATOR COMPLEX CONSISTS OF THE VARIOUS ACTUATOR COMPONENTS INCLUDING THE
ELECTRO HYORAULIC SERVOVALVE HYDRAULIC AMPLIFIERS POWER CYLINDER (RAM) POSITION AND
PRESSURE TRANSDUCERS HYDROMECHANICAL FAILURE DETECTION ELEMENTS AND HYORAULIC
POWER CONTROL DEVICES

FIGURE 1. ACTUATION SYSTEM ELEMENTS

There are also 48 interconnection wires between each actuator complex and the computer complex,
For an aircraft having 12 flight control surfaces, this represents 576 interconnections of aircraft Group A
wiring. 1

3.1 CONFIGURATION 1, "DIGITAL CONTROL PROCESSOR"

Changing the control processors to digital from analog allows the use of a digital parallel bus
between the control processors and the servo processors within the combined housing. Digital-to-analog
(D/A) converters are ndded to the servo processors as well as a notch filter to smooth out the control
processor's sampling rate. The D/A conversion is in the servo processors.

A performance issue, first observable in Configuration I but of concern in all digital processor
configurations, is the effect of the waveform emanating from the digital control processor on the
electro-hydraulic servo valve. As this discussion will show, these effects were countered by the use of
notch filter tuned to the sampling frequency. However, the notch filter introduces a gain change and
phase lag which are a strong function of the sampling rate selected.
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FIGURE 2. BASELINE AND CONFIGURATION |

Processor Iteration Frequency Effects

In a configuration where a digital control processor feeds digital commands to an analog servo pro-
cessor, the signal from a D/A will be of a staircase waveform, with steps at the command sampling rate of
the computer. The rate selected for evsluation was 100 Hz (command update every 0.01 seconds). The
i effect of this waveform on the actuation device was evaluated using a ramp command.
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Figure 3 shows the response of the second stage of the servo valve and the ram to a digitized ramp
command (small amplitude steps). These steps are so small that their effect on ram position is insig-
nificant. However, the servo valve spool is almost constantly in motion at this frequency, and such a
condition may cause undue wear ard fatigue of the servo valve spool and of the hydraulic lines,
producing premature fpilure. In addition, it may create higher hydraulic fluid leakage rates and
hydraulic fluid heating.

The transfer function characteristics of the servo amplifier, servo valve, actuator, linear variable
differential transducer (LVDT), and demodulator all contribute to the effect. The digital command signal
is held constant for one sample period, but the linear feedback signal continues to change. Therefore,
the resultant error summation is correct only at the instant of command update, developing a sawtooth
waveform. The error waveform, as shown in Figure 3, will pulse the servo valve at the system digital
sampling rate,
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FIGURE 3. EFFECTS OF 100 Hz SAMPLE RATE ON UNFILTERED RAMP INPUT
A notch filter may be used to alleviate this problem. Its transfer {unction is:

e, 2 2
dn_ ___ 8+ here w= 2 7100

Sout 8%+ 4w? 4t

The effect of this filter for a ramp command is shown in Figure 4, which indicates that the filter is
effective in reducing the servo valve spool response to the sampling frequency. The ram response is the
same as before.

Since serial data bus capacity is directly related to computer sampling frequency, a study was made
for two other sampling rates (40 and 10 Hz). Results showed that hydraulic servo valve and actuator
reaction was excessive without a filter, and a notch filter solved the problem but created excessive phase v

iag.

However, another solution is to sum the feedback and command signal in a digital format by con-
verting the anslog feedback signal or employing a digital feedback transducer. The digital summation
results in an error signa) waveform as depicted in Figure 5.

3.2 CONFIGURATION Il, "SERIAL DATA BuS"

This configuration, Figure 6, is similar to Configuration 1 except that the servo processors are

: located in temperature-controlled intermediate stations between the avionics bay and the actuators. This

)' results in three enclosures each containing 12 servo processors. Each servo processor enclosure has its
own power supply which supplies all servo processors within the enclosure,

- The control processor-servo processor link is now a serial bus between the control processor and

by servo processor enclosures and requires a bus controller/transmitter-receiver (BC/TR) at the control pro-
cessor and a transmitter-receiver (TR) at thr servo processor. Parallel bus data distribution is used
within servo processor enclosures. Connections from servo processors to actuator (group A - 576 wires)

are the same as in Conflguration I, although shorter due to the servo processor locations,
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The issue requiring analvsis as a result of the relocation of the servo processor is the protocol and
percent utilization of the MIL-STD-1553B bus.

Serial Bus Traffic/Functional Partitioning

In the context of Configuration II ard those configurations vet to be discussed, the serial data bus
requires analysis, particularly as it relates to the adequacy of the MIT-STD-1553B bus. This rralvsis
first describes the ground rules for the application of the MIL-STD-1553B bus. To assess the applicahil-
ity of the MIL-STD-1553P serial bus to the control processor-serial processor interface, the following
assumptions were made:

(1) The serial bus is functionally dedicated to the control processor-servo processor interface,

(2) An autonomous bus controller will be utilized that treats the control processor and each servo
processor as a remote terminal.

(3) All servo processors require a 100 Hz update frequencv.

Data transfer between terminals is directed bv a bus controller. Transfer is initiated by two com-
mands which select sending and receiving terminals. The reccive and transmit commands include the
addresses of the terminal to receive the transmission and that of the terminal which will transmit. The
status words (from each) are used to verify the action being performed.

MIT.-STD-15538 Format Overhead. The overhead for each transmission, 108 ysec, is calculated
based on Figure 7, Tt shows that the equivalent of 5.4 words (108 + 20) must be sent with each trans-

mission on the bus to define which elements will transmit and receive and to verifv the transmission of
the data.

CEIVE
cROEMMAND STATUS WORD
(FROM TRANSMITTING TERMINAL)
* . ..
———
DATA WORDS
STATUS
TRANSMIT WORD
COMMAND (RECEIVING
(FROM CONTROLLER) TERMINAL)

«+ INDICATES RESPONSE TIME ALLOWANCE
# INDICATES MESSAGE GAP ALLOWANCE

FORMAT OVERHEAD FOR ONE DATA TRANSMISSION WORDS TIME uSEC
BUS CONTROLLER (BC) ISSUES RECEIVE COMMAND 10 20
BUS CONTROLLER ISSUES TRANSMIT COMMAND 10 20
MAXIMUM DELAY 12
TRANSMITTING TERMINAL ISSUES STATUS TO BC 10 20
MAXIMUM DELAY AFTER DATA TRANSMISSION {*°) 10 12
RECEIVE TERMINAL SENDS STATUS TO BC 10 20
DELAY BEFORE NEXT TRANSMISSION CYCLE (=) 4
TOTAL NON-DATA TIME IN EACH TRANSMISSION 108

FIGURE 7. REMOTE TERMINAL TO REMOTE TERMINAL TRANSFER
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Percent of Bus Capacity Used —~ We have specified the sampling frequency of the control processor
to be T00 Hz (10,000 useconé period). The 1553B format has a maximum allowance of 32 data words per
transmission. The number of transmissions possible is then based on the overhead plus the numver of

data words., We have previously developed the overhead (108 yusec) for one data transmission (in either
direction), and from MIL-STD-1553B we know the length of one word (2 usec).

The percent usage of the bus (which should not exceed 70 percent) can be calculated as follows:

Percent Bus Utilization = overhead time + data word time
time allotted

x 100

= igsi N 'O 2
# transnl\salons1)6'(l)g%zzz) + (¢ data words x 20 usec)(1) x 160 (Eq.1)

Transmissions per sample data period required for Configuration 1, assuming that redundancy
management and loop closure are performed in the scrvo processor, are as follows:

Transmissions Data Words
1 (CP - SF) of: 1 — CP fail-status
12 - position commands
1 (SP —~CP) of: _2 — SP fail status
2 15

Using equation (1) shows:

% Bus Utilization = (2% 108) o (15 x 20)

1 x 100 = 5%

Since only one update cycle is required, the bus has almost 14 times the capacity required
(70 percent being the upper limit).

A calculation was made to evaluate the data bus load if a function, such as redundancy manage-
ment, were performed in the control proccssor instead of in the servo processor. This would require
sending all required data to the control processor. Since a given transmission is limited to 32 words, the
redundancy management data words are split up into four separate transmissions.

Transmissions Data Words

1 (CP =~ SP) of: 1 ~ CP fail-status
12 - position commands

4 (SP —~CP) of: 128 - redundancy mgmt. inputs
5 147

Using equation (1) shows:

s (5 x 108) + (141 x 20) _
% Bus Utilization = 0,000 x 100 = 34%

This calculation shows that the data bus would accommodate this dats traffic. However, this illus-
tration bears out the benefits of proper functivnal distribution since the data bus utilization increased
from 5% to 34%.

In the discussion of the Digital Fault-Tolerant Actuaticri System (Secticn 4.0) it will be seen that
the MIL-STD-1553 bus protocol cannot handle the bus traffic except in a bro.deast mode. This suggests
that this protocol is inadequate for control loop applications where there is a low ratio of data words to
overhead,

3.3 CONFIGURATION 11I, "ACTUATOR INTEGRATED ELECTRONICS"

This configuration (Figure 8) is representative of a physically di~tributed system in which the
servo procegsors are located in the immediate environment of each actuator and are termed "smart
actuators.” It should also be noted that, contrary to previous configurations where the servo processors
were collected in three groups of 12, they are now collected in 12 groups of three,

Fach servo processor has its own dedicated power supply and monitors. The servo processor to
actuator multiwire interface is now internal to the integrated package, or very short if separated
physically, The control processor-servo processor serial bus is now distributed to all actuator locations.

This {nterface differs from Configuration I in that each servo processor must have a dedicated bus
interface. The functions of the bus interface have now been slightly reduced. The "word decode and
control” function now has only the input for one control processor to control, rather than all servo pm
cessors of the same channel,
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FIGURE 8. CONFIGURATION 111

With Configuration III, the economy of common bus transceivers and power supplies has been lost.
However, the possibility of some single point failures that can disable one-third of all the actuator chan-
nels has also been eliminated. It was noted that a significant difference in weight appeared in Configura-
tion Il where, for one channel of three servo processors plus actuator, weight decreased by 25 percent
due principally to reduction in aircraft group A wiring.

A technical issue for Configuration !l1 and subsequent ones is that the actuator environment of
advanced fighter aircraft will exhibit high temperatures, thus requiring electronics capable of high

reliability at these temperatures,

High Temperature Electronics

The Environment. Configuration IIl has physically distributed the servo processor from the control
the actuator. This poses a problem of either obtaining electronic
components which can withstand that temperature environment or creating a controlled environment for the
servo processor at the actuator. The latter would require a heat exchange system at each actuator
location, From an overall aircraft design viewpoint, this would add weight and complexity as well as an
A more attractive alternative would be to develop electronics
environment. The packaging technology for a serve processor
which can withstand the vibration, shock, altitude, and contaminants (sand/dust/oil) of such an

processor enclosure to integration with

accessibility problem for maintenance.
capable of surviving the uncontrolled

uncontrolled environment is available today.

The remaining environmental problem is temperature.

One source of heat is the valve actuator hydraulic fluid, which is heated as work is performed on
it. The valve actuator body itself may experience temperatures from -65°F (-54°C) to +275°F (+135°C) in
a type Il hydraulic system. Another source of heat comes from aerodynamic heating of stagnant compart-
These temperatures have been quoted (for ﬁghter aircraft) as
between 10°C to 71°C for subsonic cruise conditions, 132°C maximum for a supersonic 10-minute dash,

ment air as a function of aircraft speed.

and 168°C maximum for a 2-minute supersonic dash.

source and this can be affected by the circuit design approach employed.

Heat generated by the electronics itself is a third

Even under these conditions of temperature it can be shown that reliability can be comparable with
present equipments housed in conditioned environments with the development of three technologies.
(b) thermal packaging

These technologies are: (a) high-temperature electronic component technology,

technology, and (c¢) circuit design technology.

Semiconductor Development Status.
atures 1s ongoing at several companies and government organizations.

Research into semiconductor components involving high temper-
These activities can be grouped

into the following categories: (a) those being developed for relatively short-term reliability, as for
geothermal and oil drilling applications, and (b) those which are being conducted under government spon-
sorship for flight critical applications, such as the NAVAIR/NRL/GE program for application to engine

controls.

NAVAIR/NRL/General Electric Program,

The GE Company's Electronic Laboratory in Syracuse, New

York, has been under contract to the Naval Research Laboratory, Code 6810 (Contract N00173-79-C-0010)

for the development of high temperature electronics to be used for engine control applications.
gram was under the sponsorship of the Naval Air Systems Command.

The pro-

The purpose of the program was to

develop a family of electronic components which can operate at 300°C for 10,000 hours, which translates
to more than 320,000 hours at 200°C - a probable top specification for flight control.

These components are intended for engine controls mounted on an engine in an uncontrolled, high
temperature environment. This presents a similar technical problem as mounting electronics at or on a
flight control actuator. The functional operations of the circuitry are also similar to servo driver
requirements of the flight control application.

In the first phase of the program, GE Syracuse concluded that Integrated Injection logic (lzL) was

the best technology available for this a
nology shown to be capable of operation

pplication. lzL is a bipolar, large scale integration circuit tech-
at 300°C. GE's testing has shown that the major reliability prob-

lem is the metallization migration into the semiconductor material at elevated tcmperatures.

interfaces easily with the outside world.

materials.

A double
metallization layer is needed for digital applications at 300°C operation, and the system chosen was plati-
num silicide/titanium-tungsten/gold. Platinum silicide forms stable ohmic contacts to silicon, and gold
A thick layer of titanium-tungsten is needed to separate these

Latter phases of the program called for the design, development, and testing of a family of prod-

ucts, including a microprocessor., read-only memory (ROM), random-access memory (RAM) and possibly a
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digital-to-analog converter, GE has predicted availability of components operating at 300°C in the 1985-86
time frame, and almost immediate availability for use at 200°C in prototype quantities.

Flectronic Packeging for High Temperature. Some research in packaging technology was done in
the 1978-79 period at E;lg Textron, Inc., using existing components. Hybrid techniques were employed
wherein semiconductor chips were attached to the package substrate with eutectics, reducing the thermal
path impedance between the microcircuit package and the semiconductor junction from approximately
90°C/watt to 10°C/watt. This work has also been done by the GE company at their Evandale Engine
Division in applications related to the FADEC engine control program.

Circuit Design Approach. The use of appropriate switching techniques in a circuit design can
reducé the internal power dissipation of the semiconductor devices employed. Acting as saturated
switches, these devices operate predominantly in one of two modes: saturation or cutoff. The devices
operate for only small periods of time (switching transition) in the active region. It is when operation is
in the active region that the most significant junction self-heating occurs. A design approach to maximize
the use of switching techniques will generate less junction self-heating than a linear circuit approach.

Driving a conventional electrohydraulic servo valve with switching circuits (e.g., pulse width modu-
lation) is not a new concept. Expanding this design approach to include feedback transducer signal pro-
cessing and command/feedback summation (loop closure) offers a circuit design approach for servo
actuation control with potentially higher thermal environment tolerances than conventional linear concepts.

3.4 CONFIGURATION 1V, "DIGITAL ACTUATOR"

This configuration is all digital except for the ram itself. It also employs a microprocessor in the
servo processor unit to perform all functions in a digital format. Feedback position and pressure
transducers are digital encoders. Digital-to-analog conversion is accomplished in the servo valve or the
actuator.

A technical issue, arising with this configuration, is the status of digital servo actuation elements,
including the servo valve, the actuator, and the position/pressure feedback devices.

Digital Servo Valves. Three servo valve candidates are selected for discussion. The first is a
true dlé;al servo valve. The remaining two are analog valves which are capable of accepting pulse type
inputs. Pulse inputs are not true digital (word form) inputs, but are considered here for completeness.

e parallel-binary servo valve
@ pulse-width-modulation driven conventional electrohydraulic servo valve (EHSV)
e stepper-motor driven servo valve.

Parallel Binary Servo Valve, The servo valve in this configuration is a parallel wire, binary servo
valve (Figure J) which was designed, built, and tested under United States Air Force contract
AF33(657)-8644. This valve had an 8 bit (8 coils) torque motor. While theoretically, performsnce should
match the linear servo valve (given required resolution steps), its complication in manufacturing and the
multiplicity of wires to drive it do not recommend it.
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Pulse Width Modulation Standard Linear Servo Valve. Another approach is to use pulse width mod-
ulation (PWM) techniques with a conventional analog electrohydraulic servo valve (EHSV). This concept
allows a pulse type of transmission to the EHSV. The driver could be a voltage driver or a current
driver. The shortcoming of a voltage driver is that as the EHSV coil impedance changes with
temperature, the resultant coil current will change. This appears as an effective forward path gain
change in the loop closure path of the servo actuator.

Pulse width modulation fundamental frequencies can be set high enough with respect to EHSV
armature natural frequencies to eliminate armature or suspension fatigue. The problem inherent with this
approach is limiting the length of the wiring loop between the servo processor and the valve, since the
varying current can be a source of electromagnetic interference (EMI). This approach is best suited for
a configuration which locates the servo processor at the actuator.

Stepper-botor Driven Servo Valve. A stepper motor could be used to drive a servo vaive spool,
Stepper motors accept a continuous control pulse train and increment a predetermined amount of rotation
for each control pulse and, therefore, could be applied to an actuation device. It converts pulse signals
to exact incremental rotation, and there is no need for any feedback device such as a tachometer (rate)
or an encoder (position). If the system is driven open loop, the problems of feedback loop phase shift
and resultant instability common to servo drivers are eliminated. Proper application of a stepper motor
requires a consideration of:

e Distance to be traveled

e Maximum time allowed for the travel

e Desired static (detent) accuracy

e Desired dynamic accuracy to return to static accuracy (settling time)

e Required step resolution (combination of step size and gearing to the load)

e Total system friction, system inertia, and the speed/torque characteristics of the stepper motor.

A stepper motor accelerates and decelerates with each control pulse even when it is rotating at a
maximum speed which causes a velocity change on its output shaft rotation at all operating speeds. Thus
a stepper motor would be unsuitable for constant velocity application.

Digital Actuator. If the definition of a digital actuator included techniques in which a digital servo
valve was employe ut the input signal was an actuator position command (rather than a rate command)
then two concepts are possible. In concept 1, the valving element is the digital-to-analog converter.
The valving element has a mechanical summing point for the digital command and the actuator position,
with the difference, or error signal, determining valve opening (actuator rate). For this concept, the
actuator and mechanical feedback are analog, but with the valving element as a summing point the com-
bination satisfies the above digital actuator definition.

In concept 2, the actuator is constructed from a number of series-connected pistons with binary
related strokes. For this concept, each piston has its own valving.

Concept 1. Two approaches that satisfy concept 1 will be described briefly. The first approach
involves using a servo valve with binary digital or with pulse-width-modulatecd (PWM) input to the torque
motor coils and with mechanical feedback (torque) to the torque motor armature (see Figure 10). The
binary digital servo valve could, for example, have muiltiple coils on a single armature with a binary rela-
tionship between the number of turns in the various coils. The PWM approach has considerable advantage
and would be a logical choice between the two. Note that the problem of actuator null shift inherent in
using the torque motor as a summing point for mechanical feedback has not been avoided by this
approach,

This concept has the servo valve as its D/A conversion element and the mechanical loop closure is
analog. Since this type incorporates mechanical feedback, a whole new group of considerations different
from those in the baseline configuration are introduced. It would, therefore, be very difficult to make
valid comparisons. This is not to say that mechanical feedback does not have merit in some applications.

The second approach to concept 1 is one in which a stepper motor produces a stepped input that is
summed with a rotation proportional to actuator displacement by means of a mechanical differential. The
output of the differential displaces a valve spool that controls flow to the actuator (see Figure 11). In
this figure the spline and screw work together to form a differential. This approach has the
disadvantage of requiring initialization with some type of position sensor since the output does not have
an address. In fact, it may require periodic or continual position updating because of the possibility of
lost steps.

Concept 2. Concept 2 consists of a series of actuator pistons connected end to end and having a
binary relation oetween strokes of the different pistons (see Figure 12). The stroke of the shortest pis-
ton is equal to the resolution required, and the total output is twice the stroke of the longest piston
minus the stroke of the shortest piston. Thus, five pistons stacked in series give resolution of 3.2
percent of total stroke. Separate on-off valving is required for each piston. If back and forth hunting
is to be avoided upon the introduction of commands that require extending the long-stroke piston and
retracting several of the shorter stroke pistons, the valve flows must be carefully controlled to assure
equal traverse time of all pistons under all pressures, at all operating loads, and in both directions.
This is not an easy task and could dictate substantial overdesign in load-carrying capability to negate the
effect of load. The electrical command is parallel binary, and since digital signais will almost surcly be
sent to the location of the actuator as serial information (because of the number of wires required for
parsileled transmission), actuator mounted electronics to do the conversion would be a necessity.

o
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Note also that there are a large number of sliding seals. This basic type is inherently very heavy and
complex mechanically, which alone would remove it from contention for most, if not all, aerospace
applications, A positive feature is the elimination of many sources of null drift. This approach
exemplifies the difficulties incurred from mechanical digital-to-analog conversion at high power levels.

Digi_tal Transducer. A study of existing "digital” transducers to provide position and pressure
feedback has Indicate at the mechanisms are based on optics, with pattern-reading principles applied
to translate linear motion to digital electronic signals.
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The optical/digital transducers rely on their mechanical alignment, but also on the true lircarity of
the mechanical movement. Some, because the digital scale is not referenced to zero, require initialization.
The optical connectors and optical system used require space and alignment which to date has not yielded
the same degree of compactness as existing devices.

The present position transducer (LVDT) relies on the accuracy of coil winding and the mechanical
precision of the armature to the stator. Its scale factor can be compensated for by means of the
electronics which excites and demodulates it, as long as its mechanics are lincar throughout. It can be
made small for servo valve spool monitoring, or large to monitor long actuator strokes. It can withstand
the actuator environment.

Perhaps the biggest deficiency of the present LVDT is in the number of interconnections between it
and its excitation and demodulating electronics in the servo processor, and the wire weight required when
the servo processor is located in the avionics bay. This objection can be ameljorated when the servo
processor is located at the actuator. In addition, digital excitation and demodulation techniques have
been developed to effectively "digitize” the existing LVDT devices.

4.0 A DIGITAL FAULT-TOLERANT ACTUATION SYSTEM

From the study of architectural issues, a configuration was selected which incorporates digital
technologies with the highest potential for a fault-tolerant system. It is also one which can be presently
implemented, given that a temperature environment can be created, or that electronic elements can be
provided that can withstand the environment and can be acquired at a reasonable cost.

This configuration demonstrates an approach to creating a voting plane at the servo processor/
actuator location. This is accomplished by employing & microprocessor pair in the servo processor units
and connecting all serial buses to cach servo processor. The actuator clements are standard electro
hydraulic servo valves driven by analog servo drivers.

Physical Location of Elements. The three servo processor pairs associated with each actuator are
grouped at that actuator location.

Power Supply. Each servo processor has its own dedicated power supply.

Interconnections. Control processors are now linked to all servo processors via three serial buses,
Interconnections betwcen servo processors and their actuator complexes are by means of short wire
interconnects.

Triplex Channel Mechanization. Figure 13 shows the block diagram as a multi-actuator system. As
may be seen, all servo processors have access to the serial buses of all control processors. This creates
a system which allows full system performance with any control processor pair and any actuator servo
processor. In previous configurations, for an actuator to be operational, the control processor and servo
processor in the same channel (A, B or C) had to be operational.
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FIGURE 13. DIGITAL FAULT TOLERANT ACTUATION SYSTEM

Since each servo processor now is connected to all control processor-servo processor buses, the
failure status of servo processors for channel reconfiguration purposes is now provided via the buses,
rather than by means of dedicated wires between servo processor channels. As in previous config-
urations, the servo processor to actuator link is by means of short wire interconnects.

Serial Bus Interface

Figure 14 shows a block diagram of each servo processor's interface to the serial buses. The
receiver from each bus feeds dual-buffered serial-to-parallel converters and dual-word detectors, a set
for each internal microprocessor bus. Each word detector drives its associated interrupt controller and
each serial-to-parallel converter feeds its associated internal bus through a buffered register. A
transmitter for each serial bus is supplied from both internal buses with data. The transmitter control
arbitrates access to the transmitter.

Each servo processor now receives the control processor commands and the status for all three
actuator channels. The mid value of the three commands is used as the position input command for the
actuator servo loop closure. Each servo processor's fail status is transmitted at each update cycle to
each control processor. This status transmission is monitored by the other servo processor channels of
the actuator to implement reconfiguration in the event of a servo processor failure.
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FIGURE 14. BLOCK DIAGRAM — SERIAL BUS INTERFACE

EHSV, and differential pressure (AP) LVDTs (in normally on-line

servo processor) are multiplexed into one analog-to-digital converter and fed into the MP. The discrete
output of the LVDT monitors are combined in a buffer register and also fed into the uP. With this
information, and the last command output from the uP known, the EHSV model may be implemented snd
the results compared to the actually sensed EHSV position in the uP. The WP program then decides the
status to be sent to its "driver" register, in light of the (1) model comparison, (2) serial bus fail status,
and (3) power supply fail status.

Bus Utilization. Attempts to use the receive-transmit-status word mode of MIL-STD-1553B showed
lack of bus cspacity, forcing use of the broadcast mode. Using the broadcast mode, transmissions per
sample data period for one bus are as follows:

Transmission Data Words

12 (CP broadcast to
each surface's SPs)

1 - reset
1 - position command
1 — CP fail status

f‘ -——




—— s

WW& o N

4

»........._._
re.

’!

| 4
- R . ]
Y]
Transmission Data Words
12 (SP"A" broadcast to CP A 1 -~ SP"A" fail status

and to all SPs)

12 (SP"B" broadcast to CP B 1 - SP"B" fail status
and to all SPs)

12 (CP"C" broadcast to 1 -~ SP"C" fail status
CP C and to all SPs)

48 (6 x 12) = 72

Using equation (1) page 6
(48 x 108) + (72 x 20)
(10,000)

% Bus Utilization = x 100 = 66%

This shows that the bus has the capacity in a broadcast mode. What is sacrificed is the verifica-
tion that transmission has been received.

There was no need to consider redundancy management at the control processor for the actusation
system in view of the use of microprocessors in the servo processors.

Servo Processor

Figure 15 shows a block diagram of the servo processor mechanization. The oscillator for LVDT
excitation, amplifier for servo loop closure, and all LVDT demodulation and monitoring are still accom-
plished with analog circuitry. Functions that are under program control of the servo processor micro-
processor (U P) are:

1. Configuration management (active on-line operation in channels where applicable)

2. All decisions involving a logical operation

3. Control of transmission and reception of all serial bus information

4. Monitoring all serial buses for a bus failure

5. Control processor command and status storage

6. Command voting and determination of servo command to be used

7. Other servo processor's status storage

8. Failure detection within the servo processor

9. Servo modeling and comparison to actual electrohydraulic servo valve (EHSV)

10, Controlling the bypass driver of the servo processor
‘Design Trade-~offs

Use of uPs in the Servo Processor. In previous configurations, the tasks were simple enough that
a MP'S extra complexity and cost could not be justified. However, the added interface capability
required in this configuration, coupled with the requirement of command input voting at each servo pro-
cessor, translated the required functions to a domain which would favor use of uPs over analog circuits
since much of the added requirement was either logical or mathematical.

Dual Versus Single uP in Each Servo Processor. The concept of a circuit not being able to detect
faults within ifself, hence the need for parallel Tunctions for comparison and fault detection, is applicable
to this configuration. Even though the command output that will be computed in uP-2 is not used to
position the servo loop, all of the monitor functions should compare with uP-1s control. If a discrepancy
exists between MUP-1, -2, either has the capability to bypass the actuator channel and transmit the servo
processor fail status back on the control processor serial bus.

Analog Versus MP Functions. Since each servo processor must communicate with three serial buses
and delay times on the serial buses should be relatively small, separate word detection circuits were used
to interrupt-drive the uPs, rather than have word detectors under program control,

Reception and storage of three control processor’'s commands and statuses, mathematical comparison
to control processor commands, and logical operations on status inputs and on control of binary data flow
to and from the serial bus interface are all operations that favor a pP. Because of the large amount of
data storage, comparison and voting, a uP is very well suited for this aspplication. Here the program
control and storage capability of a MP is a more effective mechanization than performing the same
functions with logic elements and analog circuitry,

The LVDT oscillator, servo loop closure, demodulation of the I.LVDT secondaries, and monitoring the
LVDT secondaries are still basically analog functions. Accomplishing these functions in the uP would
require a much more complex MP program with significantly higher operation speed. The added design
difficulty and minor, if any, parts count improvement favers leaving these functions to be done with
analog circuitry,
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FIGURE 15. BLOCK DIAGRAM SERVO PROCESSOR MECHANIZATION

Multiplexed Analog-to-Digital (A/D) Converters Versus Dedicated. Since any incorrect data from the
A/D converters into the pP will set conditions to disable the servo processor chan:el, the fewer parts in
the A/D "feedback" the more reliable, assuming approximate equality of MTBF of the parts. Dedicated
A/Ds would require three A/Ds, while using the multiplexer would require only two integrated circuits,

Smart Actuator Concept

Other factors which favor this configur:tion (as well as Configuration [II) are its potential for
providing interference-free signals to the actuators as well as providing a "smart actustor.” This
concept, by providing the actuator with a "functional completeness,” yields a simpler interfac>» between
control processor and the actuation complex. Electronics integrated with the actuator allows this circuitry
to provide the intelligence to compensate for mechanical non-linearities, dead zones and offsets, and to
more accurately monitor performance and failures, increasing the probability of correct failure diagnosis
and minimizing field test/depot test costs ~ a major problem at present, and potentially providing for
reconfiguration upon failure or battle damage. Table 1 describes "Advantages of a Smart Actuation
System."
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TABLE 1. ADVANTAGES OF A "SMART" ACTUATION SYSTEM

SYSTEM PERFORMANCE

IMPROVED PERFORMANCE

- FLEXIBILITY AND MULTIMODE CONTROL AND RECONFIGURA-
TION ON FAILURE

- IMPROVED CHECKOUT AND SELF-MONITORING FOR FAILURE
ASSESSMENT AND CORRECTION

COMPENSATION FOR DEGRADATION

EQUIPMENT

~ MULTITECHNOLOGY APPROACH TO PRODUCT IMPRGVEMENT
— RELIABILITY ADVANTAGES OF DIGITAL CIRCUITS
s LOWPOWER CIRCUITRY
s ARRAY DEVELOPMENT POTENTIAL
— INTEGRATED ELECTRONIC FAILURE DETECTION CIRCUITS
~ QRDER-OF-MAGNITUDE REDUCTION IN WIRING
—~ MANAGEABLE EMI, EMP CONFIGURATION

PROCUREMENT

~ SIMPLIFIED INPUT-QUTPUT SPECIFICATION
— REDUCTION IN INTERFACE PROBLEMS
— SIMPLIFIED ASSIGNMENT OF VENDOR RESPONSIBILITIES

MAINTENANCE, LOGISTIC SUPPOAT OF ACTUATION SUBSYSTEM

— AUTORIGGING OF SYSTEM

— SELF CALIBRATION, SELF ADJUSTMENT OF NULLSHIFTS
— ADJUSTMENT FOR OUT-OF-TOLERANCE CONDITIONS

— DEPOT-LEVEL DIAGNOSTICS AT FLIGHT-LINE

— REDUCTION IN TEST EQUIPMENT
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5.0 OVERALL FINDINGS AND CONCLUSIONS

Studies of the mechanization of the actuation system (consisting of servo prncessor., servo valve,
actuator devices and communication links) employing digital technologies led to conclusions in terms of
architectural issues and configurations. Figure 16 demonstrates the process of Jigitizing the actuation
system equipment elements. As this process progressed, architectural issues were analyzed and eval-
uated. Figure 17 presents a summary of these issues for present dav and for future digital technology
systems.

Physical Partitioning. Physical differences between configurations can be noted in Figure 18 and
Table 7. These consist o%: (1) replacing group A sircraft wiring by digital serial buses, thus saving up
to 450 pounds of weight, and (2) packaging servo processors in groups of 3 instead of 12, thus reor-
ganizing digital serial bus routing to all actuator locations and requiring a separate bus T/R unit and
power supply for each servo ,rocessor.

Serial Data Bus Format, Protocol and Application. Table 3 shows a comparison among configurations
of the percentage ol bus utilization ior condition (a) where redundancy management is performed in the
servo processor or (b) where it is performed in the control processor. ihe MIL-STD-1553R scrial data
bus has limitations for control loop applications. (1) Its protocol requires high overhead-to-data word
ratios (approximately 1:1) creating high utilization rates. For the selected Fault-Tolerant System, it was
necessary to use the broadcast mode, thus losing its checking function. (2) Hardware is too complex.
creating volume and temperature problems for remotely located servo processor applications. A revised
MIL-STD serinl data bus for control applications is recommended.

Functional Tartitioning. I+ was found that the percent of bus utilization increased dramatically
when the redundancy management function for the servo processor/actuator was performed in the control
processor.

Advanced fighter aircraft require the ‘mplementation of additional algorithis for flight control and a
high degree of integration of flight contro} and engine contrcls. This vehicie management function for
the flight control computer and its interaction witn the mission management corputer cun be facilitated if
redundancy management and loop-closure functions can be performed in distrituted equipments.

High Temperature Electronics. This technology involves threc developments, all of whicn are now

developed but in a non-production status: (1) 12L semiconductor technology capable of 10~9 system fail-
ure rates of 200°C, (2) high temperature packaging emploving eutectically mounted semiconducter chips in
a hybrid microelectronics packaging concept, and (3) digital switching circuit design concepts to avoid
internal heat generation.

Digital Servo Actuation Elements. In general, it was found that digital~tp-analog conversions e
most efficiently performed (weight, volume, cost) at the lowes\ possible j->we: (preferablv sigrnel level)
and simplest mechanical levels,

Redundancy Architecture. The active on-line system analyzed in these configuratinn lerds itself to
a concept of in-line failure detection throughout. Distributed servo processors are able to effectively
monitor the failure status of the control processor, the interconnecting data bus, and the servo actuator
complex. Failure and reconfiguration communications among channels can be readily handled by servo
processors, Differences in redundancy and in battle damage reconfiguration potential show up in the
configuration of power supplied, data buses, serial bus transmitter-receivers, and physical dispersion of
equipment.

CONFIGURATION SELECTION. Configurations which combine servo pracessors with the actuator
create the highest potential for future development simplicity for fighter aircraft tc achieve reliabilities
requiring the fewest number of channels and highest reconfiguration potential. These combinations of
servo processors and actuators are termed "smart actuators" and a summary of their advantages was
presented in Table 1.

The Digital Fault-Tolerant System, with a voting plane at the servo processors, has the highest
potential for fault-tolerance and reconfiguration, but requires the most hardware and the highest serial
bus traffic.
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TABLE 2. CONFIGURATION PHYSICAL COMPARISONS
CONTROL PROCESSORS CP-SP INTERCON SERVO PROCESSORS SP-ACT INTERCON
3 ENCLOSURES 120 MOTHERBOARD INTER- 36SPS 576 AIRCRAFT GROUP A
BASELINE 3CP'S CONNECTIONS (IN CP ENCLOSURES!} WIRES FOR A 12 SURFACE
3 POWER SUPPLIES (LARGE) SN CP ENCLOSURE) SYSTEM
3PARALLEL DIGITAL BUSES ADD NOTCH FILTERS & ?
CONFIG | SAME AS BASELINE {IN CP ENCLOSURE) D/A CONVERTORS TO SAME AS BASELINE
36 SP'S
{IN CP ENCLOSURE)
3 ENCLOSURES 3 SERIAL DIGITAL BUSES J ENCLOSURES SAME AS BASELINE
CONFIG 1) 3ces 36 SPS (REDUCED LENGTH OF
3 POWER SUPPLIES (SMALL} 3 POWER SUPPLIES {LARGE) GROUP A AIRCRAFT
3 BUSCONTROLLER/TR UNITS 3 PARALLEL BUS SYSTEMS WIRING)
3TRUNITS
12 ENCLOSURES SHORT HARNESS WIRING,
CONFIG SAME AS (i 3 SERIAL DIGITAL BUSES 365P'S SAME NUMBER AS BASE-
11 AND IV 36 POWER SUPPLIES (SMALL} LINE
36 TR UNITS (SAVES 450 LBS OF
GRAOUP A AIRCRAFT
WIRING)
DIGITAL t 12 ENCLOSURES
FAULT-TOL SAME AS I} 3 SERIAL OIGITAL BUSES 36 8PS SAME AS 1)
CONFiG 36 POWER SUPPLIES (SMALL}
108 TR UNITS
TABLE 3. SERIAL BUS UTILIZATION
CP=-SP Sp-=CP TOTAL NO. 8US
NO. OATA WORDS NO. DATA WORDS NO. NO. UTIL (%}
CONFIG TRANS | NO. CONTENT TRANS NO. CONTENT TRANS | DATAWORDS ; TRANS WDS TOTAL
Al 1 1 CPFAILSTATUS 1 ? SP FAIL STATUS 2 15 22+43=5%
12 POSITION CMDS
B [l 1 1 CPFAILSTATUS L] 128 AMINPUTS ] 141 54+28.2=34%
12 POSITION CMDS
A | Il AND IV 12 12 CPFAIL STATUS 12 12 SP FAIL STATUS 24 36 259+72=33%
12 POSITION CMDS
8 | HLAND IV 12 12 CP FAIL STATUS 12 12 SP FAIL STATUS 24 132 259+ 264 =52%
12 POSITION CMDS 9% AM {NPUTS
12 12 RESET 12 8P"A” 12 SP"A" FAIL STATUS 48 72 §1.8+14.4 = 66%
AX | DIGITAL
FAULT-TOL 12 POSITION CMD 125p8" n SP“B" FAIL STATUS
CONFIG
12 CP FAIL STATUS 12 8P°C™ 12 SP“C” FAIL STATUS
A - CONFIGURATION MANAGEMENT IN SERVO PROCESSOR
8 - CONFIGURATION MANAGEMENT IN CONTROL PROCESSOR
X - REQUIRES USE OF BROADCAST MODE
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SUIMMARY
Tis paper addresses the problem of design validation of faalt tolerant archltect s,

ised to furmally specify flight control finetions. Their application iz

Finite-state machines are
However, it is believed that their systomaly

net new Lo enginecring practice in flight conteol
and formal 1se to form the stranture of the system specification will be an 114 jn the design phase
and in the validabion phase,  Examples are ased to illastrate theis application to flight contryl

speniflications.

12

Tae second pourtion of this puper is concerned with the problem of testing highly reliablz systo
P P p 3 shey 14

Models based on faalt-trees in the early definition phase of estimating reliability are ised to
design rests to be performed At the “iron bird" state (hardwdre in-the-loop). Confidence in the
overall system reliability is derived from a combination of component life-tests and a carefil
eviliation of the fanlts that the system i3 designed to accommodite withoat 1083 of control,

1.0 INTRUDUCTLION

Tne design of a fault-tolerant flight erinfcal system is bas<d on threc important assamplions:

All of the algorithms of the system are correctly designed and will de correctly

)
implemented by the software and hardware of the systems.

[} All possiblae failire modes of the components are known,

All of the possible interactions butween the system and its environment have beocn

[e]

foreseen.

These assamptions separate an abstrdet concept from pitysical eeality. There 15 no wiy that all
pos3ible failure modes of a complex system can be identified. Nor can all possible interactions of
the system #ith its environment be modelad. Only years of experience with actial systems can
instill rconfidence that the abstraction comes close to physical reality.

A distinction is often made betwesn verification and validation. Verification applies to softwure,
it is the process of demonstrating that software is technically correct by showing that each
software fanction performs as specified and the technical aspects of inpats, outpats and the
passage of data between functions are correct., It mist be shown that the dati that defines the
state of the function are not corrupted by any side effect S0 that the data sarvive to the
subseguent cycles of the calcilations. Validation applies to the system, it {s the process of
showing that the system performs according to its reqiirements and reacts favorable in all

sitaations,

Tne importance of verification grows proportionatzly with the trend to delegate larger percentiges
of the system fanctions to software., As the software becomes more complex or more critiecal,
verification mist become more systematic and formal and mist establish complete confidence in the

performance of the software.
The problem of system validation is divided into two parts:

[} Show that the system does indeed behave as o.r mathematical model is formilated for all
normal fanctions of the system and for all classes of hypothesized fallures

o) Estimate how closcly the mathematical model abstracts reality

Formal valtdations address the first point, To be able to do this with any certainty, one fist
have a precise specification of the normal functions that the system must perform and a precise
description of the classes of failure evenls to which the system mast respond. A&ny lack of
precision in these specifications will resilt in a lack of certainty and confidence in the
valtdation. 1In order to carry out a meaningful validation, a systematic methodology is reqgiired
for specifying, designing, and {mplementing the flight control system. S.ach methodology helps to
make the valldatlon process clear throaghoit design and development and test stages.
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Alrhogn o« verification and validation methodology proves many fanctions, there are several that it
cannot prove. [t is not possible to prediot the response of a compiter to all possible failures of
its hardware. The most elaborate failare-and-effects analysis can only enamerate the most probable:
fail wre modes. Because there is 1 vast number of states in which the compiter may be when a
failire ocears, the nitcome can only be estimated. The system mast be configired so that there are
no failares that can put the airplane in jeopardy. Proofs can only show that the system Is safe
ag1inst classes of hypothetical mathematical failires, only experience can show that physical
failares are covered.

The remainder of this paper addresses two related areas, Section 2 discisses formal methods for
specifying system fanctions and presents three flight control examples, Section 3 presents some
ideas for validaring system reliabilty; in particdalar for higrly redandant systums where life-cycle
tests are too time consuming,

2.0 FURMAL METHUDS FUR SPECIFYING SYSTHM FUNUTIONS

Formal validation is predizated apon 1 methodology for specifying the fanctions of the system,
insigning Lo capture these specifications, and implementing the resiltant design. A methodolgoy
mist provide safficient precision in order to carry oat a formal validation. It shold provide
giidance for testing to validate the total integrated system, Moreover, it serves to keep clear
tne importance of validation throuaghoat the design process.
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ne view of the NASA Working Group on Validation Methods for Failt-Tolerant Avionics and Control
Systems (Ref. 1) support this requirement.

"In order to make a rigoro.as case that a fault-tolerant system
is valid embodiment of {ts reqiirements, a systematic approach
is reguired that is closely tied to the design process."

The terms "reqtirements" and “"specifications™ are often not rigoroasly defined. “Requirements"
generally mean the informal statements about the functions and performance of a system. These are
prepar=d by the c.astomer and may not be precise or complete, The specifications, or requirements
specification, are the documents that try to captuare the reqiiremens in a more formal manner.

These mist be as complete and precise as needed to ensire the siccess of a project. Indeed, many
errors are made In obtaining the correct description of what a system is supposed to do. The final
validation of a system retarns o these specifizations.

In convertiag from reqiiirements to speciflications, there are varying degrees of formality. These
range from formal langiages like SRI's SPECIAL (ref. 2) to dociments prepared according to varioas
military standards (ref. 3). The following section examines one method of specifying flight
control functions that is attractive.

2.1 Fanctional Descriptions

Any information or signal processing system may be thought to be made ip of two flows--one (S the
information or data being procesed by the system, the other {s the segience of control actions that
manipilates the data (ref. 4).

Petri nets (ref, 5) and LOGOS (ref, 6 and 7) are two graphical techn{qes for describing flows. &
Petri net is a directed, bipartite graph of alternating vertices called places and transitions. It
provides an adbstract model of information and control flows. The major applications of Petri nets
have been in systems in which some of the events occuar concarrently, but with constraints on the
conc.arrence, predecence, or fregitency of the events. The graphical technique LOGOS portrays these
two flows in parallel graphs. The control graph initiates, sequences, and synchronizes the data
operations on the data graph. LOGOS has been used to analyze very complicated systems, incliiding
the Air Force DALS architecture (ref. 8).

In many systems the structire for prodncing one of the flows i3 more complicated or fandamental to
the system than the other. For example, {n handling hiuge quantities of data, the organization of

the data {s central in designing efficient algorithms. In this case that the data flow dominates

the deslign considerations, For flight controls, the calc:ilations on the data are not complicated,
but the stract:are for controlling the compatations is. Control flow dominates. Thus, the design

will be concerned chiefly with the control structure; the data flow will follow along natarally,

A finite-state machine 13 the simplest computing stricture. At the next level are the piish-down
automata, which have stack memories. The most general theoretical computing stracture 1s the
Taring machine. Finfte-state machines :se two expressions, called states and events, The states
correspond to the seqiential circ.iits famlliar to electronics engineer. Events represent an inpat
to the control stracture, signalling some important point of activity in {ts environment. This
description appears to be appropriate for flight control software.

The advantage of the finite-state machine representation is that it is precise and may be easily
reviewed by control engineers for completeness, It may be :used to describe system-level finctlons;
it is not limited only to hardware or software. The states miat be clearly identified and the
events causing transitions mist be defined, This provides a structure that may be completely
tested.

Fortunately, all flight control functions are either straight-line calcillations regiiring no past
data, or calculations reqiiring only a fixed, finite set of past data. Hence, the latter functlons
may be represented as finite~state machines,




A general finite-state machine is aiagrammed in Figare 1. When inp.ats are received, outputs are
calcilated as fanctions of the carrent vialues of the state variables and. the inputs. Then the
machine switches to a new state, again as a function of the current state and the inpat
gtantities. It is often asefil to prodiice oiatpits associated with these state transitions; for
example, a warning to the pilot upon antomatic change of mode dae to loss of an inp.at signal.
These representations were found to be very natiural for mode switching, signal selection,
synchronization, and fail.are management.

START
o 2 cAch;.Anun_ '_jusw STATE

RESET STATE TRANSITIONS 4

STATE

(=]
-d
o

CALCULATION
INPUTS OF OUTPUTS
EVENTS ANO QUTPUTS 1

EVENTS

FIGURE 1 - A finite-state machine.

Finite-~state machines are represeented in two different ways--as a directed graph or a table. The
directed graph approach is more intaitive because it is a picture. As the number of states,
events, and state transitions grows, this advantage is effectively negated by the complexity of the
dlagrams, States are represented in the diagram as circles; legal state transitions are displayed
as directed arrows connecting one state with another. The event that triggers a particular state
transition is labeled on the arrow, The dilagrams are interpreted fn the following way. At any
time, the finite-state machine is in a current state. When an event is detected and received, the
machine will make the state change indicated by the outgoing arrow labeled with that event, For a
deterministic machine there can be at most one such arrow. When no such labeled arrow exists for
the carrent state, this represents an error, and the machine will attempt to recover. The most
simple reccrery action is to ignore the event. The action seqitence performed by the machine while
changing state i{s generally not included in the diagram.

The alternative representation is to describe the state transitions with a table or matrix., The ‘
entries in the matrix contain the number of the new state and an ordered list of actions to be
performed to effect a change in state (possibly null}. Blank entries are illegal state transitions
and could contain some code to assist recovery.
As the number of states and events grows larger, there is a need to partition the state machine so
that each part is more manageable. To increase the clarlity of the control structure, this
partition shouald be done based on logfcal properties, and not {n an arbitrary manner.
The fiinctions for flight controi fall into categories which fit a finite state machine description:
(1) The execative structure (initiative, branch in the rate tree, recover from power
interrupts, equalize integrations, maintain the dynami{c filter states, annunciate system
statas)
(2) Data transfers (input, output, exchange data between channels)
(3) Control mode switching and dynami2al switching within control modes
(4) Control law calcillations (outer loops, inner loops, gain schedules)
(5) Synchronization (synchronize channels, time-synchronize programs for transfers, etc)
(6) Bullt-in-test functions (preflight checks, on-line checka)
(7) Selectlon from rediundant inpat signals

(8) Failure detection and reconfiguration

It 1s also necessary to show a global consistency between these functions, particnlarly the
built-{n-tests and the fallure management functlions.

Some examples are presented in the following section.
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2,2 Flight Control Examples
Thnis sectton 1llastrates the ise of the finite state machines in specifying flight control
f.anctions. Three examples are presented in the following paragraphs. The first application is
tiken from the Demonstration Advanced Avioriies Systems {DAAS), an experimental digital system for
general aviatlon flight-tested at NASA-Ames Flight Research Center. This example 1se
machilnes to cdescribe the mode loglco.
The second example treats interchannel communtcation and cross-channel voting in a conventional,
frame synchronoas, triple channel compiter system. Flinite state analyses (s ased to analyze the
failt detection performance by examining the effects of various component failares.
The final example .Ses finite-state machines to specify the fanctions to be performed in a remole
acthation terminal. The terminal positions control sirfaces based on commands received from
redandant compater channels. The remote terminal performs signal selection on the {ncoming
commands and management of the nydrailic valves and associated electronies.
2.2.1 Example ' -- Srecification of the DAAS Flight control Requirements
The Demonstration Advanced Avionics System (DAAS) provided an excellent opportanity to apply
finite-state stractares for specification and design in an engineering environment, The system is
nct complicated, yet, it illustrates many of the problems in precisely specifying flight control
software,
DAAS provides the following fanctions:
3 Aatopilot/Flight Director
o} Navigation and Flight Planning
o Flight Warning System
[} Operating limits data
[¢] Comminication and identification
a Engine Instramentation
[} weight and Balance Data
a Normal and Emergency Procedural Checklists
o Weather Avoldance
o Built-in self Diagnostic Tests
The states are defined by the services being provided, Six states are allowd by the system's
reqiiirements:
o. Flight director off, yaw damper off, autopilot off
t. Flight director on, yaw damper off, autopilot off
2. Flight director off yaw damper on, autopilot off
3. Flight director on yaw damper on, autopilot off
4, Flight director on yaw damper on, autopilot on
5. Flignht director on, yaw damper on, autopilot on, control wheel steering on
In addition to the cockplt, switches there are validity signals from the sensors and from the
software monitors for the computer system and the pitch trim system.
All of the normal events that can affect the six system states mist act through the following
switches and flags:
1. Flight director switch
2. Yaw damper paddle switch
3. Autopilot paddle switch
4, Control wheel steering switch
S. Go-around switch
6 Manual electric trim switch
7 Antopilot dump switch
The entries in tabel 1 show the number of the state to which the system will switch when the
corresponding event occurs. Most of the transitions listed in the table are trivial. For example,
if the system i3 in State 2 with the flight director off and the flight director switch is tarned
on, the system switches to State 3, honoring the request. Some of the entries are not active; if
the yaw damper is not on, the event of switching i{f off cannot occur. Bat there are a few that are
not trivial, These represent decisions for the reqiirements. For example, with everything off in
State 0, the go-around switch or the control wheel switch will turn on the flight director. Note
that in States 4 or 5 with the auto-pilot on, the event of switching off the flight director is
ignored.
Table | will be transformed into the requirements for software by taking into account the details
of the hardware mechanisms.
The requirements of the system's behavior at this top-level abstraction are represented precisely
and completely by the machine of Table 1. One step in the verification will be shown that the
software-pliis-hardware mechanization correctly implements this machine, This table wi{ll be part of
the basis for the final vallidation of the system.
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TABLE 1 SYSTEM FINITE-STATE MACHINE
EVENT EI 8 |8l
¢ | |5
[ & R ¢
» »
sl 2B Y el
< s |3 | & -
BEMERERL lElgtE |8 %
s |*8| 512 (2 s[s)e|E &8s
izl s e 21z 0%]% 05 |
STATE S leffsie s |&{&(s{s(2|¢
H 2 |¢ 8 |e|Slajaldli
servos off . .
% Mugnt director aft ° ° Y ° ! ?
1 servos off 0 ) 1 ) 1 . P 3 . 1

© flight director on

yaw damper on
2. autopiiot off ° 2 30 2 3| - -lo |2
flight directar off

yaw damper on
3. autopilot off ¢ 3 ERN 3 -2 S0 | e
fhignt director gn

vow damper on
4. autopilet on [ 3 3]s - Y R I 3
flight direcior an

yasw damper on. autopilo!
5. on. flght director on, [} 3 3 s L3 R -] 3
control wheel steering on

.
this transition uses a 2.5 second {ade-on ramp to avold abrupt action. Starting State: State 0

The regairements reflected by Table 1 mist be captired by a combination of hardware and software
fanctions. In this system, the requirement that the autopilot can be on only if the yaw damper is
on was accomplished by mechanically linking the two switches so that one cannot be turned on
without the other. The reqiirement that the autopilot cannot be on withoit the flight director
must be enforced in the software. The switch for the flight director is momentary-contact and
alternate activations are interpreted as alternate requests for on and off, These considerations
lead to Table 2 which give the transitions that were implemented in the software.

Reference 9 further describes the mode logic development. The computations that drive the flight
director and autopilot are specified with two additional finite state machines which further detail
14 lateral modes (states) and 9 pitch modes (states). Use of these finite machine tables was found
to be an excellent way to make all design decisions visible and prevent errors of omission. A

multi-microcomputer implementation based on INTEL 8086 hardware was successfilly tested on a Cessna

402B aircraft at NASA/Ames Research Center.

TABLE 2 SYSTEM MACHINE I SOFTWARE

= 2 B
eerny | 8 ERE] g 12
S |e £ = € g 3
< H v v 2 3 3
ok HEE A

o o - h-{
2 ¢ L S R 3o H
[ 813 |t I A 5 |« N
PlEgl et (i ELEGE[S|DE LS
338 s s |38 s 8608z 18 15
STATE &1t s é i% (el 8183 e

P JEf a8 |8l a2z (32 |ost] 2% ;
° servoe off ° o ) ° s N 5

" Might director off

1. servos off
© Might director on

.
!

ysw damper on
2. sutopilot off ° 2 3| 2 s -|[e2
flight director off

yow demper on
3. eutopilot off L 3 3 3 3 H - 1 4 - - -
tlight director on
yow demper on
4. sutopslot on o 3 3 s - 4 - - - 3 - 1
fight director on

yaw demper on, sutoptlot
5. on. flight director on, L 3 3 s 4 s - - . 3 - 1
control wheel ateering on

*ihie transition uses a 2.5 vecond fade-on ramp 10 avoid Sbrupt ection, Starting Stete: Sate 0.
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2.2.2 Example 2 -- Cross-channel voting and testing of interchannel commini-cations

This section describes the interchannel comminication typical of a frame-synchronized triplex
system, The conflguration is shown in Figare 2. Each compater comminicates to the others throagh
a single transmitter, which sends the same signals to receivers at each of the other computers, It
is assumed that the sending computer-transmitter cannot originate two different signals. Asymmetry
in the comminications can be caused only by errors in the receivers or the receiving compater,

This assumption must be justified by a failure mode and effects analyses, Under different
assumptions (reference 10), four computers are needed to detect one error if the originating
computer sends different signals to the others. This is not the case for the configiration shown
in Figure 2.

Assame that any one of the 12 elements in Figure 2 produces errors and then follow these errors
through two levels of data exchange. Only one anit is assumed faulty. Errors are detected by a
3um check on the data transmissions and by comparisons of computar outpiats from some active
computation. The error syndromes after the initial data exchange are listed in table 3, the final
syndromes allow a computer to detect errors in the foreign computers or the comminications
channels, but cannot distingulish between errors In the computers, transmitters, or receivers.
After the second round of data interchange, the syndromes distingiish recelver errors and

computer-transmitter errors; the local computer, if okay, can determine that its transmitter is
caasing errors.

In the second round of communications, a computer will receive word that indicates an error in the

left or right path, or its own transmitter. The transmission over an erroneous path is indicated
by an X in table 4.

The algorithm is summarized in table 5. There is a jump in rhe frame of reference from the initial
observation to the final analysis in table 3, {f the right channel decides that its left channel is
in error, then the local channel will interpret this decision to mean that it is in error.

FIGURE 2 - Communication among synchronized channels.
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TABLE 5 SUMMARY OF PAILURE ANALYSIS ALGORITHM
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2.2.3 Example 3 -- Function of the Remote Actuator Terminal

Three nydraalic cylinders are connected to sum forces to drive an aerodynamic sarface and provide
triple redundancy. Any cylinder alone can position the surface. Each cylinder has a solenoid-held
engdge/bypass valve to control the statis of the cylinder. The position of the cylinder, the
position of the spool of the Electro~Hydraulic Servo Valve (EHSV), and the pressare differential
acruss tne cylinder are measured by Linear Variable Differential Transformers (LVDTS). Each of
these feedback sensors provides a signal attesting to the validity of the LVDT oatput.

Red.indant servo commands are serially transmitted to the remote terminal from miltiple comp.ating
channels, These will carry parity bits with which the fidelity of the transmission and the status
of the sending channel may be determined,

The remote terminal mist select a suitable signal from the compiter channels and position the
gurface according to this command. The remote terminal must be operational following any two
like-component fatlures. The failure may be in mechanical, hydraalic, or electrical components.

Hierarchy of Functions. - The top-level function may be further specified in terms of the
lower~level functions that are necessary. Figure 3 {llastrates this decomposition. Design
decisions are made in constricting this decomposition.

Drive ENSV according to comand. - One of second-level functions of the remote terminal is to
drive the EHSV of each red.andant channel. This is accomplished by obtaianing the inpat servo
command and computing the control value for the EHSV. The serial digital transmissions from
miltiple computing channels must be recefved and Interpreted. The presence of a signal and the
validity of the transmission must be determined by the subfunction "validate signal
transmi{ssions." The "select command" subfunctlon mist choose from among the valid signals (perform
median, averaging, or some selection process). The surface position, the valve spool position, and
the differential of pressure in the cylinder are fed back and comblned with the selected command as
specified by the servo system control law. This control law compitation may be analog or digital.
An analog signal to drive the EHSV mnst be provided.

Redindancy management of servo channels. - The other second-level function of the remote
terminal is to perform the redundancy management of the servo channels., Redundancy management
incl ides:

(1) Monitoring the health of each channel,
(2) Elther engaging or bypassing a channel based on its health, and
(3) Relieving the force fight among the engaged channels.
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ORIVE EHSV REDUNDANCY MANAGEMENT
ACCORDING TO COMMAND UOF SERVO CHANNELS
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VALIDATE SIGNAL SELECY WOMTOR SERVO MONITOR EHSV
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:

INTERPRET LVOY
VALIDITY SIGNALS

FIGURE 3 - Hierarchy chart of specifications for the remote terminal.

The monitor channel sabfinction is to provide the failire detectich mechanism for the general

operation of the servo channel. It mey require self-checking :.rciitry. Proper monitoring 3¢ any

D/A or A/D translations is required., A comparison between expected valve~spocl position as )
predicted by a model and the meas.red valve-spool position is suggested. . subfunction to

interpret LVDT validity signals is reqiired to determine that the feedback sensors are 4ll

fanctioning properly. Each channel must be engaged or bypassed on the basis of the oatpit of the

monitor cnannel subfunction., Also, 3 mechanism mist be included to relieve the force fight among

the force~summed cylinders. The ase of an active/on-line assignment with pressure differential

feedback is siggested.

Finite-state machine description. - The redundancy management of the three servo channels can
be specified as a finite-state machine., The health monitoring fanction of each channel is .sed to
a5sign an engage or bypass status., Each servo channel can be in one of three pussible states:

(1) Engaged and active
(2) FEngaged and on-line
(3) Bypassed

There are 33 = 27 states; the varioas transitions can be descrived based on changes in

engage/bypass or active/on-line status. In order to stidy the engage/bypass fincticn it 1s isef

to claster the 27 states Into the eight groups shown in Figure 4. Here transitions occiur only if

the engage status of any channel changes. States within each clister cover all the active/on-line

assignments, including those resulting from logic fajlures (i.e., all active or all on-line). To

verify this function in the remote terminal, it mist be shown that all transitions between clisters

operate as specified., For example, the event "channel A bypassed" mist take any of the sight - -
states i{n claster 1 to one of the states in cluster 2, To examine the active/on-line logic, the

states within a cluster can be verified, and {t mist be shown that the active/on-line logic does

not caase transitions between clisters.

The finite-state description {s useful because it requires the designer to consider all the
possibilities. In addition, by clusterling the states, the operation of the engage/bypass logic zan
be separted from the active/on-line function.
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3.9 VALIDATION COF SYSTEM RELIABILITY

In this section, the focas chang.s from specifyling softwire to one of alilating the omplete
system (hardware and software). In flignt-critical applications, a major aspest rf the syste~
validation involves predicting tue reliability of the over-all system incliding the rediniant
hardware elements and their associated software to identify and manage failts.

Estimates of reliability are obtained diring the process of defining the flight control
architecture. Once a candidate archltecture has been defined, a detailed analysis to estimate th=
probability of loss of control ger hoar of flight mist be performed., This theorelical <stitate
mist be sipstantiated with laboratory tests

Validation by testing zan be ¢ivided intc two areas, as shown in Figire &, In the yres of
components and sabsystems, it is feasible to riun life tests to statistically validate mean tims
vefore failare (MTBF) predictions. Daring the system test phase, 1L 1$ not pcssible 2 ran life
tests. Instead, integrated system (iron bird) tests are ‘ised Lo veri!y tne failt tolerance
1chizved by redanlancy, These resilts, when combined with the —amponent MTHFs, peramit
extrapolation of the .omplete systems's reliability.

Testion 3101 d1Scisses Lie g9es51gn of test cases for integrates systen testing,  The finite-s'rae
machines sed to specify tne fanctions are now 1sed in the valisation testing phise, The fdilt
tree model 15 ased to 1lentify the vario s combina*ions o ©510ts S50 need T. be testes to
lemonstrate the predicted faalt tolerance,

RELIABILITY
REQUIREMENT

COMPONENT DATA RELIABILITY ANALYSIS
10NS
SYSTEM AND PREDICTIO
MODELING
VALIDATION
COMPONENT AND
SUBSYSTEM SYSTEM
e STATISTICAL TESTS © MODEL INTERACTIONS
OF MTBF ® IRON BIRD TESTING
® ESTABLISH DESIGN @ EXTRAPOLATE T
MATURITY SYSTEM MTBF °

- The validation of an ultra-reliable system depends on

FIGURE 5 indirect testing.

3.1 Design of Test Cases -- Ultra-reliability of flight-critical systems i, achleved thro igh
rediandant hardware. The system mist be able to tolerate miltiple fanlts while maintaining
undegraded flight operation. Validation of the fault-tolerance and reconfiguration featires is the
most critical step to the validating the reliability of the total system. These processes can best
be accomplished in an iron bird, in which a high degree of fidelity to the flight environment s
obtained by ineluding actual flight hardware operating in a real-time, closed-loop similation. The
findamental problem of fa.ult tolerance validation is the vast number of test cases shen all
possible combinations of flight conditions and miltiple hardware fa:lts are considered. Effective
testing reguires:

(1) A methodology using both theoretical and practical perspectives to deline . manageable
set of test cases,

(2) Aatomating the testing as mich a practical.

Consider the set of conceptial states shown in Figure 6. It can be 1sed to visaalize pos3ible test
cases, The universe of test possibilities is first divided [nto two areas: everything operable
and some element failed. The operative region can be described by one or more finite-state
machines. The effect of varions failures on the system can be described with a failt tree. The
"fafled element” region inclides failures for which a reconfiguration strategy was designed (i,e.,
swithes out failed element), as well as failiures external to the system which are to e tolerated
(l.e., loss of a hydraalic puwer supply). The management of redindant elements can be descrised
using finite-state machines,

— - W 3 N - - -
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PARTITIONING

FIMITE
STATES

FIGURE 6 - Conceptual system states.

Tnree cross-hatened areas represent regions where analysis cin be sed ) red o the namber of test
tases:

(1) Oystem failed -
more detail below.

s2 Na3es, identified as ot

in the failt tree, are

(2) Inaccessible - These states represer” combinations >f modes, flight :eondaitisns, or
environments that are mitially exclis{ve and do not need Lo he test cases.

(3) Partitioned - This area represents states thiat oan be panlitisned sacn taat all
rombinations do not need to be tested, This coild involve ise of hierarcaies of
finite~state machines or partitioning on the basis of .ontrcl m g
saection ocatlines method for desinging test cases based1 on the i

45, eho.  The ne

stat= medels.

3.2 UYse of Failt-Tree Analysis - Hasically, the failt tree is a top-Zown methcd o f describing the
failure of a system. The top e¢vent is the oncuarrence of total system failire, modeled by logical
combinations of the failure of its ass50:14to¢ sihsyst2ms.  Tnis process (5 repeatzd fur stewtiring
the suabsystems antil reaching the lowest event-=-the fajlare of the basi{c zomponents, Boolean
expressions are generated that 1ist all possivie minimal -ombinations of fonponent failts leading
to total system failare., Fach of these fa:lt combinations 13 xnown as a minimal .t set, The
probability of total system failire 1s 2umpated by combining the probability of ° .o urrence for sanh
minimal cut set.

The fanlt-tree analysis of 4 system c¢an be 132d to Juvelop tost stites £o0 validating falt
tolerance. The purpose of failt-tnlerance testing is not 1o prove that the system fails when the
fault tree predicts it will, b1% rather the onvarse. The parpose of Lals testing is to establish
that the system works corrently when the fault tree predizts it «ill., 7o estadlish the former, the
varions fanlt combinations that make ap minimal ot sets are sed 13 t states, and the failare
of the system is expected, This testing #oi1ld demonstrate that the system fafls at least as c¢ften
as the fault tree predicts. The important case to establish is the latter, In this cdse, varioas
combinat fons of faults that do not ~ontain et sets are ased as test states, The system is
expected to work correctly for all of these combinations. 1f 1t do.s, then this testing
demonstrates that {t works at least a3 often 13 the failt tree predicts,

A "test set" 15 defined as a set of component failires that contains no 2.1t set

. This means that
the faiult-tree analysis predi-ts the system shoild not fail in the face of failires contained in
any test set. A "maximal lest” set {3 defined us 1 %test set that is not contained in any te
set. This means if any component failure is added to a1 maximal test set, the resilting set (3 a
cut set. The relationships among these sets of component failires ire shown in Figare 7,

Cne way of generating test sets is to consider the maximm components in eiach =it set that the
system can tolerate. This [s simply one component less than the total component3 in a cit set.
The number of such test states is eqial Uo the total number of components in the cat set, This
approach, however, does not consider the combinations of the elements in one cit set w{th the
elements of the other c.ut sets. The effects of these fault combinations are .nknown if not
tested., The maximal test sets do consider cross-combinations among several cit 3ets and so, in
general, contatn more clements than jast "all bat one component” from a cut set.
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ONE ONE
COMPONENT COMPONENT
ALL SETS OF
[-— COMPONENT
FAILURES
MCS MINUS MTS MINUS
ONE COMPONENT ONE COMPONENT
TEST SETS
FIGURE 7 -~ Any combination of component failures is either a cut set

or a test set.

These definitions 1llow one to state that a system works at least as often as its fa.ilt tree
predicts if it works correctly for each combination of component failares in a test set. However,
to test all the combinations in the test sets is still impractical for large, complex systems. Ine
woilld like to use the maximal test sets for testing parposes in a way analogoas to sing =winimal
¢t sets for reliability analysis. This regaires the following assumption:

If a system fails under a given set of component faults, then it will fail under the given set of
component faults plus any additional coumponent faults.

This assumption is necessary to avoid having to test all combinations of faults In the test sets.
With this assumption, it suffices to demonstrate the capablity of the system to operate .under the
combination of faiilts in each maximal test set.

These ldeas will be made more concrete by means of the following example.

3.3 Test Set Example -- The example presented in this section is taken from an architectire sticy
performed by a fly-by-wire flight control system for the Lockheed S5-3A aircraft (ref. 1!}, As part
of this stady, Lockheed performed a fault-tree analyses to examine varions architectires and
estimate the effects of egiipment failures rates on total system reliabllity. The top event of the
fault tree corresponded to "loss of flight control". A total of 62 components were cvaliated as
part of the fault tree analysis. Varlous fallure rates were varied parameterically. A list of the
fault tree elements and typical failure rate data is given in Table 6. Compater resilts provige:
all minimal cats sets and their associated failare probabllity. To improve overall system
reliability, attention should be focised on components in the top-ranked sets. Tatle 7 lists tre
25 most likely cit sets for one of the configurations, This date will be ised to illistrate the
development of test sets.

Maximal test sets--the larges" sets not containing a cuat set will be found for this example., Tt
set numbers 1, 2, 6, 11, 12, and 13 are independent minimal c1t sets [n that each of these sets has
no elements in common with any other minimal c.at set. Cut set number 11 is typical. Three

elements are contained in this cit set--the three red.ndant channels of the aileron secondary
actuator (RSY, RS2, R33). If all three servos fail, the roll channel fails, resalting in loss »f
ailrcraft control. The maximim namber of atleron secondary act:iator channel faults that the system
can tolerate two, Since aileron secondary actuator channels do not appear In any other =minimal ot
sets, any maximal test set must contain exactly two aileron secondary astiatar channel Taalts.
Similarly, each maximal test set must contain exactly one element from c.at set nimber 1 (since it
Tastr,ucl) e;ements) and two elements from c:t set nuambers 2, 6, 12, and '3. These cases are listed
n table 8,
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The remaining minimal -it sets may be divided into two groups. GCne groap is cit set nambers &, 5,
6 and the other group 13 nimbers 7=!1, '4-25., The twso groips have no elements in common. For both
grodps, taelr contridition Lo maximal vest sets (s determined readily by inspection, The first
group is illistrated in tne Venn diagram of Figure 8, Since each of these cit secs has the
elements IDG! ana [JGC in commonr, tre maximal test sets fall into cne of three cases:

(1) All tne eloments ex ept LG are inclides
{2) All tre »lements =xcept [{n2 are incladed
(3)  unly 12X apt [5G are inilided

The second gru g, mg RN -1Q and '4-25, has a symmetry which can be exploited.
Cit sets 7-17 are all tiratiins of tnree fiilts ot of four air data computers. Cit sets 14-25
are all combindti.ons of _ne sender ous Coilire art two faalts oat of the other three air data
comp.ites. AS an aside, "Wl Senscr tas  a1lares and one air data compiter fault is also a minimal
cat set, bat i3 less ll«ely Tnsn tre S ounown 11 table 9.) The maximal test sets mast contain
fatlires of twd air d3t3 Compilers an: tne two corresponding sensor bises. There are six such
combinations, All the mMaxlma. " -5 ze's -;ial3 the prodict of the number of elements in each

independent milnimal <1t 38t an! Trat naarer 3f combinations from each dependent group of minimal
cat ses, Yor the example probl=m, ni3 1S

2 x ()5 x 3 xn = 7un

In contrast, tne total nmder of :sumhinattans of failures for the 310 components in table § is

239 - 1o?

Testing only the maximal test sets resilts in tremendo.s savings. Moreover, it {s safficient to
guaarantee the performance of the system inder the assimptions stated above.

CUT SET §

CUT SET 3

CUT SET &

FIGURE 8 - There are only three groupings of the elements of
cut sets 3, 4, 5 into maximal test sets.

Considering only maximal test sets offers large savings in the number of required test states.
Additional savings are realized If the system can be partitioned into groups on the basis of
fatlure modes and effects analysils, or some other such analysis. The danger here lies in omitting
some failure mode from the fault-tree analysis and then partitioning the system on the same basis.
Still further reductions in the amount of testing may be obtained by calculating the probability of
occurrence for each maximal test set. If this probability is sufficiently low, then the set can be
eliminated as a test state, This elimination amounts to saying that the failure combination i{s so
remote that the system is allowed to fail in response to that combinatton.

It appears feasible to construct a computer program to generate all the maximal cut sets,
Additional research and development efforts are needed to establish this feasibility.
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|
TABLE 7 = MINIMAL CUT SET DATA IN DESCENDING ORDER OF PROBABILITY
Cut Set Maximum Failure Fomponents Contained Description of
Number Probability in Set Mnemonic
’ 1 0.99989848E-08 ENG1 ENG2 Engines
| 2 0.15619062E-10 ccl cc2 cca Computer channels
: 3 0.99984777E-12 GEN 1DGl 1DG2 APU generator, integrated
drive generators
i 4 0.99984777E-12 AAPU 1IDGl IDG2 APU accumulator, integrated
drive generators
H 0.99984777E-12 APU IDG1 IDG2 Auxiliary power unit, integrated
| drive generators
i 6 0.99984777E-12 BPMP  PMP2 PMP1 Backup pump, pumps
‘ ? 0.75346635E-12 ACl AC2 AC3 Air data computers
| 8 0.75346635E-12 AC4  ACZ AC3
| 9 0.75346635E-12 ACq ACl  AC2
‘ 10 0.75346635E~-12 AC4 AC1 AC3
| 11 0,.72889996E-12 RS1 RS2 RS3 Aileron secondary actuators
12 0.,72889996E-12 1 238 PS2 PS3 Elevator secondary actuators
13 0.72889996E-12 ¥si ¥Ysz2 ¥s3 Rudder secondary actuators
14 0,.82801821E-13 AC1 AC2 sah Air data computers, sensor bus
15 0.82801821E-13 AC4 AC2 sB3
' 16 0.82801821E-13 AC4 ACl 8B3
? 17 0.82801821E-13 AC4 ACY 5§82
18 0.82801821E-13 SB4 ACl AC2
19 0.82801821E-13 ACL SB2 AC3 ‘
20 0.82801821E-13 ACa SB2 AC3
21 0.82801821E-13 AC4 SBl AC3
22 0.82801821E-13 AC4 SB1 AC2
) E 23 0.82801821E-13 881 AC2 AC3
24 0.82801821E-13 SB4 AC2 AC3
25 0.82801821E-1) SB4 ACl ACJ v
TABLE 8 ~ MAXIMAL TEST SETS FOR THE EXAMPLE ARE CONSTRUCTED AS THE UNION OF
ONE SUBSET FROM EACE OF THE EIGHT INDEPENDENT GROUPS
Cut Set Intersection of the Cut Sets with Maximal
Number Test Sets (failed components)
\ 1 {enc1}, (EnG2}
2 {cc1,cc2}, {ccr,cc3}, {cc2,ce3})
' 6 {spmp,PMP1}, {BPMP,PMP2}, {PMP1,PMP2}
11 {rs1,rs2}, {rs1,Rs3} {rs2,Rs3}
1 12 {ps1,ps2}, {ps1,ps3}, {ps2,ps3}
} 13 {¥s1,vs2}, (¥s1,vs3}, {¥s2,vs3}
. 4,5,6 {GEN,AAPU,APU,IDG1}, {GEN,AAPU,APU,IDG2}, {IDG1,1DG2}
7-10,14-25 | {AC1,AC2,5B1,88B2}, {AC1,AC3,SB1,SB3}
{ac1,acs,s81,584}, {AC2,AC3,5B2,5B3}
' ‘t P J {aC2,AC4,882,5B4}, {AC3,ACH,5B3,584)
|
]
"
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