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.. CHAPTER 1
_‘ INTRODUCTION
E; The primary objective of this effort has been the investigation of dominant and
‘: higher-order model characteristics of microstrip lines and fin lines that find application in
- millimeter-wave integrated circuits. The investigation of higher-order modes is important
for the analysis of discontinuity problems in planar transmission lines: these problems have
been the focus of attention in this project during the entire grant period. The study of the
discontinuity problems is of interest from the point of view of designing practical
components, e.g., filters, impedance matching networks, and transitions between rectangular
:: waveguides and planar transmission lines. The higher-order modes have been analyzed
- using the spectral domain technique introduced by Itoh and Mittra [1. 2). The propagation
constant. characteristic impedance and field configuration are obtained for the dominant and
:.-i.' higher-order modes in planar lines. The model characteristics are then employed to analyze
N some typical discontinuities in planar lines using the mode-matching procedure [3. 4].
which has been extensively emploved in the past for the solution of similar problems in
other tvpes of waveguides. [lowever. the situation with regard to the application of the
mode-matching procedure is found to be quite different for the case of planar waveguides
when compared to that of rectangular guides because accurate generation of higher-order
',::~ model fields becomes a formidable problem in planar guides. whereas this task is quite
P— straightforward for rectangular guides. Thus, it becomes important to investigate
effectiveness of the mode-matching procedure when only a relatively small number of
- modes are available and the higher-order modes are known only approximately.
.T.- ’ In an attempt to enhance the accuracy of the higher-order mode computation. the
:;:: singular integral equation technique is used. This technique was originailly emploved by
': Mittra and ftoh [5] for the analysis of planar transmission lines. This technique is further

developed in this work and the results oblained via the application of the singular integral
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equation technique are compared with those derived from the speciral domain approach.

P
s

Another interesting problem in planar transmission lines, viz.. the coupled multiconductor
~

S lines is analyzed in this work using the spectral domain approach.

~

hY

- To the best of our knowledge a full-wave coupled line analysis of n planar
.

!

transmission lines has not appeared elsewhere in the literaiure.
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CHAPTER 2

UNIFORM MICROSTRIP ANALYSIS

2.1 Introduction

The analysis of various printed circuits has been of interest for a number of years.
We find it of interest here. because the first step of the mode matching procedure is to
generate the dominant and higher-order modes in a uniform microstrip. A cross section of a
shielded microstrip is shown in Figure 2.1. This and related structures have been analyzed
by a number of workers using a variety of techniques. These techniques include various
quasi-static methods [6-9]. nonuniform discretization of integral equations [10]. a modified
Weiner-Hopf technique [11}. a singular integral equation 'technique {5). and the spectral
Galerkin technique [1.2.12-17). The method that is simplest to implement while giving
excellent results is the spectral Galerkin technique. This is the method considered in this
chapter.

In order to allow mode matching work to a high degree of accuracy. it is necessary
to calculate as many evanescent modes as possible. The feasibility of generating a large
number of higher-order modes imposes the largest constraint upon the accuracy of the
mode matching solutions. To date. there is little information available on evanescent modes
in a shielded microstrip. although the propagating modes have been well studied.

In this chapter. we present data on the dominant and first few evanescent modes of
a microstrip. showing dispersion curves. characteristic impedance calculations, and field

distrbutions. Let us proceed now with the analysis of a uniform microstrip.

2.2 The Spectral Domain Immitance Approach
In order to find information about waveguide modes, the quantity of most

immediate interest is the propagation constant. 8. To find B. a matrix equation must be

found of the form

e s e g o
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Figure 2.1. Shielded microstrip.
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Z,.8) Z,.(B) E,(8)

- - - - 2.1)
Z,,(8) 2,,(8) E.(B)
'.:: where J and E are the Fourier transforms of the current and electric field in the plane z=0,
" and the Z's form the components of a dyadic Green's function. In order to find this Green’s
h function, we use the spectral domain immitance approach. This approach is a method of

b -

;A generating the dyadic Green’s function in a straightforward manner, that will be useful for
{

A

many different kinds of printed circuits. including microstrip, fin line, and coplanar

waveguides. The work in this section follows Itoh [13].
We begin by setting up a scalar Helmholz equation in each of the regions 1 and 2, as

shown in Figure 1. Assuming an e’ (wr —B2) dependence, we obtain

di(x.y)
(V2 +€k32) = (2.2a)
d’,‘ (x .y )
where
5 €, Region 1 (2.2b)

= )€€ Region 2

As the equations now stand. the TE; and TM, fields are coupled. In order to decouple these

equations we must work in the Fourier transform domain. Thus, for example.

¢.>(n.y)= f d(x.y)e’ " dx (2.3a)

d(xy)= L f‘, $(n.y)e™ o (2.3v)
@, = E"_‘_b"’)_" (2.3¢)

The above choice of a, is suitable for modes that are even in J,. such as the dominant

mode. This choice enforces the boundary conditions at x = =4 . For modes that are odd in

........
.................

__\ .\._'\.’\_ -.




::: J. wechoose a, = nm/b. In the transform domain, the Helmholtz equations become

E’i(ﬂ)
(—a,.2+ai22--32+e.k°2) POINEL (2.4)
M i\
or
e ¢ (n)
(5;7—;«,2) i) =0 (2.5)
i\
where
y2=a2+ B2 —¢k,;? (2.6)

Thus. in the transform domain we can reduce the problem to two tramsmission line
equations.

Let us now introduce the transformations

z N, N, v 2.1
= 2.7

x N, =N, u

where
N, = _-——9—— =sin 6 (2.82)
Va?+ 82
aﬂ

N, = ——— =cos b (2.8b)

Va2 + g2

This transformation is shown is Figure 2.2. With this transformation. we see that all scalar

potentials and fields are of the form
&(n"v)e—jﬂz =f¢(x'y)e‘/(0"t + fz) (2.9)

The transformed equations are dependent only upon v; hence ga‘- = 0. This decouples
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Coordinate transtormation in the spectral domain.
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Equation 2.5 into TE, components (#,. E,,and H,) and TM, components (£,.E,.and
H . ). We now show how this separation takes place. and that the TE, components are due
to/,.and the T M, components are due to I..

Let us derive the expressions for the field components. To begin, we express the

vector potentials as

?,‘ = §¢‘ (x 2y ) (2.103)

A =35¢,(xy) (2.10b)

Adapting some results from Harrington [18] on the separation of TE and TM fields. and

using the fact that Giy =¥, and §u- = 0, we obtain the TE components
E,=E, =0 (2.112)
~ aJ'.-
E, =—0c (2.11b)
av
g Y 6‘1’:
H, =~ —_— (2.11¢)
jou, Qv
- 1 -~
H, = ——(y?+ k%W
R PR W (2.11d)
H,=0 (2.11e)
and the TM components
~ Yi wl
E, = v —_
Tot, 3 (2.12a)
- l -
E, = —— (y2+k?
r = e (Y HED)S, (2.12b)
E, =0 (2.12¢)
e e T e L S T e el T A T A TR OB ,_. e e e e A A T T T T T o O
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(2.12d)

H,

3%
> (2.12¢)

From these equations, we can set up equivalent transmission lines for the TE and TM cases.

The characteristic impedance of each line is
r. -~
" E j wu
{ Zrg === s (2.132)
p Hv 71
- E, ,
- Zry, = — = ‘IY_ (2.13b)
- The propagation constant for each line is ¥, . and the sources for the lines are f.. for the TE

line and i,, for the TM line. These equivalent lines are shown is Figure 2.3. From the
input impedance of the shorted line sections, we obtain the input impedance at z = 0 as
z !

1 + 1 (2.14a)
Zertanh y,(h -t) Zn,,,t.anh ¥

. Zh = 1

1 + 1 (2.14b)
Zre ]tanh Yl(h -t) ngztanh Yl

Given this input impedance. we may now write

ET, (ny=0)= ze J.,, (n.y=0) (2.152)

Eu (n.y=0)= z* j,,. {n.y=0) (2.15b)

Furthermore, we can transform these equations back into x and z coordinates using

Equations 2.7 and 2.8 to obtain

23

y
[N
KR Y

Z,.(a, B) 2,0, B) || 7,(a) E,(a, B)

- - - = | . (2.16)
2. (a, B8) Z, (e, 8)]]|7 () E (a, .B8)

Y%ty
.
o

ﬁ"

¥
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Figure 2.3. Equivalent transmission lines for the TE and TM components of microstrip
fields in the transform domain.
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where
Z, =N2Z¢ + N2Z* (2.17a)
Z,=2,=NN,(—2Z¢+2Z") (2.176)
Z, =N2Z° + N2Z* (2.17¢)

This is the equation that must be solved to find 8. Once B is found. all other quantities of
interest. such as field configurations and characteristic impedance, may be found.

It is helpful at this point to briefly discuss the applicability of the spectral domain
immitance approach to structures related to the microstrip. Since the equations are
separable in the transform domain, we see that if we have multiple layers of dielectric. this
will be equivalent to having extra sections in the transmission line model. Furthermore,
multiple strips can be represented as extra current sources, and slots can be represented by
voltage sources. Therefore, we can use this method of generating the dyadic Green's
function for a large class of planar waveguide structures. These include fin line. coplanar
waveguide, and slot line. The generality in this procedure for generating the Green function

maintains the generality of the mode matching procedure.

2.3 The Spectral Galerkin Technique
Now that we have found Equation 2.16, we must solve it for 8 with the spectral
Galerkin technique. The work in this section follows Schmidt and Itoh [15].

We proceed by expanding the currents on the strip as a sum of basis functions

N
J.(x)=F cé(x) (2.18a)

i=]

Y
J (x)= Y dn(x) (2.18b)

i=]

These basis functions are now Fourier transformed according to Equation 2.3 and
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substituted into Equation 2.16. By taking the inner product of the resulting equation with
§.(x) and m; (x ). we can eliminate the E-fields in this equation. This is true because £, (x )
and m,(x ) are non-zero only where E, and £, are constrained to be zero. since they are
tangential to the strip. Since this is true in the space domain, Parseval's theorem [18]

guarantees that it will also be true in the spectral domain. Hence. we obtain the equations

M

$Kic + $Kzd =0  p=t..M (2.192)
1 =1 7=l

M

LKy + Z_K"d g=1...N (2.19v)
(=] =1

where

ki= 3 L) Z,(x BER) (2.20a)
k2= % E()Z.(nB8)7,(n) (2.206)
k= 3 2()Z.(®E() (2.200)
k= T n()Z. (81, (n) (2.200)

A solution to this equation exists if and only if the determinant of the coefficient matrix is

equal to zero. Thus,

o=@ =|K5 K| Qa1

where. for example, X** is the matrix of coefficients given in Equation 2.20a. We may now
find the zeros of f(B) with a zero-finding algorithm such as Newton's method. thus

completing the solution for 8.

IR
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2.4 Basis Functions

One of the most important aspects of the spectral Galerkin procedure involves the
choice of basis functions. A good set of basis functions can greatly increase the efficiency of
the solution. as well as its accuracy.

The basis functions should satisfy three conditions. First. ‘hey must be
analytically Fourier transformable. since they are used in the transform domain in
Equation 2.16. Second. they should have 2 shape that is similar to that for the current we
expect to find on the strip. Having this property will reduce the size of the matrix
equation. Finally, they should have the properties that J,(x) has a 1/Vx singularity at
the strip edges and that J, (x ) is zero at the strip edges. This is the result expected for the
current parallel and perpendicular to a knife edge. By not saﬁsfying thi.s last condition,
more basis functions will be required to represent the currents. resulting again in an

increased matrix size.

One appropriate choice of basis functions for modes that are even in J,(x) is

suggested in [15] as

£ (x)= cos{(i=1)m(x/s + 1))

1=(x/s )2 2.22)
= sin fim(x/s +1)]
7, (x) NrETETAT (2.22b)

These functions satisfy all the above criteria. In particular, note that § (x) has a 1/x
singularity at x =x5s and that 7;(x =25 ) = 0. which can be shown by I'Hopital's rule.

The first few functions are shown in Figures 2.4 and 2.5. The Fourier transforms of these

functions are

E(n)= ‘L‘.’.z";” U (s +(i=Dm) + 1, (a5 = Gi~Dm)]  (2.23a)

L:li)‘j;t (Jla,s +im)=J (a,s —im)] (2.23b)
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Figure 2.4. Basis functions for J, (x )
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where j = V=1 and J,(x ) is the zeroth order Bessel function. A formula that is useful in
deriving the above transforms comes from the Bateman Manuscripts [19]. Hence,

ST, (x)eiv

dx =(=1yi"wl,(y) (2.24)
~ J1-x2

where T, (x) is the nth order Chebychev polynomial in the interval Ix | < 1 and zero

elsewhere, and T, (x) = 1.

2.5 Characteristic Impedance

The characteristic impedance of a microstrip is a useful parameter to calculate for

several reasons. It serves not only as a useful design tool. but also as a check on the

accuracy of the dominant mode propagation constant. In addition, the inner product we use

in the mode matching procedure uses an inner product that is very similar to characteristic
impedance. Hence. it will be useful 1o compare our calculated values of characteristic
impedance to previous calculations [11.12].

At this point, mention should be made of the ambiguity inherent in this
characteristic impedance calculation. The characteristic impedance of a transmission line is
usually thought to be a characteristic of TEM transmission lines. The dominant mode of
the microstrip is only quasi-TEM, however. so there are several definitions of characteristic
impedance in this case that make sense and yield similar, but unequal results. A number of

authors have discussed the relative merits of the various definitions [20-23]. These

definitions include

2P
Z, = — .
17 (2.25)
.V
Zo = T (226)

and

'
Y
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Wl
= 227
where
Ats
P=%Re [ [ExH -fdxdy (2.28)
-t =b
I=[17.(x)dx (2.29)
0
=- [E(x=0y)dy (2.30)
<

These are the so-called power-current, voltage-current. and power-voltage definitions. It
turns out that the definition most widely accepted is the power-current definition. and that
is what we calculate here. For comparison, we also calculate the characteristic impedance
with the voltage-current definition. Thus, we need to calculate P. I, and V.

First, let us calculate ! and V. Proceeding from Equations 2.29 and 2.30, it is
straightforward to show that

v -
I =% cé(n=0) (2.31)

i=1

V=:l

3 E,(n.y)dy (2.32)

joee
15—

n

Next. we proceed to the power calculation. Beginning with Equation 2.28. and

subsequently using Parseval’s theorem [24]. we obtain

P=%n= f(n) (2.33)

!

‘where

>

-

flay= [(E.H,-E,H)dy (2.34)
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The task now becomes one of finding expressions for the field components in the transform

domain. In order to find these. we first need to solve the transmission line problem shown

previously in Figure 2.3. The solution is straightforward. and can be adapted from a

number of standard textbooks. for example. Mayes [25]. This results in the following set

of equations
Ho.(ny)=AEn) X (y)
Eulny)=—AT(n)Xy)
Hu(n.y)=AMn) XXy)
E.(ny)=An) Xy)
where

cosh y\(v —(h —1¢))
sinh y,(h —1) i =1

cosh ya(y +1¢)
sinh y:[

sinh y)(y —(h =t ))
sinh y,(h — 1) ¢ =1

sinh yo{y +1¢)

sinh vyt
and

A% —=Zifsinh y,(h ~1)

Ay Z%F sinh yat

AY <ZMsinhy(h ~1)

i Z%VY sinh y

(2.352)

(2.35b)

(2.35¢)

(2.354d)

(2.36a)

(2.36b)

(2.37a)

(2.37v)
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ATE = —j" (n)
! ALE (2.37¢)
coth y,(h —¢) - 37T coth yat
1
A ™ — J" (n )
! AV (2.374)
cothy;(h —t) — 2T coth yxt
1

The signs of the current terms in the above equations are determined by the boundary

condition [26]

y x(F,~H)=T7, (2.38)
where H | and H , are the H-fields just above and below the strip. In the spectral domain
this condition is

H, -H, =], (2.39a)

-~ -

H, -H, =~J, (2.39b)

This completes the derivation of the fields in the decoupled u.v coordinates.
In order to express the fields in x.y.z coordinates, we need to invoke the coordinate
transformation given previously in Equation 2.7 and then combine the TE and TM parts of

the fields. This results in the following set of equations:

Eny)= [N, ATEZTE 4 N ATM zT™| x5 (2.402)
- 2 4+ 32

B ny)= Y2t B iriyc (2.40b)
E, (ny)= [-N, ATEZTE 4 N,A,T-"z,m] XS (2.40¢)

Hny)= [N, ATE = N_,A,f-‘f] X< (2.40d)
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,/anz + 32

0

H,(ny)= ATEZIEXS (2.40e)

H,(ny)= [N,A[E +N,A™M| x€ (2.40f)

The v dependence is contained in X and X . These fields can now be substituted into

Equation 2.7 to calculate f(n). In order to carry out the integration of f(n). we need only

integrate over the products of hyperbolic cosines and sines, which can be carried out
analytically. This concludes the power calculations and. hence, the characteristic

impedance calculation.

2.6 Fin Line Calculations
Although it is very easy to verify the dominant mode microstrip calculations, very
little data exist for the evanescent modes. We would, however, like to have a comparison
for our calculated evanescent modes. It turns out that fin line evanescent modes have been
calculated. In order to verify our evanescent modes. therefore, the best we can do is to
alter our program to calculate fin line evanescent modes. and compare these to those in the
literature [17]. A diagram of fin line is shown in Figure 2.6.
In order 10 adapt the spectral domain immitance approach to the fin line. we need to
nse a different matrix equation. This is of the form
Yo Yol [Ed] |4
L A [P (2.41)
Yo Yol |E: 7,
where 5:, and E: in the fin line are analogous to f, and f, in the microstrip. respectively.
In order to find the admittances., we must set up transmission lines analogous to those in

Figure 2.3. These are shown in Figure 2.7. From these transmission lines we obtain the

dyadic admittance matrix

~

Y., =N2IY  +N2Y* (2.422)




PEC
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Dimensions for a fin line.

Figure 2.6.




Figure 2.7. Equivalent transmission lines for the TI' and TM components ot fin-line fields
in the transform domain.
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Y.zx=Y.xz=NxNz[—Y-‘+Y.h| (242b)

Y, =N2Ye +N2Y* (2.42¢)
where

ye = 1

" ZT™ tannh y,(k—a—t )

1 ZP +Z™ tanh ya tanh yyt

+ 4
ZIM ZTV tanh ya + Z1¥ tanh yt (2.432)
i = ]
ZF wanh y,(h—a—t)
ZTE + Z'E tanh y,e tanh
+ 1 2 1 p4! Y2t (2.43b)

ZTE ZTE tanh ya + ZIF tanh yt

The matrix equation is now solved in a manner very similar to the microstrip matrix
equation. We expand E « and E . in the same basis functions used previously for J . and
f, . respectively. These basis functions were given in Equation 2.22.

Finally. we must reconsider the definition of the Fourier transform before we solve
the fin line problem. In the transform used previously in Equation 2.3, we used
a, =(n = Y2)w/b. This value of a,. however, is no longer valid for the even (in E, )
modes of the fin line we are calculating, which include the dominant mode. The correct
choice is now a, =nwmw/b. This choice enforces the boundary conditions of the zero
tangential £ -field and normal H -field at Ixl = b. If we were interested in the odd modes of
the fin line, the first definition of a, . a, = (n — ¥2)w/b would be correct.

In general, we pick a, = nw/b when ¢(x ) is even and ¥(x ) is odd. where ¢(x) and
¥(x) were defined previously in Equation 2.2. This occurs for even (in J,) microstrip
modes and in odd (in E,) fin line modes. Furthermore. we pick a, = (n = ¥2)x/b when
®(x) is odd in Y(x ) is even. This occurs in odd (in J,) microstrip modes and in even (in

E, ) fin line modes.
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2.7 Field Configurations

It is of great interest to plot the fields due to the dominant and higher-order modes
over the cross section of the waveguide. This provides verification that the boundary
conditions have been satisfied and offers physical insight into the structure of the modes.
The field configurations may be obtained from the transformed fields obtained in the
characteristic impedance calculation, by performing the inverse Fourier transform of

Equations 2.35. Results are presented in the next section.

2.8 Results for Uniform Microstrip and Fin Line

In this section we present numerical results for the techniques discussed previously
in this chapter. The first item we consider is the convergence of the dominant mode
propagation constant with respect to the number of basis functions and number of spectral
terms used. In Table 2.1 we show these calculations and compare our results to those of
Mittra and Itoh [S]. From this table we can make a number of observations. First. our
values of B are in very good agreement with those of Mittra and Itoh. Second. our values
of B have converged sufficiently with two basis functions and 50 spectral terms. Note that
“2 basis functions’ indicates two functions for J, and two for J,. Note furthermore that

50 spectral terms indicates that all series were summed from n = -49 10 50.

Next, we present a sample dispersion curve for a shielded microstrip. This is shown
in Figure 2.8. Note that the dominant mode is not cut off. while the first higher-order mode
is cut off below about 20 GHz.

Next, we present data on the characteristic impedance of a shielded microstrip. This
is shown in Figure 2.9. The impedance has been calculated using both the V-1 and the V-1
definitions, as discussed in Section 2.5, and the results are compared to those of El-Sherbiny
[11]. Note that in El-Sherbiny's paper. the impedance was calculated for a shielded

microstrip without side walls. In order to account for this. we chose in our calculations to

move the side walls far enough frorm the strip to eliminate their effect. Our results for the

-
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Table 2.1  Convergence of B with respect 1o the number of basis functions and number of
spectral terms. For these calculations. h =2 mm. b=1.75 mm,t~s =05 mm.
and €, = 9.0. These results are compared 1o those of Mittra and Itoh [5].

Number of B(rad/m) at

Basis Spectral
Functions Terms 10GHz 20GHz 30GH:z

1 25 53064 11100 17177
1 50 530.50 11096 1717.1
2 50 53027 1108.9 1715.6
2 100 530.17 1108.7 1715.1
3 250 530.11 11085 17149
Mittra & Itoh [5) 531 1115 1740

V-1 definition of a microstrip agree very well with those of El-SherSiny. Although he does
not in his paper specifically identify which definition of characteristic impedance he is
using. we may very well guess that it is the V-] definition.

Next, we would like to find modes in a fin line. This is done, as explained earlier. as
a check on the microstrip mode calculations. Results for the first three higher-order modes
are shown in Figure 2.10, and are compared to those of Helard et al. [17). From this figure.
it is readily apparent that there is excellent agreement between the fin line modes. This
leads us to have a high degree of confidence in our microstrip evanescent modes.

Finally. we present field plots for the first five modes of a microstrip. Since a given
field component is either purely real or purely imaginary, we have plotted the part of the
field that is nonzero. In Figures 2.10-2.13, we have plotted the six components of the
dominant mode of a shielded microstrip. Note that these plots satisfy the boundary
conditions that E-fields tangential 10 a conductor and H-fields normal to a conductor are
zero. Note also the correct singularity behavior at the edges of the strip. In Figures 2.14-
2.17. we have plotted E,(x.y) and E, (x.y) for the next four higher-order modes of the
same configuration. These are evanescent modes for the dimensions and frequency given.

Again. we note that the correct boundary conditions and singularities are observed.
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Figure 2.11. Plots of £, (x.v) and E,(x.y) for the dommant mode of a microstrip. For
this plot. h=0.4445 mm, b=0381 mm. t=0.127 mm. s=00635 mm.
€, =9.6 mm. freq = 20 GHz, and 8 = 1037.01 rad/m.
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Figure 2.12. /1 and ff i the dommant mode for the same conligurat:on as that in [igure
2.1
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Prigure 2130/ aad /i o1 the dominant mode tor the sume configuration as that in Pigure

< 211,




Ficure 214 /7 and £ ol the second mude tor the sume contiguration as that in Figure 2.9
Por this mode. 8 = -14065.72 rad m.
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For this mode, 8 = 1104755 rad m.
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wure 217 L and £ of the fitth mode tor the same contiguration as that in Figure 2.9
For this mode, 8 = -j13897.1 rud m
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2.9 Conclusion

In this section we have demonstrated the capability of calculating microstrip
propagating and evanescent modes. This extends the work of previous authors, as very few

results for evanescent modes were previously available. In addition. we have generated

data on characteristic impedance and fin-line modes. all of which confirm the accuracy of

our calculations. Finally. field configurations of microstrip modes have been generated. and

these have been shown to satisfy the necessary boundary conditions.

All of the above suggest a basic agreement of the mode calculations with the

expected results. The next step is to use these results in a mode matching pi-ocedure for

calculating discontinuities.

Let us now proceed to the discontinuity calculatiors.
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CHAPTER 3

DISCONTINUITY CALCULATIONS

3.1 Introduction

The calculation of discontinuities associated with printed circuits has been of
interest for some time. In particular, abrupt discontinuities in the widths of the strips in
the microstrip and in the slots in the fin line seem to offer the best hope for solution, and
have been studied by a number of authors.

The earliest attempts at solving one of these types of discontinuties occurred in the
realm of microstrip discontinuities. The methods used involved a quasistatic calculation of
a step discontinuity of strip width [27-30]. Although these methods in general yielded
good results. it must be assumed that at sufficiently high frequencies the quasistatic
approximations will break down.

The next generation of solutions involved approximating the microstrip as a
rectangular waveguide with perfect electric conductors on the top and bottom walls and
perfect magnetic conductors on the side walls [31-34]. Although this method yielded a
frequency-dependent solution. it again is expected to break down at higher frequencies due
to the approximations of the model. Furthermore. there are many printed circuit
discontinuities. such as those in the fin line and strip line, for which no wavegtfide model is
available.

Another attempt at solving this type of problem was made by Lampe [35]. who
presented a three-region analysis of strip line discontinuities. Recall that the strip line and
fin line are analogous to the microstrip because of the generality of the spectral domain
immitance approach. as discussed in Section 2.2. In his analysis, Lampe begins by breaking
up a discontinuity into three regions. taking the boundaries of the middle region far enough
away from the discontinuity on either side so that most of the evanescent modes have

decayed enough to become insignificant. Next. he finds the dominant and first few higher-
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order modes in the first and third regions. Finally, he formulates an integral equation that
relates the magnitude of the mode coefficients in the first and third regions to the unknown r
current on the strip in the second region. The solution to this integral equation yields the
desired reflection and iransmission coefficients. This method has limitations also, because it
is formulated for an isotropic medium. The strip is assumed to be printed on a thin
dielectric substrate; so thin that it is felt to have little effect. Thus. the entire problem is
formulated in a homogeneous region whose dielectric constant is the "volume average” .
dielectric constant. This turns out to be a small perturbation from the free-space dielectric
constant of one. This method is appropriate for low frequencies in the strip line, but it
seems likely to break down for higher frequencies. In addition. it is not appropriate for a
microstrip configuration. in which the dielectric material plays an important role. Finally.
this method can not easily be modified 1o account for the dielectric, since the Green's
function in the second region would then become too complicated.

The most recent attempts at solving this type of problem have occurred in the area
of fin line discontinuities. The methods used in these cases all involved finding a number of
modes for each guide by using a spectral Galerkin method. These modes were then used in
either a mode matching procedure [17.36.37] ¢~ in an iteration procedure [38] 10 equate the
fields tangent to the plane of the discontinuity.

The results generated in these mode matching papers were not conclusive, but they
did suggest that further study would be in order, and that the method might be applicable
to a shielded microstrip as well as to the fin line. This will be the topic of study for this

chapter.

3.2 Mode Matching -
The structure to be analyzed is shown in Figure 3.1a. It involves an abrupt
discontinuity in the strip width of the center conductor of shielded microstrip. whose cross

section is shown in Figure 2.1.
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Frgure 3.1, Varnwcus microstnip disconunuities i the center conductor
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We begin the analysis by generating the propagation constants and field
configurations for the dominant and first few higher-order modes of each of the two
waveguides. This was discussed in Chapter 2. Next, we express the fields in waveguide A

as a sum of the waveguide modes

E(xyz)= i a; g, (x.y)e"? (3.12)

i=l

H(xy.z)= i a;h,(x.y)e «* (3.1b)

i=}

where the a; are mode coefficients, y,; are the complex propagation constants of the ith

mode. and &,, and A,, are the vector mode functions of the ith mode, where

Z,(x.y)=e, (x.y)x +e,(xy)y (3.2a)

R,(xy)=h_ (xy)x +h, (x.y)y (3.2b)

Similar expressions are formulated for waveguide B by replacing "a" with "b" in the above
equations. If we assume the discontinuity occurs at z = 0, we may equate the field

components tangential to the interface at z = O as

(14p)e, (x .y ) + i ae, (xy)= i b e, (x.y) (3.3a)
1 =2 =]

=Pz y) = 5 afn(xy) = 5 b Ky lxy) (3.3b)
122 1=1

This is the equation that is to be solved for the mode coefficients a; and b; and for the

reflection coefficient p.
To solve this equation. we take the inner products of Equation 3.3a with A, (x .y ).

and the inner product of Equation 3.3b with &,,, (x .y ). The inner product is defined as

lalbj = fo edl (x :y) X h-b/ (I 'y) ) 3 dx d_\v' (34)

It is calculated most simply in the spectral domain. in a manner analogous to the power

- -~

.........
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calculation described in Section 2.5. Thus, the integration over x becomes a sum over
spectral terms. and the integration over y is analytic in the spectral domain. After taking

these inner products. we find

L L
-p Ia lam — z a; Iauvn + Z bl Ibmm =d51am m=1..L (353)
i=2 i=]
L L
Plomar+ L @ Iomai + 2, 6i Lomsi = Iomar m=1...L (3.5v)
i =2 i=1

This equation can also be written in the form
Ax =) (3.6)

where A is a 2L X 2L matrix of inner products, x is the 2L X 1 vector containing the
unknown mode coefficients, and b is a known 2L X 1 matrix of inner products. This can be
solved by a standard linear equation solution routine.

The solution to this matrix equation contains within it the reflection coefficient, p.
and the magnitude of the transmitted wave. b;. From p. we may calculate an equivalent

circuit of the form shown in Figure 3.2. If we let

p= Pr + j P, (3'7)

where p, and p; are both real. then

2
ZZ [pr +l] +pi2
Zy =_Z_=_._____._ (3.8a)
! ll-Przl—Piz
-2p;

Yy == omeoeo— 0
[pr +l] +pi2

(3.8v)
These parameters are useful because they can be checked with other. more approximate
methods. Therefore, we expect Zy = Z,/Z, where Z, and Z, are the characteristic

impedances of the second and first waveguides. as calculated in Section 2.5. Furthermore,

we may compare our values of ¥y to those generated by quasistatic analysis {29]. We
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should expect only approximate agreement. since we are now using a frequency dependent
method to generate the solution.
A second check we can make on our final answer is to verify that all real power is

accounted for. This is checked by showing that
IS5 124 185512 =1 3.9)
While this condition is not sufficient to guarantee a good solution. it is necessary, and
should be verified.
This concludes the setup of the mode matching procedure. Before we present

calculations. there are a number of related issues that need to be dealt with. These are

discussed in the following three sections.

3.3 Orthogonality of Inner Products
Upon examination of Equation 3.5 we observe a number of inner products of the
form I,,; wherei # j. We expect the standard orthogonality relationship to hold for the

normalized modes of uniform waveguides with perfectly conducting side walls [39]

(3.10)

= -
‘n
NS

Iaaa/ =10

Thus. we are left with the problem of deciding whether or not to retain in the matrix
equation the inner products that are theoretically equal to zero. It must be kept in mind
that our modes have been calculated only to a finite accuracy, dictated by the numerical
accuracy of our methods. If the accuracy in the mode functions is good. then retaining the
cross terms will not matter. If, on the other hand. there is a small error in the mode
functions, then it would seem preferable to retain the cross terms rather than discard what

may be useful numerical information. This is the approach adopted for these calculations.




3.4 Condition Number of the Matrix

In formulating the mode matching solution, we obtain a matrix equation of the
form Ax = b. A useful parameter associated with this equation is the condition number of
the matrix A. It turns out that if the matrix A has a large condition number, it is very
difficult to obtain accurate solutions for the unknown column vector x.

There are a number of methods that may be used to calculate the condition number
of a matrix. depending on the norm of the matrix chosen for the problem [40,41] A
reasonable definition of condition number is

1
NAmax! |2

_mx (3.11)
‘Amml

cond(A) =

where the A's are the maXximum and minimum eigenvalues of the matrix A¥ A, and A¥ is
the transposed complex conjugate of A. If this condition number is large, we have difficulty
in solving the matrix equation. because small errors in the matrix elements generate large
errors in the solution for the unknown vector x. This definition of condition number is
used in the calculations that follow, in order to check the stability of the matrix equation

solution.

3.5 Matrix Theory for Cascaded Discontinuities

In the case where there are multiple discontinuities, we need a method of keeping
track of a number of modes between one discontinuity and the next. We consider two
cases. First. we study a symmetrical double step. as shown in Figure. 3.1b. This is a
special case of the second case we will study. that of N discontinuities each spaced an
arbitrary distance from the previous discontinuity. An example of this is shown in Figure
3.1c.

In the case of an asymmetrical double step, we may take advantage of svmmetry

properties to greatly simpiify the problem. Thus. instead of launching the dominant mode
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from the left with a magnitude of one, we add the results of launching modes of equal
magnitude and either equal or opposite phase. as shown in Figure 3.3. These cases are
equivalent to placing magnetic and electric conductors at the center of the waveguide B.
The solution for each of these cases may easily be adapied from the solution for the single
discontinuity. since the waveguide modes are reflected from the electric or magnetic
conductor without coupling to other modes. We adapt results from [36] that result in a

slight modification of Equation 3.3. Thus,atz=0

(12 +pxy)+ T a8, (x.y)=F b;(1 + 8, )8, (x.y) (3.12)
i=2 i=l
(1/2 - p)ﬁa l(x 2y ) - Z a; ﬁat (x 'y) = Z b, (1 - Sbii )ﬁb. (x .y ) (3.12b)
i=2 i=1
where
=2vy,! .
=1 € for electric conductor at z =1
Sbis —e 2! for magnetic conductor at z = (3.13)

and v,, is the complex propagation constant of the .th mode in waveguide B, and 2! is the
distance between the discontinuities. The above equation may be solved in a manner
analogous to Equation 3.3 by taking appropriate inner products, as described in Section 3.2.

If, on the other hand, we do not have the luxury of having favorable symmetry
properties, we have to solve the more general case of N discontinuities, each separated by a
length of transmission line. In this case we will have to cascade the generalized S-
parameters of each of the discontinuties, and the transmission lines that separate them. to
form an S matrix for the entire structure. The method that follows is adapted from a
method by Hall [42].

Let us begin with a definition of generalized S- and T-parameters. For the arbitrary

circuits shown in Figure 3.4, we define generalized T- and S-parameters as
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Figure 3.4. Input and output parameters of an arbitrary circuit. and a cascade of such
circuits.
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b, | Tu Ty a;
a,|” | Ty Tyl | 8, (3.142)
b, S Sy a,

= 3.14p
b, Sa1 S22 a, ¢ )

In these equations. a, and b, represent L X 1 column vectors representing mode coefficients
for the L modes either incident or reflected from the circuit. In addition, terms such as §;;
represent an L X L generalized scattering matrix for L modes in each guide.

We generate generalized S-matrices for discontinuities in the manner of Section 3.2,
but keeping in mind that we now have to run cases for all L possible modes incident from
the left at each discontinuity. Care must be taken with the normalization of these S-
parameters, since the modes generated were not normalized. The correc:t normalization
gives, for example

172

o

, [ [a, <A/, 473

Su(i.j)=? ffea.-xfz}:. d’§

(3.15)

Once the generalized scattering parameters are normalized. they must be converted to T-

parameters. The conversions are

S —SnSE'SH S»Si
T = (3.16a)
=SS0 sq |
~T 3Ty T3
Tu—Tul5'Ty ToTx

Next we generate the T-matrices of individual transmission lines. These are

(3.17a)

Ty.j)= 0 else

"

e
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Toi i) = e = (3.17b)
24.J7=1 ¢ else

T3=T3=0 (3.17¢)
' Finally, we cascade a number of discontinuities and transmission lines by multiplying the

T-matrices together to obtain a composite T-matrix for the entire structure of N

components. as shown in Figure 314.
T =Ty Ty Ty T, (3.18)

This is now converted to an S matrix using Equation (3.13b), and the problem of cascaded
discontinuities is now formulated. Numerical results for single and cascaded

discontinuities appear in the next two sections.
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3.6 Results for the Single Discontinuity

We now present our results for a single discontinuity in strip width, shown in

"

Figure 3.2. The first step in the solution is to search for propagation constants of the

dominant and higher-order modes at a given frequency. This was done. and the results are

shown in Table 3.1.

[ it )
» & s v
.

Next. the results for the reflection coefficient. p. and for the equivalent circuit

Table 3.1.  Propagation constants for a uniform microstrip. For these calculations. h =
- 0.4445 mm. b= 0.381 mm, t = 0.127 mm. €, = 9.6, freq = 20 GHz.

S, =.0635mm 5, =.1588 mm
Z,, =48.915 Z, =33.38

N Bi(rad./m) 1037.01 1065.91
J: -j4068.72 -j4056.39
B; -j10478.5 -j8050.07

Ba -j14694.4 -j10648.9

Bs -j14897.1 -j14505 .2

Be -16201.8 -j17358.1
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parameters, Zy and Yy . are shown in Table 3.2 for calculations with up to six modes in
each waveguide. We note here that Zy converges quickly to the values expected from
transmission line theory. The junction capacitance, however, never seems to converge with
the small number of modes we have used. We are limited somewhat in the number of
modes we can use because the cost of the calculation begins to become quite large with more
modes. and because the spectral Galerkin technique tends to break down for large
imaginary propagation constants.

Next, we perform a number of checks on these calculations. These include a power
check and a calculation of the condition number of the A matrix. These data are shown in
Table 3.3. From this table we verify that all the power is accounted for to a reasonable
numerical accuracy. This. as stated earlier, is a necessary, but not sufficient condition to
guarantee the accuracy of a solution. The condition number of the matrix may be more
indicative of what 1s going on. The condition numbers. which are around 750, suggest that
the matrix is ili-conditioned. As a general guideline, we consider a condition number greater
than about 100 to indicate a problem in the condition number of the matrix. Thus. unless
the matrix elements are computled very accurately. we have to expect a problem in
generating highly accurate solutions to the matrix equation.

The 1ssue of condition number turns out to be of a very central importance in these

Table 3.2.  Values of the circuit elements in Figure 3.2 for the dimensions in Table 3.1. :
These calculations were made with 5 basis functions and 200 spectral terms.

# of Modes P, P, Yy Zy .
3 -269978 -0014 .0060 .575 z
4 -270028 -0011 .0043 575 -
5 -270368 -.0038 .0146 574
6 -280095 -.0060 .0233 .562

Expected from
Quasi Static (Yy ) 0172 684
and TEM (Zy) -
Approaches N

cLe .
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Table 3.3. Power check and condition number for the discontinuity whose dimensions
were given in Table 3.1.

Number Condition
of Modes | 1S,;124 15,12  Number
3 1.0016 754
4 1.0016 759
5 1.0006 752

caiculations. Since the imaginary part of the reflection coefficient is several orders of
magnitude less than the real part. the reflection coefficient as a whole must be calculated to
a high degree of precision in order 1o get a meaningful p;,. and hence Yy. When the
condition number is high, it is very difficult to obtain accurate results without a very high
degree of numerical precision in the matrix elements.

Let us now consider the accuracy of the matrix elements. The simplest way of
checking this is to consider the degree to which the orthonormality conditions of the
waveguide modes, as expressed in Equation 3.10. were satisfied. If the orthogonality
conditions are satisfied well. then we may concede the possibility of an accurate solution to
the discontinuity problem despite the ill-condition of the matrix. These inner products
appear in Table 3.4 for the first five modes of waveguides A and B. From this table. we see
that the cross terms are well behaved for the lower-order terms, but the higher-order cross
terms tend to become increasingly large. Thus. it is difficult to claim. based on these inner
products. that the matrix elements are accurate enough to overcome the large condition
number of the A matrix.

Finally, we present data on the number of basis functions and spectral terms that
are required to give accurate propagation constants. This may be used to answer a possible
objection that an insufficient number of basis functions and spectral terms was used in the
discontinuity calculations. The data, shown in Table 3.5. indicate that the propagation

constant of the fifth mode in waveguide A is sufficiently converged with only two basis
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Table 3.4. Inner product calculations for the first five modes of waveguides A and B.
whose dimensions were given in Table 3.1. These were calculated with § basis
functions and 200 spectral terms.

i1,0,) | 1.000 0000 0.000 0035 0013
0.000 1.000 0.000 0.009 0.003
0.000 0.000 1000 0048 0018
0.000 0.000 0.000 1.000 0.010
0.000 0.000 0.001 0.521 1.000

11os; | | 1.000 0.003 0.046 0001 0.080
0.000 1.000 0053 0.000 0.009
0.000 0.000 1.000 0001 0.086
0.000 0.000 0.113 1.000 0.031
0.000 0.000 0.031 0.000 1.000

functions and 50 spectral terms. Thus, since we used five basis functions. and 200 spectral
terms in our discontinuity calculations. it seems likely that we have used a sufficient
number of each.

We conclude, therefore, that the mode matching technique is useful only in
obtaining good approximations to the circuit parameters. It seems unlikely that the
accuracy of this method can be forced to the point where an accurate junction capacitance
can be calculaited. for a number of reasons. First, the imaginary part of the reflection

coefficient is very small compared to the real part. and it is difficult to calculate a small

Table 3.5. Variation of a propagation constant with the number of basis functions and
spectral terms. The mode calculated is the fifth mode of waveguide A, whose
dimensions were given in Table 3.1.

Number of
Basis Spectral
Functions Terms | B,s(rad/m)
1 25 14901.0
2 50 14897.1
2 100 14894.5
3 50 14897.6
3 100 14894.7
S 250 14893.3

.
-
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quantity in the shadow of a larger effect. Second. the condition number of the matrix
indicates an instability in the matrix that can only be overcome if the matrix elements are
calculated to a high degree of accuracy. Finally. the inner product calculations suggest that
the matrix elements can only be calculated to a finite degree of accuracy and that the
spectral Galerkin technique can not be pushed beyond this point for modes of high order.
With these thoughts in mind. let us now turn to other discontinuities to calculate.
Although we have not achieved a high degree of accuracy in the calculations for the single
discontinuity. we have demonstrated that the method generates a good approximation for
the solution. Thus. there may well be reason 1o consider other types of discontinuities. and

results for these are presented in the section that follows.

3.7 Results for Other Discontinuities

The next configuration we would like to study is the symmetrical double step
discontinuity. This is shown in Figure 3.5. and the theory was presented earlier in Section
3.5. Results are presented for a typical case at two different frequencies in Tables 3.6 and
3.7. These calculations were made with up to four waveguide mode functions in each
waveguide. Upon examination of these results, we find the reflection coefficient has
converged nicely within four modes to a result that is similar to that expected from the
transmission line theory. We note. furthermore, that the results for one mode are similar
to that for four modes. so in the future we need to use only a single mode for our
calculations.

In the next two tables, Tables 3.8 and 3.9. we present data for several of these cases
over a range of frequencies and for various values of 5,. We compare them to experimental
data. which was generated by U. Feldman [43], and to results generated by the transmission
line theory. Based on the data in these tables. we observe that the data calculated by the
mode matching technique provide a slightly better fit to the experimental data than the

results generated by the transmisison line theory.
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. Table 3.6. Propagation constants for the first through fourth modes of a symmetrical
double step discontinuity in strip width. and results for §,,. For these calcu-
lations, h=5.08 mm. b=6.096 mm. 1=0.7874 mm, € =2.2, !=1.0 cm, and
freq=8.010 GHz.

5, =1.17Tmm s, =2.41 mm
- Z,=5185Q Z, =3.600
Bi(rad./mm) 230.056 234.723
B, -j187.051 -j186.281
B -§647.067 -j640.983
B4 -j727.228 -j749.948

of Modes S1), (dB { deg) |
1 -6.45/-179.1
2 -6.43 ;/ -179.0
3 -6.47 1 -178.8
4 -6.41 £ -179.2
“o From Transmission
Line Theory Expect | -8.32; -179.1 !

Table 3.7. Propagation constants for up to the fourth mode of a symmetrical double step
discontinuity in strip width, and results for S;;. The configuration is that of
Table 3.6. except that the freq = 12.02 GHz.

- 5s=117mm 5, =2.41 mm
‘f Z,=5256Q Z,=35210Q
. Bi(rad./mm) 341.625 355.340
8 55.8937 55.8765
B -j701.537 -j610.145
Ba -j723.682 -j904.769
Number
of Modes S, (dB [ deg)
) 1 -8.90 £ -140.6
2 -8.90 ; -140.6
3 -8.46 ; -140.3
4 -8.45 ;/ -140.3
From Transmission
Line Theory Expect | -10.8 ; -139.4
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Table 3.8. Dominant mode propagation constant and characteristic impedance as a func-
tion of frequency and center strip half width (s). For these calculations, h =
508 mm, b=6.096 mm.t=0.7874 mm,and €, = 2.2.
B (rad/m) and
Z, () for
FREQ (GHz) |{| s = 2.41 s=1.65 s=1.17 s=.026 | s=.353
.990 28.6661 28.43 28.1895 27.7751 27.4819
34.52 42.26 51.74 73.67 97.03
2.025 58.6799 58.1802 57.69 56.8345 56.2296
34.50 42.23 51.72 73.65 97.01
4.005 116.374 115.330 114.319 112.563 111.330
34.45 42.19 51.68 73.61 96.97
8.010 234.723 232.338 230.056 226.170 223.470
34.60 42.35 51.85 73.81 97.19
12.015 355.340 351.391 347.625 341.250 336.825
) 35.21 43.01 52.56 74.60 98.06
Table 3.9. §,, for the symmetrical double step discontinuity shown in Figure 3.4, as a
function of s, and frequency. For these calculations. s, = 1.17 mm. ! = 1.0
cm. and all other dimensons are as in Table 3.8. The first number for each case

is calculated by mode matching. the second by the transmission line theory,
and the third number is from experimental results of Feldman [43].

S“ (dB L dgg) for
FREQ (GHz) || 5, =2.41 mm s, = 1.65 mm 5, =.626 mm | 5, =.353 mm
-10.8 £ -126 -17.6 £ -123 -13.9,. 56 -9.1 .53
.990 -13.2 . -125 -19.2 ;. -123 ~14.6 + 57 -9.6 ;£ 54
-11.2 -18.3 -13.7 -9.4
-6.8 ; -160 -13.1 . -157 -9.5,23 -52.21
2.025 -8.9,.-159 -14.7 £ -157 -10.1 . 24 -5.7.22
-6.9 -13.3 -9.5 -5.4
-8.6 ; 140 -149, 138 -10.7 . -37 -6.1,-32
4.005 10.8 £ 139 -16.5 138 |. -11.4,-37 -6.6 £ -33
-8.9 -15.3 -11.1 -6.6
-6.4,-179 -12.5 . -176 -89,10 49,11
8.010 -8.3,.-179 -14.0 . -176 95,10 53,12
-6.4 -12.6 -9.4 -5.2
-8.9, -141 -15.9,-133 -14.3 ;57 ~-10.7 . 59
12.015 -10.8 ; -139 -17.4,-133 -14.8 ;, 57 ~11.1 .60
-8.8 -16.4 -14.7 -10.3

Next, we consider a nonsymmetrical double discontinuity. shown in Figure 3.6.

This configuration may be used to simulate a linear taper. The results for this structure

were generated with the matrix theory given in Section 3.5. and are given in Table 3.10. In

this table are the propagation constants and characteristic impedances of the three lines, and
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the S-parameters of the discontinuity referenced to planes Nos. 1 and 2 as shown in Figure
3.6. In addition. Table 3.10 has a comparison to transmission line theory and a power check
of the mode matching results. The results indicate an overall agreement with the
transmission line approach. although it is difficult to say which approach is more accurate.
Finally. we consider a single discontinuity in the dielectric constant, strip width.
and substrate thickness, a diagram of which is shown in Figure 3.7. This case is one that
might be expected 1o occur when a microstrip printed on gallium arsenide must mate witha
microstrip printed on duroid board. Because of the difference in dielectric constants, it will
be necessary to have different line widths to maintain a 50 ohm line in each section. Some
typical S-parameter data for this configuraton are shown in Table 3.11, along with data for
a power check and the condition number of the matrix. These data are difficult to interpret
since the condition numbers are very large. and since the power check is off by about 0.06.
Both transmission lines are 50 ohm lines. so we expect a reflection coefficient of zero from
simple transmission line analysis. while we calculate a reflection coefficient of about -10 dB.
This -10 dB reflection corresponds to a value of 0.1 in the power check. Since the power
check is off by 0.06. it is difficult to get a feel for the accuracy of these resuits. If we
ignore. however, the higher-order modes. and look only at the results when a single mode is
used. we still have a reflection coefficient of about -10 dB. but now the power check and
condition number of the matrix are both satisfactory. It appears. the:efore, that

experimental work will be required to verify these calcy'ations.

3.8 Conclusion

In this chapter we have analyzed a number of discontinuities by using a
combination of the spectral Galerkin technique to generate modes and mode matching to
find the scattering parameters of the discontinuity. In general. our resulls have been close
to what was expected. but it proves difficult to use this technique to give highly accurate

results. The factors that limit the accuracy include the small number of waveguide modes
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Table 3.10. Results for the taper simulation shown in Figure 3.6. For these calculations,
h =508 mm b=6.09 mm.t=0.7874 mm.€, =2.2,and ! = 1.0 cm.

10 GHz 12.5 GHz 15.0 GHz
s, =1.17mm B8, (rad/m) 288.2 2618 4359
Z,, (Q) 52.14 52.07 53.28
5, =1.65mm B, 291.2 365.7 440.8
Z,s 42.63 43.11 43.67
5, =2.41 mm B, 294.36 269.9 4459
Z, 34.86 35.30 35.79
Transmission S, -1495,-154 | -19.76 £ 122 | -15.81,-146
Line Sa -0.14 26 -0.05,-59 | -0.12,-146
Theory S22 -14.95, 26 -19.76 £ -59 | -15.81, 34
dB ; deg
Mode Su -12.78 £ -152 | -17.61,114 | -12.94 ;-143
Matching Sy ~0.23 £ 26 -0.76 ( -58 -0.18 ;£ -146
22 -12.78 £ 23 -17.61 . -51 -13.94 ; 31
1812+ 18,12 1.00000 0.999998 0.999999

Table 3.11.

Results for a step discontinuity in €, . t, and s. For these calculations h, =
0889 mm. h, =0953 mm.b=127mm.¢, =0.127 mm., = 0.191 mm, 5, =
0.042 mm, 5, = 0.298 mm. €, =123, €, = 2.2, freq. = 20 GHz. These calcu-
lations were made with 2 basis functions and 50 spectral terms. and
Zo, =2, =500Q.
Number Condition
of Modes S" (dB Ldg&) Sz] (dB Ldeg) ISl1|2+ ls:l|2 Number
1 -9.92 , 180 - -46,0.0 1.00000 26
2 -11.69 £ -175 -08,-2.2 1.066 6240
3 -11.67 £ -175 -.01,.-2.0 1.066 6790
4 -11.67 £ -172 -02,-3.2 1.063 6800

TR Py~
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one can calculate with the spectral Galerkin technique, the ill-condition of the set of matrix
equations, and the necessity of calculating a small junction capacitance in the shadow of a
comparatively large reflection coefficient.

If this method is to be refined to yield more accurate results. we have to find a way
to generate a large number of very accurate waveguide modes. In the next chapter. we
consider an alternate method of generating these modes, in an effort to increase the accuracy

of the mode matching method. Let us now turn our attention to the singular integral

equation technique.
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CHAPTER 4

THE SINGULAR INTEGRAL EQUATION TECHNIQUE

4.1 Introduction

The singular integral equation technique is an alternate method of finding modes in
printed circuit waveguides. This method was first suggested by Mittra and Itoh [5]. and has
since been expanded upon by Omar and Schunemann [44.45). Its chief advantage over the
spectral Galerkin method is its very bigh degree of numerical efficiency. requiring, by
comparison. very little computer time. Its disadvantage, however, is that it is a much more
difficult method to derive and implement. requiring a great deal of effort to derive the
matrix equation.

In this chapter, we outline the work of Mittra and Itoh and expand upon it by
calculating a larger number of terms in certain series as well as a larger matrix size. In
addition, we compare these results to those obtained with the spectral Galerkin technique

presented earlier.

4.2 Overview of the Method

In this section we outline the singular integral equation technique as applied to the
microstrip. and as explained in [5]. Since the method is somewhat involved. we omit a
number of details here that are included in [5]. In spite of this. we include sufficient detail
to demonstrate the reasons for the increased efficiency of the method.

Consider the shielded microstrip structure shown in Figure 4.1. We may write the

fields in the two regions, denoted by i, as a sum of TE and TM components. This leads to

k,Z - 32
£, =28

g 3 /¢ e~ bz (4.12)

L' =, ¢ e 1M (4.1b)

®
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H/i) = - Z XV YlleiB: (4.1¢)
for the TM fields and
22
H,=j -’-(—'—B—ﬁ— Yl le=ibe (4.2a)
Bt == 25 2 XV, gk (4.2b)
HM =g yh)e=ibe (4.2¢)

for the TE fields. In these equations 8 is the propagation constant in the Z direction, ¢’
and Y*) are scalar potentials for the E and H fields. respectively, and the subscript t
indicates the transverse direction. The scalar potentials each satisfy a two-dimensional
Helmholtz equation as in Equation 2.2 of the spectral Galerkin approach. where
k, = w\/-y.o—e,- is the propagation constant of the medium in regions 1 and 2. By satisfying

the boundary conditions on the side and top walls, we expand the scalar potentials as

Y = nzl A*) sinh a{My cos k, x (4.32)
VARES ni;l B sinh a® (h —y ) cos ky x (4.3v)
g = nzl A,™) cosh aVy sin &, x (4.3¢)
Y= ni;l B.*) cosh o/ (h —y ) sin k, x (4.3d)

where

—_— (4.4)

alV =k + B2 —¢ k2 (4.5a)

D

D

»
)
Y
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b

a® = &7 + g7 - k.2

and k, = w1, €, .

We may now apply the boundary conditions at y = d, which is the interface of the

two regions, to obtain

where

b — -~
2 A cosk,x =0, 0<x <t

‘n =]

3 Al k, P, (B) cos k, x

n =1

-Y A" kT, (B cosk,x =0, t <x <L

n =]

o — - -~
2 Ak, sink, x

n =]
~ ¥ A"k, sink,x =0, 0<x <t
n=1
Z Zn(' )Qn (B) sin k-nx
n =1
- T AM W, (B)sink,x =0, t <x <L
n =]
(1 B2 (2
a € - o .,
P,(B)=€¢, —— cothaVd + A ~— coth /P (h —d)

k, 1-8°

n

- k, 1=¢
+82 — — o cothaP(h —d
[} TO!,.’I—BZC ot ( )

- -

—~ k, k
T,(B)=82% |— cothaVd + — coth &P (A ~
B)=8 —y coth & ;F-Tco ai?)( d)

n
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(4.5v)

(4.6a)

(4.6v)

(4.6¢)

(4.6d)

(4.7a)

(4.7v)
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kE, 1—¢
= - cOth P (R — d 4.7
Q. (B) ?"Q'y 1-3? coth a,?’ ( ) (4.7¢)
e ~B? k 3
= _ n (1) n (2) -
w. (B) T3 o coth a;1d + = coth a? (h —d) (4.7d)

and B = B/k,. This set of equations could be solved in their current form, but there would
be no savings in computation time, since no effort has yet been made to reduce the number
of terms needed for the summation. Let us now consider the method for doing so.

If we differentiate Equation 4.6a with respect to x and substitute the result into

Equation 4.6c. we obtain

T Al k, sink,x =0, 0<=x <t (4.82)
n =]
pM APk, sink,x =0, 0<=x <¢ (4.8b)
n =1

Next if we differentiate (4.6d) and rearrange, we find

f:l Ak, cosk,x =f(x), t<x <L (4.8¢)
ne
ilz,,(“lg,, cosk,x =g(x). t <x <L (4.8d)
ne
whex;e
fx)= MZI (@n AL + 5,3 cosk,px . (4.93)
glx)= zn (cm AL +d,, AM) cos k,y x (4.9b)
me
and

?

[ Pn(BW(B) ~ T ()0 (8)

T P(BW (B) =T (B)Q(B) (4.10a)
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A . W(B)—T(BW
o =, InOW B ~T(BW,(B) (4.106)
' PBWB -T (B (B)
e . ~P
_p 2B (B~ P (B0 (B) (4.100)
. P(BYW,, () = T, ()2 (B)
i =i | 1o POW.®) - T BB (4.108)
P(BIW(B)-T(BX(B
The functions P(B). T(B).Q(B). and W(B) are the asymptotic limits of P,(B). T,(B).
p 0. (B). and W, (B), respectively, as m — co. These are
P(B)=2¢ : (4.11a)
. T(B) =282 (4.11b)
. — €,
- Q(p) = =35 (4.11c)
.“ Bz
w(g)= +1 (4.11d)
-8 2
It turns out that a,,. b,,. ¢, . and d,, can be written in terms of expressions such as P-P,
and T-T,, . and that these expressions decay rapdily for large m. Thus, for example
P =P, ~2 |e-@m=1mdiL 4 g~im—isymn—~d )L (4.12)
for large m. Since these terms decay very rapidly. the @, .b,,, ¢, . and d,, coeflicients in
v Equation 4.9 also decay rapidly. Therefore. only a small number of terms are necessary for
5 the summations in Equation 4.8. This is the reason that the method is numerically very
: efficient.
- There is a standard method of solving an equation of the form of Equation 4.8,
Sl which appears in a number of texts [46-49], as well as in [5]. We therefore forego the
::j:,' detailed explanation of the solution, and instead quote the resuit from [S]. The solution to

. Equation 4.8 is the following matrix equation,

.........

:J‘ ¢.q.. '.q*q'.--‘-‘-_.‘.\- .
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mi::l(k‘, 8m = an Dy — M K, A

~E G0, 4N KN =0 p =12
,,f,:‘ (=Cm Dy = X K )AL (4.13)

+ Z (kq gn = dn Dgn -Yan)xn(h)=o q =12..

where §,,, is the Kronecker delta. As before. in the spectral Galerkin technique, the
solution for B is found when the determinant of the coefficient matrix vanishes.

Let us identify the missing terms in Equation (4.13). It turns out that

m=1
e, 2 P

mq °q
14
M, =— —1=° (4.142)

Nm =— g=0 (4.14b)

where P, is identified by

coskpx mzl
— =X P, cosqf (4.15)
coskx  ¢9=0
and
”r
d9
1L, = f (4.16)
0 /1 = ay = a, cosd
]' cos 0 40
* J1—a; —a;co 9. 9=0
L={ 1~ @ cos (4.17)
sin ¢ sin 6 40 _
f g =12.m-1
0 /1= 0a; = a, cos 0
T SN NN "'.'-'.'~‘.' .'-'.'~‘-' '_-"'3.-'-'."_-:":",-"-"'-'-": NSNS .‘-'.'-" RO
;‘;:,:.-},, N T T T A i N AXY s ‘\"". NN

*y "0 S0 %W Y
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“
-2 We note, furthermore. from Equation (4.13) that
P
" Sn =M, QI, —(Qa, — Wc,)E,
y = 18
N
:': Y. = Sm ~Nn QIg - (b, — Wd,, JE, (4.18b)
"' S -WiI,
; where
= sin k t
s=Y (W —W,)K, (4.19a)
n =1 n
& sin Ic t ‘
: Sn=Z IDM.KQ Qla, = (W =W, )} + X,(Q = Q, )M,,,l (4.19b)
y a=1

sm'=fls‘“k‘[on,,,{(g Q. Yo, — (W =W, ), } +K,(Q - anl (4.19¢)

n

and

aL T '\ﬁ—al—azcose'+\/1—al—az de’
I, = fln

- g (4.20)
e Van? o \E—a,—aZCOSO'—-\/I-—a,—az V1-a, —a;cos @

i E, = Z Ppgl, + PpoJ, (4.21)
2m? g=1

where

i . 1—a;—azcos 0 ++/1—a; - ‘o’

J, = ‘f In Vi-o -a a; —ap cos 8 40 (4.222)
e ° '\/T—a,—azcosy—\/l-—al—az \/1-a,-azcosel

t | imm—acas® + VTom e | singd sin’ a6

ns I, = f In Vi 1 T @ COS oy = ay sin g6 sin 8 40 (4.22b)

’ [
e k '\/l—a,—agcosﬂ-\/l—al—az \/l—al—azcose

-CRH Finally, the last two terms in Equation 4.13 that need to be defined are X, and D,,,. These




- e

are

2 j' coslzlx sinlz,,x dx

K"=T, sin 0

L
2 » — . cos® | . -
== 0 — k,x d

D [cos kyx qz=l P, singd =2, Y] sin k, x dx

where the variable 0 is defined by the coordinate transformation
cos TX = q + a, cos 6
L
and

me
a; =¥ |cos — =1

a, =Yz cosﬂTt+1

e SR Al i M A S A St A
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(4.23)

(4.24)

(4.25)

(4.26a)

(4.26b)

This completes the description of the final solution, which was stated in Equation 4.13.

The integrals shown in Equations 4.16 and 4.17 are well behaved, and can be easily

calculated with a numerical quadrature subroutine. The integrals in Equations 4.20 and

4.22. however, have an integrable logarithmic singularity at 0 = 0. We therefore ..ust use

a small angle approximation for cos 6" inside the logarithm in the region 0 < 0 < 0,.

where §, << 1, and use an integration routine in the region 8, < 8 <.

We now have only to calculate P,,. K, . and D,,. as shown in Equations 4.15,

4.23, and 4.24. In [5] these terms were calculated only to the second or third order. We

now would like to extend the work of [5] by calculating these terms out to the fifth order.

These are calculated in the next section.

4.3 Calculation of Py, K. and Doy

In reference (5], Mittra and Itoh calculated P, . K, and D,, to the second or third
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order. We would like to extend this work by calculating these terms to the fifth order. For
convenience, we repeat the equations from the last section in which these quantities were

defined. Hence.

cosk x

= Z P, cosgb (4.15)
cos k 1x =0
L - .2
cos kx sink, x
Ky = % f —_9_—lsin dx (4.23)
[ 4
_2 y cos 0
D,, == P in g6 ~ .
am = F [c sk,x q-1 singl~ P, Y] smk x dx (4.24)

The calculations of P,, and X, are straightforward. although somewhat tedious. The

results are

Pp=1
P20=201—']
Py =2a,

P30=4012"2(!1_1+2022

Py =8af —daf — da; + 1 + 12a,af — 2a

Py = 24afa; — 8aja; — da, + 6aj

P = 12ay0f = 2af

Py =203

Pgo = 16ai ~ 8a — 12a + 4a, + 1 + 48afaf — 12a,0f — 6af + 6as
P, = 64aia, — 24aia; ~ 24a,a; + 4a; + 48,05 — 6af

Ps; = 48012022 - 1201022 - 6&22 + 802‘

P53 = 1601021 - 2023

Y I
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Py, =2a} (4.27)
for Pp, . and

Kl = 0

K, = ay(1 + 2a;)

K;=adaf +2a; — 1 + 2af

K 4= a1~ 4a; — 4af + 2af + 8a} + 12a,0f)

Ks=0(1 — 4o, — 12af — 6af + 8af + 12a,af + 16a} + 48afai + 6a3) (4.28)

for K, . where ay and a5, were defined in Equation 4.26.
The calculation of D,, requires a rearrangement of terms, because the algebra
becomes somewhat involved above n=2. Proceeding from Equation 4.24, it can be shown

that

202 Azl m21 n=12....

D,, L LCyululy, =12 1 (4.29)
p=0g=0
where C,, is defined by
sinlz,,x cosI;,x nal
_._._E;— Zo C"P cos? 9 n=12... (430)
Sin— 4
L
and [, is given by
T
[ —singdco*10d8 g¢=0
0
qu = (431)

m
[ sing8sin 8 cos” 849 9 =12 p=0.12...
[$]

The elements C,, and [, are considerably easier to calculate than D,, . We obtain for C,,

Co=hr

C20=a, + 2

Cu=a
L[]
- e - . . - . b e L "= L T N R ) y = N T ~,
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C30=01—V2+2dz"’

Ci = ay + 4oy,

Ci2 =20

Cao = —V2—2ay + 2af + da}

Cg = —2a; + 4aja; + 12afa,

Ca =2af + 12008

Ca= 40‘23

Cso = V2= 2ay — 6ai + 4a + 8af

Cs1 = 205 — R2aja; + 12afa; + 2aa;
Cs2 = —6af + 12aaf + 48afa?

Csy = 403 + Rayaf

C54 = 8(134 (432)

and the values of I, are listed in Table 4.1. By using this method of generating D,, . we
reduce slightly the efficiency of the program, by introducing a double summation over p
and q. We save. however, a great deal of algebra that would otherwise have to be carried
out by hand. so it seems like a small price to pay.

Now that the singular integral equation technique has been formulated and

exiended to the fifth order. we consider some results in the next section.

Table 4.1. Values of [, as defined in Equation 4.29.

-~

DI N T S
. o " st et "t
RIS I M PRSI

I 2 3 4
q0 0 -3w/8 0
1 /8 0 w/16
2 0 m/8 0
3 /8 0 3m/32
4 0 m/16 0




4.4 Results

The propagation constant of the dominant mode of a shielded microstrip. as shown
in Figure 4.1, was calculated with the singular integral equation technique. A comparison
is made to results generated from the spectral Galerkin technique, and to the results from
Mittra and Itoh {5). These data are shown in Table 4.2 for three different frequencies. We
can make several observations about these data.

It is clear that there is very good agreement between the calculations using the
singular integral equation technique and the spectral Galerkin technique. We note,
furthermore. that the results are in agreement to within about four significant figures. This
extends somewhat the accuracy achieved by Mittra and Itoh, whose results are shown in
Table 4.2. This increase in accuracy is due to the larger matrix size that was used in our
calculations.

The excellent correlation between the results generated by the singular integral

equation and spectral Galerkin techniques is noteworthy because the two methods are of

Table 4.2. Calculation of the dominant mode propagation constant or shielded microstrip
as shown in Figure 4.1. These calaculations were made with the singular in-
tegral equation (SIE) technique and the spectral Galerkin (SG) technique. The
notation 2X2 indicates the matrix size in the SIE technique. while the notation
2/50 indicates that two basis functions and 50 spectral terms were used in the
SG technique. For these calculations, h = 2.0 mm. L = 1.75 mm, t =d = 0.5
mm, and €, = 9.0.

B (rad/m) at
10 GHz 20 GHz 30GHz

SIE, 2X2 | 525.574 1094.59 1685.50
this 4x4 | 530.007 1108.09 1713.74
- paper 6x6 | 530.042 110825 1714.26
10x10 | 530.065 1108.38 1714.61
SIE. Mittra ~ 2x2 | 530. 1100. 1710.
and Itoh [5]  4x4 | 531 1115.  1740.

SG. this 2/50 | 530272 1108.94 1715.56
paper 5/100 | 530.166 1108.66 1715.10
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very different natures. It was not clear. based on previous work, that the spectral Galerkin

technique could be used to generate the dominant mode propagatior constant to such a high

A
R

degree of accuracy.

AR
10 8]

An attempt was made to calculate higher-order evanescent modes with the singular

','l

integrai equation technique. This. in theory. is easy to do by changing the propagation
constant from purely real to purely imaginary. In practice. it turns out that the
. determinant function that must go through zero is ill-behaved, and does not have any clear
zeros. Thus, the method doesn’t seem to work for evanescent modes. One explanatin for
this result could be that we have only calculated enough matrix elements to fill a 10x10
matrix. We could, of course. have calculated more elements, but the amount of algebra

required 10 do so tends to become very large. very fast. This places a practical limit on the

matrix size.

4.5 Conclusion

. Although the original goal of the singular integral equation technique, that of
finding higher-order evanescent modes. was not met. we did achieve excellent success in
- verifying the propagation constant of the propagating modes. In doing so. we have
-_ demonstrated agreement between two very different methods, the singular integral equation
- method and the spectral Galerkin technique. to four significant figures in the final answer.

[ This degree of accuracy is very high, given the complexity of the calculation and the very

different natures of the two methods used for the comparison.
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CHAPTER S

COPULED-MODE ANALYSIS OF MULTICONDUCTOR MICROSTRIP LINES

5.1 Introduction

Recent advances in microelectronic packaging have generated a number of difficulties
associated with interconnections between VLSI logic devices. These interconnections are
typically made with large numbers of microstrip lines that run parallel to each other. It is
possible, under certain conditions. that a signal propagating on one line can couple to other
lines. This cross-talk can trigger false signals on nearby lines. Therefore, it is important to
fully analyze multiple microstrip lines, in order to determine the performance of the
overall system. These cross-talk problems become more serious as switching speeds and
packing densities are increased.

Coupled microstrip lines have been analyzed with several different methods
[6.7.50.51]. More recently, multiconductor transmission lines with more than two lines
have received some attention [52.53]. These analyses, however, are all based on a quasi-
static approximation which is valid only for digital devices with switching speeds in the
order of one nanosecond. When the rise time of the switching pulse is reduced to hundreds
of picoseconds. the spectral content of the pulse contains higher-frequency components.
Since quasi-static approximations break down at high frequencies. a full-wave analysis of
multiconductor microstrip transmission lines becomes necessary.

The configuration under study is shown in Figure 5.1. It is composed of five
microstrip lines, each of the same width and strip separation. In this chapter we would like
to demonstrate, using a frequency-dependent analysis. the mechanism whereby current that
is excited on one line is transferred to other lines. We begin with an analysis of the modes

of propagation on the line.
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Conducting Strip

€ €Ml !

/ / / /7 4 K4 / t
Ground Plane

Figure 5.1. Configuration of microstrip with five lines. For these calculations. t =25 = 1
mm, 2s5; =0.2 mm.and ¢, =10,
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5.2 Calculation oi Modes

In a multiple microstrip configuration with N strips, there are N modes of
propagation down these lines. In order to analyze the crosstalk and propagation delay of
these lines, the propagation constant for each of the N propagating modes is needed. The
method we use for this calculation is the spectral Galerkin technique. described in Chapter

2. By making a number of alterations. the same theory can handle multiple lines as well as

a single one.

We begin the analysis with the matrix equation generated by the spectral Galerkin
technique for a single shielded line. This equation was given previously in Equation 2.16.
for the configuration shown in Figure 2.1. In order to remove the top wall, we make a
modification in the spectral Green's function. This is done by replacing the short circuits in ‘
the equivalent transmission lines. at y = h - d. shown in Figure 2.3. with matched loads.
The side walls. on the other hand. are removed by moving them far enough away from the
strips that they have no effect. Care must be taken. however. not to move them too far
away. since the number of spectral terms required for this calculation can become large
with wide side walls.

All that remains now is 10 generate a reasonable set of basis functions for the
current on the lines. We choose 10 build our basis functions up from a set of functions that
would be suitable for finding the odd and even modes in a microstrip containing only a

single strip. These building block functions are

£ (x)= SO (G - Nmlx/s +1)) sin ((i —2)m(x/s + 1))

—_— N, (x) = —_—
Vi=(x/5 2 V1—=(x/s )2 (5.1) .
£ (x)= S8 (i =¥Y)mw(x/s +1)) n ()= sin(i m(x/s + 1)) .
Vi=x/5 ) V1=(x/5 2 o
[
We note that £,, and 7, are the same basis functions used for the even modes in a single =

line in Chapter 2. These were given in Equation 2.22 and shown in Figures 2.6 and 2.7.

AL Ay gty

We now take advantage of the symmetry inherent in the structure 1o find basis
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functions that are either even in J, and odd in J, . or odd in J, and even in J,. Although

the method that follows is general for N lines, we show as an example the basis functions

used for five lines as

N,

Jz(x)= Zic'j P,'J'(X)

j=li=1

N‘
)= 33 d, 0, ) . (5.2)

j=li=]

where, for even J, and odd J,

P(x)=¢,(x)

Pru(x)=6,(x +q)+&.(x —q)
Po(x)=¢&,(x +q)—£,(x —q)
P,(x)=¢&.(x +2¢)+¢&,.(x —2¢)

Pi(x)=¢,(x +29) =&, (x —29)

and for odd J, and even J, .

P,(x)=¢,(x)

Py(x)=¢,(x +9)—&:(x —q)
Pyx)=§,(x +q)+ &, (x —¢q)
Pa(x)=¢&,(x +2¢) =€, (x —2g)

P,(x)=¢,(x +29)+&,(x —2¢9)

where

q =2(’ +Sl)

0:(x)=7,(x)

Q:(x)=n,(x +g)+n(x —g)
0:;:&x)=7n,(x +¢)=n,(x —¢)
Quilx)=m,(x +2¢) +n,i(x —29)

Qs (x)=7,(x +2¢) =71, (x —2q) (5.3a)

0.kx)=1,(x)

Qr(x)=mp(x +¢)~1n,(x —¢q)
Qulx)=mn,(x +¢g)+7,.(x —q)
Qalx)=m,(x +2¢) =7, (x =2¢)

05, (x)=m,(x +2¢) + 7, (x —2g) (5.3b)

(5.4)

With these basis functions. we now search for the three even-mode and two odd-mode

propagation constants that satisfy Equation 2.16. Results showing dispersion curves and

comparisons to the quasi-static theory are presented in Section 5.4.
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Let us now turn to the coupled mode theory used to explain the transfer of current

between lines.

5.3 Coupled-mode Theory

When a single line of an N-line system is excited, one may consider this to be an
excitation of a linear combination of the five modes. whose weighting coefficients must be
determined. We may consider the integral of J, over an individual strip to be the quantity
that is coupled between the lines. Therefore, we carry out a procedure similar to that
described by Bhartia and Bahl {54] for image guide couplers. For each mode. we find the

longitudinal current on strip i due to mode j as

L= [ 7, (x)dx  ij=1..5 (5.5)

strip

We consider an excitation of the first line alone to be one where the first line has a
magnitude of one and the others have a magnitude of zero at z=0. Therefore, we set up a

fifth-order linear equation to find the combination of modes that satisfies the condition

5 1 ¢
Zali=1o0i=2.5 (5.6)
/ =

where the a,’s are the unknown mode coefficients.
Once the mode coeflicients are determined. we may assume they propagate down the

five-line system, with their respective propagation constants and mode coefficients that were

calculated in the previous section. Thus,

5
:)=% a,1,e7P" (5.1

7 =1

where B, is the propagation constant of the j* mode. and /;(z ) is the current on the i ‘"

strip due to all j modes, at a distance z from the original excitation. This can be calculated

- « .
AR LA
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for each strip as a function of 2, and results are shown in the next section.

5.4 Results

Let us now examine the results obtained with the method described above. The first
step of the procedure involved calculating the propagation constants of the various
propagating modes associated with the configuration in Figure 5.1. We have calculated the
modes at 1 GHz for a three-line configuration using the spectral Galerkin technique. and
then we compare them to those of Chan's quasi-static approach [53). This comparison is
shown in Table 5.1. At this comparatively low frequency. the two methods are in excellent
agreement. At higher frequencies. however, the quasi-static method is expected to break
down.

This point is demonstrated in Figure 5.2, where the five propagation constants of a
five-strip system are piotted as a function of frequency. At low frequencies, the Eurves are
level., as would be expected by quasi-static theory. At higher frequencies. however, the
relative propagation constants squared are no longer constant, indicating that a frequency-
dependent theory is now necessary.

Next. we checked the convergence of the calculated propagation constants with
respect 10 the number of modes. These results. shown in Table 5.2. demonstrate a very
rapid convergence with respect to the number of modes and suggest that probably one basis

function of each type (N, = N, = 1) will be sufficient for most calculations.

Table 5.1. Comparison of propagation constants calculated by two different methods.
Shown here are the two even and one odd modes of a three-microstrip system
at 1 GHz, wheret = 2s = 1 mm, and 25, = 0.2 mm,

Spectral Galerkin | Quasi-static
B.(rad/m) 50.53 50.61
B.» 58.12 58.60
B, 52.80 52.88

L,
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Table 5.2.  Variation of the five propagation constants in a five line system with the
number of basis functions. For this configuration, t = 2s = 1 mm. 25, = 0.2
mm, and f=1 GHz.

= N\ Be 1 BLZ BL.'L gﬂl ﬁa"

1 49.86 | 50.83 | 60.50 | 49.97 | 53.58
2 49.45 | 50.77 | 60.40 | 49.75 | 53.57
3 49.42 | 50.77 | 60.40 | 49.73 | 53.57

In order to get a physical feel for the shape of the five modes, we have plotted J, as
a function of x over a cross section of the strip for each of the five modes. These are shown
in Figures 5.3-5.7 for N, = N, =1 and for N, = N, = 3. We note that for most of the
modes. we may obtain a very reasonable representation of the currents with just one basis
function of each type.

Finally. we demonstrate the coupling of current from one strip to the next. In
Figure 5.8, we present results for the configuration of Figure 5.1 at 1 GHz. and of Figure
5.9 at 10 GHz. We start with a unit excitation on the first strip and note that the current
on the first strip very rapidly decreases, while the current on the other strips rapidly
increases. Thus. when microstrips are closely spaced. the coupling between strips is

predicted to be quite severe.

5.5 Conclusion

In this chapter, a frequency-dependent method of calculating the coupling between
a large number of parallel microstrips has been demonstrated. Using this method. it has
been shown that coupling between closely spaced lines can be quite severe. This bas
significance in the area of VLSI interconnectivity, where parallel microstrip lines are packed

as densely as possible.
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z in free-space wavelengths

Figure 5.8. Variation of /° with zat 1 GHz for each of the five strips.

§ I 1_4 |

Figure 5.9.

z in free-space wavelengths

Variation ol /  with z at 10 GHz (or each ol the five stirips.




T TT Wy Sw e Wl e W] -

88

‘ ) CHAPTER 6 X

SUMMARIES OF OTHER ACTIVITIES AND IMPORTANT RESULTS

Other activities in this effort that have been reported previously in various technical

l- j' [

reports have included the study of coplanar transmission lines [55. 56] and fin lines (57, 58]

and the investigation of dielectric antennas for millimeter-wave imaging applications {591 :{
In addition. a study of planar waveguides and components for millimeter-wave integrated
circuits has been carried out [60]. In Ref. 60, the problem of discontinuities in planar
guides has been treated using the generalized variational method and the conjugate gradient
technique.

Summarizing the important results, we have shown that the spectral Galerkin
method is useful for calculating the evanescent as well as propagating modes in a shielded
microstrip. We have demonstrated that the accuracy of these modes is quite reasonable; the :"'.
field distributions corresponding to these modes have been plotted to provide a physical
insight of their structures.

Next, these modes have been used in a mode-matching analysis to calculate the

~
scattering from discontinuities in various microstrip configurations. Again, reasonable ﬁ:.:
results have been obtained for single and cascaded discontinuities; however, the problem of :
accurately calculating the junction capacitance has presented some difficulties that have yet .
to be overcome. "

We conjecture that this is due primarily to our inability to calculate a sufficient
number of modes with enough accuracy, as evidenced by our check on the orthogonality of

these modes. In addition. the matrix generated by these modes was also found to be ill-

-‘)‘1"7',' | A S

conditioned.
Next, we investigated an alternate method. viz., the Singular Integral Equation X
RS
technique, for calculating the modes in a shielded microstrip line. The calculated values of -i..
l" -

.
-

the propagation constant of the dominant mode were in agreement to four significant

1
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figures. with results generated with the spectral Galerkin technique. This degree of
accuracy is exceptional. because the two methods that are being compared are quite
different. An attempt was made to calculate evanescent modes using the singular integral
equation technique, but these modes were not found. One possible explanation was that the
size of the matrix we could use was too small. Using a larger matrix was not practical
because the complexity of the matrix elements increases rapidly with matrix size.

The generalized variational method and the conjugate gradient method. both of
which are iterative lechniques, have been employed 1o derive the solution to the
discontinuity problems in planar guides, but they have also yielded only limited success in
terms of the realized accuracy of the results. Thus, our conclusion is that further effort in
this direction is critically needed.

Finally. the dielectric antenna we have developed has been demonstrated to be
useful as an array element of an imaging system at 80 GHz and 220 GHz. Again, a

monolithic imaging system would be better suited for this purpose and it would be

worthwhile, in the future, to investigate such a monolithic system.
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