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Abstract

This thesis provides a foundation for future research on the use of color,
typography, and graphics to improve readability. Articies from the broad
fields of education and psychology, as well as from the fields of journalism
and printing, have been reviewed for research relating color, typography, and

graphics to reading ease, speed, or comprehension. The most relevant

articles reviewed are presented in an annotated bibliography; the remaining
articies are also presented in a bibliographic format.

Tnis literature review indicates that recognition and recall of printed
naterial may be improved through the use of headings, underlining, color,
ar 3, zspecially, 1Hustrations. Current research suggests that individuals
anremember pictures far longer than past research indicates. However,

-~eaohers gre divided on the usefulness of illustrations to improve
reading comprenension. On the other hand, reading comprehension can be

i, weed through the use of statistical graphs and tabies if the reader is

-

soooetuy (ramned in the use of these devices.

30 factors which influence the ease and speed of reading but are
cective amproving recall or comprehension are type style, type size,
t..owadth, ine length, multipie column formats, or typographical
¢ ~znemenis other than the horizontal style of printing.
Furiher research on the interaction between language, color, typography,

g grapnils is needed. More specifically, research needs to be conducted on
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the combined use of ianguage, color, typography, and graphics to improve
reading ease, speed, and comprehension. Research also needs to be
conducted on the readability of written text appearing on computer monitors
and in computerized dot-matrix print.
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A SYNTHESIS OF RESEARCH ON COLOR, TYPOGRAPHY,
AND GRAPHICS AS THEY RELATE TO READABILITY

. Overview

General Issue

An ‘information explosion has accompanied the technological advances
of the past several decades. The number of scientific journais published
today exceeds 100,000, and the number of scientific papers published is
double this (Martin, 1981:95). It has been estimated that the “sum total of
human knowledge” has been doubling every five years since the 1970s
(Martin, 1981:95). Advances in computer and communication technology
have made it possible for managers, scientists, and educators to access
numerous articles of interest and to recefve these articles within minutes.

Although technology has increased the availability of information, the
basic problem of readability remains. Concern over readable literature is
shared by many in both industry and government. Readability studies in

industry have led to simpler language in bank notes and 1abor agreements
(Siegel, 1980:42-43; wWalker, 1981). Government readability studies have
led to improvements in both thé structure of forms used by many social
service agencies and the language used in those forms (Sfegel, 1980:42-43).
At the same time, the Department of Defense is applying readability

research to the analysis of technical data used by technicians.
For example, the target reading level specified by the Department of
Defense for most technical manuais is the ninth grade. Studies have




found, however, that these technical manuals are written at the 12 tol4th
grade reading level (Wojcicke, | ©79:7- 8). This reading grade level is
appropriate for someone with an 1Q of 120 or more, and it is estimated that
“only 12 percent of the general population™ possesses an IQ of this
magnitude (Wojcicke, 1979:8). Since the mean IQ of high school graduates
is estimated to be 110; then, according to readability research, most of
these technical manuals are incomprehensible to those that must use them
(Wojcicke, 1979:8).

A further problem appears when we consider that readability research
appears to focus only on the verbal attributes of text to measure and
improve both reading speed and comprehension. That is, studies in
readability may focus on the use of active versus passive voice or the
structure of text, while readability formulas tend to focus on measures of
word choice and sentence iength to determine the readabiltty of text. The
physical characteristics of the letters themselves, or the text as a whole,
are ignored. in addition, the contribution of visual material, graphs and
illusirations for example, to the comprehension of written text is generally
neglected in readability research. Studies in these latter areas are usually
conducted by experts in the fields of typography and graphics.

Why study legibility and graphic illustration if writing, as it has
(raditionally been taught, is the process of choosing the right words and
s.ructure with which to communicate a written message? John Harris, in
ii1s article on the expanding definition of technical writing, provides some
'nsight on the need for a broader view of writing. Harris suggests that the
term ‘communicator’ is more comprehensive in its description of the job of
technical writing than is the simple term ‘writer’ (Harris, 1978:136). He
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goes on to recommend

That a communicator, to be good at the job, should be able to choose and
use the best medium for the message, the purpose, and the audience.
That medium may be written text, photos, drawings, tape, film, or
mockup. He should choose the medium on the basis of what is the best
medium rather than making the decision by default by writing standard
text because that is the one that he knows how to do. (Harris, 1978:136)

This philosophy might well be employed in writing for business and for
government as well as in the field of scientific and technical writing. In
fact, modern word processing and printing technology may be further
expanding the role of the communicator to include the field of typography.

Although not directly involved in the typesetting process, the
communicator may now experiment with different typographical formats to
observe their effect on the final document because many modern computers
can produce typography that approximates the product of automated
typesetting machines. Examples of highlighting techniques available for use

on one computerized word processing program are shown in Figure 1.

This is an example of boid print
This is an example of bold italic print

THIS IS AN EXAMPLE OF SMALL CAPITAL LETTERS

Figure 1. Highlighting Features Available on 3 Word Processor.

Ty




Statistical information has been, and still is, presented in the form of
tables, graphs, or diagrams. An author who formerly gave statistical
! information to a graphics artist for development into a suitable
presentation can specify the presentation format he desires. The computer
i will automatically draw the graph or diagram to scale and, in most cases,
label the data points. Thus, the author can quickly determine which
presentation best fits his article. The three-dimensional vertical bar chart
shown in Figure 2 was produced on a graphics package, aithough this type of

graph can be produced automatically on some systems.
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Figure 2. Example of a Three-Dimensional Vertical Bar Chart .

Technical writers can also incorporate !ilustrations and layouts, once

the province of the graphic illustrator, into the text using word processors




t with graphics packages. Many modern computer systems possess graphics

capabilities that, when used with the appropriate computer programs, can

! produce high quality illustrations such as those shown in Figure 3. Some
word processors even allow for the use of color in text and graphics. In

‘ addition, advances in optical scanner technology allow individuals to

copy pictures within their text. All of these features allow the author of an

article to determine which illustrations contribute to his text and their

. optimal placement within the text.

Figure 3. Examples of 11lustrations Produced with a Graphic Arts Package.

Perhaps the most significant capability of current word processing

programs is the ability to move, or "cut and paste,” data and text within a L




page or document. This allows the communicator to experiment with
different layouts. In fact, computer sottware is currently avatiable which
will allow the user to setup and print newspaper style copy. The only
feature which many word processing programs seem to 1ack is the ability to
make fine adjustments to word and line spacing.

Technology exists, therefore, which allows an individual to become the
author, illustrator, and editor for his material. By using this technology, a
communicator can improve the readability of his material through the use of
language, graphics, and typography. Before this improvement can happen,
however, the communicator must understand how these diverse fields of

research fit into the concept of readability.

The premise of this thesis is that readability resuits from the
synergistic, or combined, effects of language, color, graphics, and
typography, and that any research in readability must include research
fircings in color, typography and graphics if sultable guidelines for written
communication are to be developed. Broadening the scope of readability
roQuis 05 the researcher to review numerous articles, acluding many outside
of the researcher's field of expertise. Unfortunately, many researchers do
not have the time for such an expansive review of the literature.

As previously stated, over 100,000 sclentific journals are pubiished
arnually. Such numbers prohibit most individuals from the timely review of
a:’ tne literature on typography and graphics that may have some impact on
trieti work as communicators. Meanwhile, researchers, possibly due to time
cerstraints, may read only those journals in or close to their field of
endeavor. Thus, researchers may overlook literature appearing in journals

outside tnetr primary field. A synthesis of research findings in color,
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typography and graphics, as well as in color, 1S needed to supplement
current readability research and to provide a basis for future research in
readability.

Problem Statement

There is no useful synthesis of research on the relationship of color,
typography, and graphics to readability, defined in this thesis, as that
quality of text which allows the reader, under normal conditions, to easily
identify letters, words, and characters in the text and permits the reader to
quickly and correctly comprehend the meaning of that text.

Research Objectives

This research has two objectives. First, | identify and present in
bibliographic format all research articles, since 1900, which deal with
color, typography, and graphics as they relate to readability in the broad
fields of education, engineering, and psychoiogy.

Second, those articies which are particulariy relevant to readability are
summarized in an annotated bibiiography.

Methodology

Method of Research. Inasmuch as the purpose of this thesis is to

synthesize research on the relation of color, typography and graphics to
readability, a thorough search of all relevant literature was conducted. The
review focused on those hypotheses which will further additional research
in this area.

The literature review in this thesis provides future researchers with a
summary of proposed hypotheses relating color, typography and graphics to
the concept of readability. An outcome of this summarization process may

A A AN ki BB 20 BT i Bt S A N Rl Maal 2Rl S B ————




be the discovery of new problems and research initiatives by future
researchers based on their readings of this summary and of past research.

Description of Sample Population. The articles to be reviewed will

come from a broad spectrum of research fields which contain studies of
color, typography and graphics: education, educationai psychology,
cognitive psychology, experimental psychology, communication, advertising,

journalism, computer science, graphic arts, commercial art, and ergonomics.

Description of Sampling Plan. Because such a large number of

articles are published annually in the areas mentioned above, time did not
allow for a thorough review of every article. Only those articles which
specifically related research findings about color, typography, and graphics
to readability were included

Plan to include articles from one field only of articles from the last ten
years only were rejected because they limited the scope of the research too
severely and eliminated one major benefit provided here. This thesis
establishes the framework for an ongoing effort.

verinitions and Guidelines. Prior to establishing the guidelines to be
used in identifying relevant articles, an operational definition for the
concept of readability was developed.

Readability. Thomas Huckin defines “writing as readable’ to the
cxtent that its meaning can be easily and quickly comprehended for an
interded purpose by an tntended reader operating under normal conditions of
slertness, motivation, time-pressure, etc.” (Huckin, 1983:91). Combining
this definition with the expanded definition of writing presented by Harris,

we can form a tentative operational definition of readability as follows:

..........................
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writing is readable if the overall presentation of the text allows the
reader, operating under the “normal conditions of alertness, moti
vation, time-pressure, etc.,” to comprehend that text quickly and
correctly, and to recall at a later time the meaning of that text.

For the puposes of this thesis, the overall presentation of text
represents the combined effects of language, color, typography, and
graphics.

Typography. Typography, for the purposes of this research, is the
study of any factor which may affect the physical appearance of the text.
These factors include, but are not limited to, type style, type size, line
width, isolation techniques (highlighting or underiining), leading (spacing
between words or lines), and the use of justified (even) versus unjustified
(uneven or ragged) margins. Typography may also include the use of titles,
headings, and indentation as cueing techniques, as well as the use of white
(blank) space to affect the appearance of the text.

Graphics. Graphics, on the other hand, tncludes the use of visual
presentations in the form of graphs, tables, diagrams, line drawings, and
photographs. While other forms of graphics may exist, this thesis research
restricted itself to the aforementioned five visual presentations.

Color. Finally, color was considered as a separate category for this
thesis. Although color can be considered an element of typography due to
the fact that it changes the physical appearance of the page or pages in
which it appears, color research is, and has been, conducted in both the
fields of typography and graphics. For that reason, it deserved separate
mention.

Articies Reviewed. The articles reviewed were limited to those

-
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focusing on the relationship between color, typography, or graphics and
reading ease, speed, or comprehension, which, herein, will collectively be
referred to as reading performance. Studies conducted solely to determine
reader preference for certain typographical styles or visual presentations
and having no relation to reading performance were generally excluded
from this study. Comparisons between type styles for reader preference
only is an example of the type of study which was excluded.

The study of imagery, when not appiied to actual research involving the
use of visuals, was aiso excluded from this research, as were color studies
that did not address some aspect of typography or graphics and relate them
to reading performance.

The basic guideline for including any research in this thesis effort was
the direct applicability of the factors being studied to the task of
communicating. While physiological and psychological concepts may be both
interesting and important to the principle of readability, they require the
communicator to have some specialized knowledge in the area of physiology
or psychoiogy. The studies recognized in this thesis «llow the reader to
identify both the experimental conditions and the results and to make some
generalizations upcn which guidelines may be based. The reader may also
identify some methodological problems and propose new directions for
recearch,

Percetved Problems In the Proposed Study. Two problems that hamper

ridch graduate research are the lack of time and the scarcity of resources.
For this study, resources consis.ad solely of the books and journal articles
needed for a careful review of the literature. It was anticipated that some

iiterature of sigmficant interest to this study would be unavailable in the

10
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local area and would have to be ordered.

The time available to the author was spent organizing the research,
ordering the needed resources and thoroughly reviewing those articles
identified as being particularly relevant to readabiiity. in this manner, a

good foundation for future research was established.

Presentation of the Material

Chapter 2 of this thesis discusses prior research in readability including
a brief consideration on the development of readability formuilas. The
research conducted on readability formulas represented an attempt by
researchers to measure readability and to develop guidelines based on the
findings of their research. Future communicators may wish to expand these
formulas to include measures of color, typography, and graphics. The
formulas, however, must still contain linguistic mearsures. Therefore, the
user of any formula must still understand how the linguistic measures came
about, and Chapter 2 gives that explanation.

Chapter 3 reviews the research on color, typography, and graphics as
they relate to readability. Research summaries are divided into these
categories: color, graphs/tables/diagrams, typography, or illustrations.
Conflicting research findings are pointed out whenever they occur. The
chapter ends with some conclusions based on the review of the literature
and some recommendations for future research.

Chapter 4 contains both the annotated and nonannotated bibliographies.
As in Chapter 3, the articles will be categorized under color, graphs/tables/
diagrams, typography, or illustrations.

i1




I1. ALiterature Review of Past Readability Studies

Readability Defined

Perhaps the simplest definition of reaaability is "the quality or state of
being readable” (Wojcicki, 1979:6). Unfortunately, this definition does not
define “readable,” which can cover a range of meanings from “the ability to
recogrize words™ to “the ability to comprehend the meaning of the text.” A
number specialists in written communicaticns prefer to further qualify
trieis gefinitions of readability. For example, E. D. Hirsch, Jr., defines
roadability by the time and effcrt needed when, "assuming . . . two texts
convey the same meaning, the more readable text will take iess time and
effort to understand” (Hirsch, 1977:85). More recently, Thomas Huckin
ovserves that “writing is ‘readable’ to the extent that its meaning can be
easity and quickly comprehended for an intended purpose by an intended
reader operating under normai conditions of alertness, motivation, time-
nressyre, etc” (Huckin, 1983:91). These three definitions reveal a
noosression in the field of readability from one whnich iacks specific

a0 hon Yo one in which goals and conditions are specified.

ihe need for Readability Studies

“rere ace two Inseparable functions in the process of written
Toromgrication: reading and writing. According to Rudolf Flesch, "a writer
st <now how people read, what are the matn sources of reading errors,
2nd wiai can be done to possibly forestall them™ (Flesch, 1974:200). That
'S, 1f 3 writer understands the process of reading, he can structure his

writing to neip the reader avoid the conflicts that usually arise from

12
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reading poorly written material. Flesch cites ihe benefits of "extra
readability” In the following passage from his book, The Art of Readable

writing.

As | said 3 little while ago, if you do hit the right level, extra read
ability will usually pay a bonus. Highly 1 2adable stories and ads may
attract almost twice as many readers as others; highly readable books
may be read in almost haif the time. On top of this, your readers will
understand and remember better what they have read. To be sure, there
is much research still to be done on ali this, but the basic facts have
been proved. There Is no doubt any longer that increased readability is
worth the added effort. (Flesch, 1974:180)

Early Readability Studies

“People have probably been concerned with readability (or its parallel,
listenabiiity) since symbols first were used and recorded” (Klare, 1963:29).
George R. Klare cited the work of Irving Lorge when he observed that
religious writers, being “the most literate persons of their day,” were
among the earliest (around 900 AD.) to concern themselves with the
frequency of words in literature (Klare, 1963:29-30). They used a
“Trequency of occurrence” measure to distinguish between the usual
meanings found in ilterature and the unusual meanings that might
appear (Xlare, 1963:30).

The most significant occurrence in the pre-formula period, however, was
the publication of £ L. Thorndike's book, The Teacher’'s wWord Book, 1n 1921
(Klare, 1963:30) Thorndike's book tabulated the frequency of words
appearing in print. According to Klare, Thorndike's research “not oniy

influenced the teaching of vocabulary in the schools but aiso provided the
basis for the work of Lively and Presser in 1923" in deveioping the first
real readability formula (Klare, 1963:30).

13
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word frequency was not the only readabi’ity variable to be studied during
‘ this period. Professor L. A Sherman and nis students appear to be the

[ first to nave studied sentence iength in a guantitative context (Klare,
1963:31)  Among Sherman's findings was (ne fact that sentence iength

* nad teen reduced from S0 words during the Elizabethan period t¢ around 23
words at the tirme of his study in 1883 (Klare, 1963:31)  Sherman also

{ found that writers displayed "a remarkable consistency in the patiern of

sentence iengths they used” (Klare, 1983:21). Sherman's {indings made it
nossible to analyze a sampie of a fuli text with reasonable assurances to
the reseaicher that the resuits wouid apply to the full text (Kiare, 1963:31).
An applied psychologist, H. D. Kitson, Tound a practical use for the
research done on sentence length. He used sentence and word iength to
ara:yze the readability of advertising copy (Klare, i963:31). The work of
Sherman and Kitson provided a base for the application of sentence length

rese sl Lo ruture research in readability.

“eaoaniiity Formulas
v eneral, a readability formula provides an estimate of the reading
el seadad te understand the material in the articie or message being
s 5 <ed ceon Hull notes that "most of the formulas commenly used to
oot readability rely on some measure of sentence iength and word
cuityT THul, 1979 £-73). Developeis of resdabiiity formulas
—red taal the manipulation of sentence length and word difficulty
v prouuce changes in reading comprehension. These individuals, many :
vooanom are distinguished educators, ypothesized that the frequency of

coTta o words or phrases coula be used to determine a measure of reading ‘-

fo oy '
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For example, the earliest known formuia, developed by Lively and
Presser, gave weights to words on the basts of their frequency in the
sample (Klare, 1963:38). Another formula, proposed by A. S. Lewerenz, used
the number of words beginning with each letter of the alphabet to
compute his formula (Kiare, 1963:40). Lewerenz found that “ words
beginning with the letters 'w’, 'h’, and ‘D’ showed high frequency in simple
material, while those beginning with '’ and ‘e’ showed low freaquency”
(Klare, 1963:41). Early readabtiity formulas are discussed In detali in
George R. Kiare's book, The Measurement of Readability.

As previously stated, readability formulas tend to focus on unit
frequency and word difficulty (Kiare, 1963:37-80). That is, they measure
the frequency at which certain units of measurement, such as words,
appeared in the sample text. In addition, they measure word difficulty
against some index of difficulty. The specific technigues for measuring
readability, as shown in Figure 4, vary from formula to formula.

The four readability formulas to be discussed are those that appear to
have or have had widespread use in flelds outside of euucation. They are the
formulas of Irving Lorge, Rudolf Flesch, Edgar Daie and Jeanne Chall, and
Robert Gunning.

The Readability Studies of irving Lorge. The attractiveness of Lorge's

rormula is in the fact that it requires only three elements to compute
(Klare, 1963:53). Lorge’'s original formuia measured the number of hard
words (x4) and prepositional phrases (x3) in the sample, as well as the
average sentence length (x2) (Klare, 1963:54). A hard word is one which
does not appear in Edgar Dale's list of 769 easy words (Lorge, 1959:5).
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figure 4. The Most Commonly Used Measures in Vartous Readability
Studies. (56:74-80)




These measures are then applied to the formula Xj=.06 xo + 955 x3
+ 10.43 x4 to determine the readability index (Lorge, 1959:10).

The readability index, according to Lorge, “is an estimate of the reading
grade at which the average school child wili be able to answer about

SS per cent of the questions concerning detail, appreciation, import, vocab-
ulary, and concept with adequate completeness and correctness” {Lorge,
1959:1).

Lorge found that his formula tends to overestimate the grade level of
material read primarily for enjoyment, and underestimate material
requiring attention to specific details (Lorge, 1959:1). Yet, Lorge contends
that his formula provides a useful estimate of readability for both children
and aduits. One measure not provided by Lorge's readability formula is that
of human interest. This measure is considered in the work of Rudolf Flesch.

Flesch's Measure of Reading Ease and Human interest. Rudoif flesch was
one of the first to bring readability to the attention of those outside the
field of education and psychology (Klare, 1963:56). Because of the

aitention he brought to his formuia, it has become one of the most used

readability formulas in existence (Klare, 1963:59). Flesch's formula
consists of two basic measures.

First, Flescn's formula measures the reading ease of a sample passage by
measuring the number of syllables (wl) per 100 words, and the average num-
ber of words (sl) per sentence (Flesch, 1951; Flesch, 1974:247-249). The
resulting numbers are then applied to the formula R.E.= 206.835 - .846 wi
- 1.01S sl to determine the reading ease score (Flesch, 1974:250; Klare,
1963:59).

Second, Flesch's formula measures the human interest level of the text.
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Actually, this is "an estimate of the human interest that your presentation

(rather than your subject) will have for the reader” (Flesch, 1951:1).

Flesch uses the number of personal words per 100 words (pw) and the

L

3

v
v
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v
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number of personal sentences (ps) per 100 words to compute his human
interest score (Flesch, 1974:248-249). The resul*ing computations can
then be applied to the formula H. 1. =3.635pw + .314ps to find the
human interest scere (Flesch, 1974:251; Klare, 1963:59).

The Edgar Dale and Jeanne Chall Readability Formula. The Dale-Chail

formula consists of two elements of measure. The word factor measures
the difficulty of the word (x1) based on its appearance in Dale iist of 3000
i. words, while the sentence factor consists of the average sentence length in

words (x2) (Klare, 1963:60). These measures are then applied to the
formula Xcgp= 1579 x1 +.0496 xp + 3.6365 to determine areading

grade score (Klare, 1963:60). Dale and Chall's score reflects the ability of
a student to "answer one-half the test questions on a passage correctly”
(Klare, 1963:60).

i ounning “Fog index”. “The Fog Index is the reading grade level

required for understanding the material® (Klare, 1963:65). To compute the
fog Index, developed by Robert Gunning, two measures are necessary. The
fi~st is the average sentence length computed by dividing the number of
words by the number of sentences in the sampie (Gunning, 1952:36; Klare,
1363:63). The second measure {s the number of sample words containing
ree or more syliables (Gunning, 1952:36-37, Kiare, 1963.65). These are
summed and multiplied by .4 to get the Fog Index (Gunning, 1952:37).
Gunning ciassifies any material scored above 10 as difficult and any

above i2 as in “danger of being ignored or misunderstood™ (Gunning,1952:38).
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Gunning, like Flesch, Lorge, and others, warns writers against using the Fog
index as a pattern or formula for writing (Gunning, 1952:38). Readability
formulas, as viewed by the researchers themseives, are best used as mea-
sures of predicting the reading difficulty of a written passage, rather than
as a formula for achieving readable writing. Yet, many guidelines yor writ-
ing have been generated from these readability studies (Flesch,1951:25-27).
Criticisms of Readability Formulas. Aithough readability formulas have

had some success in estimating reading ievel, or reading difficulty, some
researchers believe that the measures used are not the true determinants of
readability (Huckin, undated:90). Some writing specialists believe that
traditional readability formulas fall short of being reliable predicters of
readability (Huckin, undated:7-8).

One specialist who disagrees with traditional reading formulas, Thomas
Huckin, questions the validity of traditional readability formulas because of
the absence of a reliable measurement of reading comprehension (Huckin,
undated:7). Huckin and others believe that readability research should go
beyond manipulation of surface variables and expiore 'he mental processes
involved in reading (Huckin, undated:91-92; Kiare, 1963:182-90). They
think that a better understanding of the mentai processes involved will
allow a reliable series of guidelines for writing readable literature.

Thomas Huckin has cited “four sertous shortcomings™ of readability
formulas. The first shortcoming is the lack of agreement between read-
abriity formulas on reading grade level (Huckin, undated:7). Huckin states
that applying two or more readability formulas to the same written passage
"frequently yields different readability scores, sometimes differing by as

much as 4 o 5 grades™ (Huckin, undated:7). He goes on to say, however, that
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readability formulas are useful in rank-crdering cifferent texts, or
different versions of the same text, according to their degree of difficulty
(Huckn, undated:7).

The second shortcoming that Huckin finds in readability formulas is the
absence of a factor to measure the reader's prior experience or task
dependency and the role these factors play in reading comprehension
(Huckin, undated:8). Huckin cites a study by Bormuth as one in which
factors existing in the real world were ignored (Huckin, undated.8).

The questionable reliability of readability formulas is the third
shortcoming that Huckin cites (Huckin, undated:8). He finds that “the high
correlations between the measured l1inguistic variables and the compre-
hensibility of a passage™ may be due in part to the use of an inappropriate
measure of comprehension (Huckin, undated:8). According to Huckin, a
“reliable and independent measure of comprehension” is needed to determine
reliability and that formula has not yet been developed (Huckin, undated:8).

The Tinai shortcoming that Huckin cites is the fact that many technical
«7i20S &re under pressure 1o “wiite to a formula® by ;namipulating the
“surface variabies” measured by readability formulas (Huckin, undated:9).
Huckin Teels that writing to a readability formula may enhance readability
zt the expense of comprehensibility (Huckin, undated:9).

A Cogitive View of Readability.
~ckin finds tnhat “recent studies have shifted attention to those aspects

“f reading more commonly associated with long-term memory” (Huckin,

undated:17). He goes on to state that “task requirements, prior knowledge,

and the use of schemata in inferring meaning™ are of greater importance to
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the processing of text than “strictly the linguistic features of the text”
(Huckin, undated:17).

Four concepts that Huckin cites in his article are “schema theory,
activated semantic contexts, the levels effect, and the leading edge

Lana o e o

strategy” (Huckin, 1983:92). According to the schema theory, a reader's

{ experience provides the basis for certain abstract concepts stored in his

' long-term memory (Huckin, 1983:92). These concepts, or “schemata,” may
h be used by the writer to communicate with the reader. I the writer and the
] reader share certain schemata, then the writer need not explain each
concept in detail (Huckin, 1983:92). The reader wiil be able to provide the
missing details based on his own experience (Huckin, 1983:92). The more
experience the reader has with the subject, the more details he will be able
to provide (Huckin, 1983:92-93). Or, in other words, the reading
comprehension of the text iIs enhanced in proportion to the amount of prior
know iedge that the reader has of the subject area (Huckin, 1983:91-92). To
be usefuil, however, the schemata must become “activated™ in the reader’s
mind (Huckin, 1983:93).

Huckin finds that “semantic contexts (i.e.,, schemata)” are generally

activated when the reader feels that a certain passage or word is
“important to comprehension™ (Huckin, 1983:93). Studies find that readers
have greater recall of material they believe to be “centrally important to
meaning” than of material believed to be “marginally tmportant™ (Huckin,
1963:93). Again, the reader's prior experience will determine which
semantic contexts become activated (Huckin, 1983:93)

According to Huckin,

The nonspecialist reader, not having such knowledge to draw on, must
reiy much more heavily on how the informat‘on is presented in the text.
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This dependency on the text means that if certain information 1s
structurally buried In the text, the nonspecialist reader will probably not
perceive it as being important; as aiesult, he or she will pay less
attention to it, infer few if any details about it, comprehend it poorly,
and recall it poorly (Huckin, 1983:95)

The final concept to be discussed is the “levels effect.” Basically,
this theory finds that readers can recall high-ievel information better than
they can recail low-level information (Huckin, 1983:95). That is, since
readers “process a text hierarchicaily,” they can recall informaticn placed
high in the hierarchy better than they can recall information placed fow in
the erarchy (Huckin, 1983:95). Huckin recommends that important
material be placed in titles, headings, and topic sentences rather than in the
body of the paragrapn itself (Huckin, 1983:95).

une final topic to be discussed before leaving Huckin's article is that of
reacing style. "Reading theorists have identified five different ‘styles’ of
reaging” (Huckin, 1983:99). These styles aie skimming, scanning, search
reading, receptive reading, and critical reading (Huckin, 1683:99). Although
they inay sound similar, each invoives a different reac:ng speed and,
therefore, different comprehension rates. Huckin finds that readers
gercTaiiy use most, if not all, of these styles in reading the same piece of
ext (Huckin, 1965:99). This is another factor that must be considered in
er2iuf Ing reacabiiity and the possiotiity of a true readability formula.

Research on Format. While research by Huckin and others has gone
veyond the quantitative approach of eariier readability research, other
research studies are going beyond the linguistic focus of readability.
Current research in readability has found that readers in the western

nerioopnere wiil generaily “focus on the top left-hand corner of a page and

22




—— A TP Ty L bga o aca ava g S gl ate up pulh aae oo s N SRl uie ol Sl Latie sl el st Ao aliaf)

proceed down the page along a diagonal to the right™ (Laner, 1977:142).
Thus, material is usually placed along this diagonal by "publishers and
advertisers aware of this principle” {Laner, 1977:142).

Summary and Observations

In reviewing this literature, it could be argued that readability research
has progressed from study of vocabulary and word frequency Lo a study of
the elements that increase reacability through the enhancement of
1 comprehension. These elements include word and syllable counts, word

difficulty, and sentence length among others. Whiie readatility formulas

have shown a high correiation between linguistic varigbles and reading
comprehension, the measures of reading comprehension used are considered
suspect by some researchers. in addition, while linguistic variables have
some degree of predictive value in measuring readability, they may or may
not represent causal factors in reading comprehensfon. More research is
needec, and is being conducted, on those factors related to better
readability through increased comprehension. In addition, once research
wiroirmation s made avallable, this information must be communicated in a
rnanner useacle by those who will apply it.

Yet, while these studies have contributed significantly to the study of
readabi’ity, they have ignored the influence that physical appearance may
have on reaaing performance. The study of legibility, on the otner hand,
includes the physical characteristics of letters and text and the influence

ti.at they have on perception and reading ease and speed (Tinker, 1963:7-8).

However, iegibility research, which is synonymous with typographical
research for this thesis, generally does not focus on the influence that ‘

typographical factors have on comprehension and recail. ﬁ
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Color, meanwhile, has been studied for its impact on reading speed,
n accuracy, and comprehension. Unforiunately, fewer studies have been

conducted on the impact of color on comprenension than have been conducted

PR i)
P

- in the other areas of study n coior.
ﬁ Nonverbal studies which do focus on compiehension and recall are those
involving the use of graphics. Studies have been conducted on the use of

graphs, tables, diagrams, line drawings, and photographs to improve both

recali and understanding of the text in which they are presented. These
studies, however, rarely appear o consider the effects that graphics have
0N reaaing ease and speed.

it has been suggested previously in this thesis that the study of
readability must include research in language, color, typography, and
Jraphics if this research is to be of use to today's communicator. At a
minimum, readability research must broaden {ts focus to include studies on
tne :~fluence that each of the aforementioned areas has on each factor of
readiny nerformance. That 1s, color, typography, and graphics must be
w7 odied for their tmpact on reading ease, speed, and comprehension. AS a
Tirsi siep towards the establishment of a base for future research, a review
vf nast and present researcn on color, typography, and graphics is presented
i ihe foliowing chapter, with a bibliography of relevant research articles

woearing in Chapter 4,
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i1l. AReview of Color, Typographic, and Graphics Research

An Overview of the Chapter

‘ . Professor Harris believes that writers, as communicaiors must be
capable of choosing the most appropriate media for presentaticn of their

r ideas based on the needs of the audience rather than on past practices

‘ (Harris, 1978:136)1. Yet, in each form of media, ot whicn text, drawings,

p and photographs are examples, there are methods of presenting information

which improve reading ease, speed, and comprehension morea than other

methods within that media. However, no medium or method is superior in
all cases. Experience and experimentation have generally dictated the
medium and methods to be used and the situations in which they will be
used

This chapter introduces the reader, as communicator, to research on
preseritation rmethods involving the use of color, graphics, and typography.
Tnere are methads of manipulating the appeaiance of ine information that
will improve the ~eadability (reading ease, speed, and comprehension) of the
m2ssage, and the communicator must be famil:ar with these methods and
tnetr conditions of use to use them effectively In written communication.

Tawzds that end, the chapter begins with a discussion of color.

Citations in this chapter, with the exception of Harris and Frey, refer to
a: ticies which appear in the annotated bibliography. For example, (Tinker,
1963) refers 1o Tinker's book, Legibility of Print, published in 1963. The
reade; can fing complete citations in either the annotated bibliography or
‘he «ted references.

25




— - Lt nank sinicad wo =~ N .
mw EAace Acial ane e A SR A AR

Color

In their article, "50 Guidelines for instructicnal Text,” James Hartley
and Peter Burnhiii note that "there s no need to use colour on every page
>imply because it 1s techmcaily possible to do so. (Hartley and Burnhill,
1978 192) Although modern technology has made the use of color more
feasible ana more economical than in the past, its use rnay not add to the
readatility of text. The purpose of color research is to determine when, and
Lnder what conditions, color assists the reader inrecognizing the
characters (ietters, numbers, and special) and understancing the text.

Tnese two goais, recognition and understanding, form the basis for the
organization of this section on color. The first subsection deals with the
comparisons of certain color combinations to determine their effects on
visiDility. A discussion of the research that studies the effects of color on
learning and comprehension follows. The section concludes with
oi;servations on the state of color research as it relates to readability.

Stucies in Brightness Contrast. Another noted researcher in the field of

=ity Dr Mtles Tinker, proposes that brightness .ontrast is “of prime

Lrporiance” when considering the use of color for print and background

{Tinier 1963.128). Infact, during my review of the literature, most of the
vesearch involving comparisons between print and background color has :
deat with brightness contrast. Our discussion begins with a comparison of '

L 2Zk v2rsus white print since, as Hartley and Burnhili note, "ro colour has

Lee Lonirast valye of black on white™ (Hartley and Burnhill, i978:192).
$oocv versus white Print.  Tinker, in his book, Legibility of Print, X
summarizes the research on black print versus white print when he states

wat, ‘with the exception of the early investigations of Kirschmann, every

LAF PRGN
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study undertaken has shown a definite advantage for black print over white
print™ (Tinker, 1963:137). Tinker's statement refiects not oniy the work he
did with Dr. Donaid Paterson, but that of Grace Hoimes and others as well
(Hoimes, 1931; Paterson and Tinker, 1931). An example of bizack print on
white and white print on black backgrounds (Figure 5) is provided so that
the reader may observe the difference in contrast Sincs ihe type i the
example has been enlarged for visibility, the reade~ is cau'ioned not to make

any judgments on legibility based on this exampie

C e e - ——————————

iigure 5. A Comparison of Black-on-White versus White-on-Biack Printing.

R-search on Other Color Combinations. Interest in the relationship

between urighiness contrast and reading performance led to turther
research involving the legibihty of different color combinations. F. N.

Stanton ana He. Burtt, for example, focused on paper color as a variable in
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reading speed. They studied the effecis of dap=r suitace and tint an
legibility and conclude that neither {actor wmipacts onreading s -~ a4
(Stanton and Burtt, 1935).

Gther color research ingicates thai coior print does aifect iecibility and
that the most legibie color combinations ar e those provicing the maximum
brighiness contrast between colors (Konz and cthers, 1972; Miyake and
others, 1830, Preston and others, 1932; Sumner, 1932; Tinker 2nd Paterson,
1931a). To achieve this brightness contrast, researchers suggest the use of
dark in« on a light background (Sumner, 1932)

whiie 1egibility researchers were comparing coior combinaticns in their
search for optimal brightness contrasts, other coior researchers were

gquestioning the effectiveness of color in improving learning ability.

Coich as a Variable In Learning

LT appears 1o be no trend in research indings on the use of color as a
‘ear.ng tool. Roger Dooley and Larry Harkins, for example, find color to be
L9t i attracting the reader’s attention aithough ineffective in improving
4 ng (Docley and Harkins, 1970). In another study, Wiliiam Michael and
LLUe A Jones chserve no airierence in examiaation scores for groups
oo leren and wiite caper (Michael and Jenes, 1955). Gn the other hand,

ancis Dwver, Jroang J. Kenneth Jones. in ceparate studies, cite the
fetoTovene st Tlor in certairn situations. Dwyer, observing 261 college
o wieqis rotes that color illustrations are effective for certain types of
aai s, While Jones” experiments with nursery school children reveal an
S iease 1 leaming when colored letters ana words are used (Dwyer, 1971,
-ones oo 1965) Finally, Natan Katzmai and Jjames Hyenhuis indicate that

sotar ensomprove mecall for peripheral, but nol central, material, while
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Richard J. Lamberski finds the use of color significantly improves recall of

instructional material (Katzman and Nyenhuis, 1972; Lamberski, 1982).
Modern research appears to focus on the use of color as it relates to

visual displays produced by computer technoiogy. Gerardine DeSanctis, in

| . her article on computer graphics, cites the work of rresearchers such as

. Tullis and Christ in concluding that the use of color is situaticnal ang, at

best, offers no “special advantages™ over non-color material. (DeSanctis,

1984). She does, however, find "considerable room for research on the
effects of color combinations on user comprehension, decision performance,
and so forth” (DeSanctis, 1984).

We need further research studies on color and readability. Although the
technology for producing color documents is rapidly advancing, research to
date indicates only that use of color in improving the reader’s understanding
of the material is somewhat questionable. One general conclusion appears
to be that the effective use of color depends on the material {0 be used and
the circumstances surrounding its presentation. But which materials and

what cwrcurastances have yet to be determined.

Typography and Readability

Cverview. Much of the research on typography has been conducted in the
area of legibility, which is "the coordination of those typographical factors
innerent in letters and other symbols, words, and connected textual
material which 2ffect ease and speed of reading™ (Tinker, 1963:8). Tinker
proposes that "optimal legibility of print is achieved by a typographical
arrangement in which shape of letters and other symbols, characteristic
word forms, and all other typograpnical factors such as type size, line

width, leading, etc., are coordinated to produce comfortable vision and easy
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and rapid reading with comprehensicn™ ‘Tinker, '963:8). This, then, is the
focus which has guided past researci on typographical factors and their
relationship to readabiifty.

This section summarizes that research, peginning with a discussion of

type styie, type size, line length, and spacing It conciudes with some

E observations on the use of typographical cueing.

The Physical Characteristics of Print  Cyril Burt, with fellow

k researchers W. F. Cooper and J. L.Morton, observed that type style, type size,
spacing, and line length interacted to preduce variations in reading speed

and comprehension (%urt and others, 1955). Although these factors appear

Lo be synergistic in their effect on legibility, research has generally been
conducted on only one factor at a time. The studies reviewed in the course
of my research tend to support this finding.

Type Style. Tinker and Paterson, in one of their early experiments,
ti:cicated that eight of the ten type styles then in common use were equally
.e5ibie, although not ail were equally desirable to the reader (Tinker and
ralerson, 1932). David Robinson, Micheal Abbamonte, and Selby Evans
2riempted to expiain this varfance tn reader preference for type style based
or: the presence or absence of serif-form letters. Using a simulation model

31 the human visuai system, they discovered that the presence of serifs

soinehow enhanced the reader’s perception of those characters (Robinson
o others, 1971). Examples of serif and san-serif type print are presented
W higure 6.

Specias Cases of Print Style. in addition to studies on commonly used

type faces, research has also been conducted on the use of boldface and

Italic print as well as on the use of all upper-case versus all lower-case
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Figure 6. Serif and Sans-Serif Type

letters. The research of Tinker, Hartley, and others, shows that the use of

lower-case letters is superior to the use of upper-case letters in almost
every situation in which they were compared (Hartley and Burnhill, 1978;
Tinker, 1332). In addition, the legibility of boid print appears to equal to
that of lower-case letters while the use of italics generally results in a
decrease in reading speed (Tinker, 1963:62). Tinker and Hartley recommend
italics only for situations which require added emphasiz on the word or
words (Tinker, 1963:65; Hartley and Burnhili, 1978).

Type size, Spacing, and Line Length. Most research results in the
chservation that type size interacts with type style and the length of the
printed line to produced optimal legibility (Burnhill, 1870; Burt and others,
195%; Pouiton, 1972; Tinker and Paterson, 1928, Tinker and Paterson,
1929a). The result of this interaction is that t;. . 5ize varies with the
ctyle of type and line length being used in the text. However, one

researcher, Howard T. Hovde, contends that type size, as well as spacing, 1S
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unimportant since these typographicai factors are secondary to the context
of the article (Hovde, 1929 and 1930).

Spacing, either between words or between lines (leading), and the iength
of the printed line have been the focus of other research studies, including
that of Tinker and Paterson, Pouiton, and Hartley. As with type size, most
researchers suggest that the optimal spacing and line length varies with the
style of type used, although some researchers find no significant relation-
ship between these typographical factors and readability (Crossiand and
Johnson, 1928; Luckiesh and Moss, 1938 and 1941 ; Paterson and Tinker,
1932; Tinker and Paturson, 1929b and 1931b; wiggins, 1367). Other
researchers, E. C. Poulton and Tinker and Paterson, for example, give the
optimal type sizes, line lengths, and leading for the different styles of type
compared in their studies (Paterson and Tinker, 1932; Poulton, 1972).

One- versus Two-Column Formats. A special case of line iength

invoives the use of one- and two- column formats for printing. Lloyd
Bostian, in a 1976 study, observed that reading speed and comprehension
were impreved when a single-column was used (Bostian, 1976). He
sugoested that the amount of white space in the format influenced the
resuits of his study and recommended the use of a single-column format
when adequate white space could be provided (Bostian, 1976). In their
studies, however, John M. Smith and Maxwell E. McCombs contend that while
white space improved reader interest, it had little, if any, effect on reader
cumnrehension (Smith and McCombs, 1971).

Ir another study on multiple column formats, Hartley, Burnhill, and
Lindsey Davies observed 500 grade school childrer and noted no differences
between the reading performance of groups assigned to either a one- or
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two-column format (Hartley and others, 1980a). Tinker, on the other hand,
found no necessity to conduct legibility studies cn multiple-column formats
since the same principles of type size and line length applied to all formats
(Tinker, 1963:116). However, in his study involving cotlege students and

professional typographers and printers, Tinker did note a preference for

Y Y

two-column formats and recommended that the use of this format be
r increased in the printing of textbooks and journals (Tinker, 1963:118).

Justified versus Unjustified Margins. Another special case of line

length s the use of justified versus unjustified margins. [n some cases,
researchers found no evidence of a relationship between margin width and
readabiiity, while other research suggested that the use of justified
margins actually degraded reading performance (Davenport and Smith,
1965; Frase and Schwarz, 1979; Gregory and Poulton, 1970). in most cases,

however, researchers discovered that readers tended to prefer shorter, more

. n“'T'.'- R 4

uneven lines (Hartley and Burnhiil, 1971).

Typographical Layout. Closely related to the use of the various type

Styles, sizes, and spacing is the format used to print ine text on a page. The
four typographical styles generally used in experimentai studies are
horizontal (conventional), vertical, spaced units, and square pan or double-
line block. Spaced unit typography incorporates the use of spacing to
separate the text into meaningful thought units, while square pan and
double-line block typography use a combination of vertical and horizontal
precentation techniques (Tinker, 1963). An iilustration of each of these
iast three styles is shown in Figure 7.

While the research generally indicates the superiority of conventional
lypograpiy over vertical and specialized typographies, some exceptions to
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this conclusion have been noted. J. L. Coffey, for example, observed no
difference in reading accuracy between groups viewing either horizontal or
vertical alpha-numeric displays, while Irwin Nahinsky concluded that
vertical typography improved the reader's comprehension of the text

presented in the experiment (Coffey, 1961, Nahinsky, 1956).

| Spaced unit: There was not a drop of ink

in the house.....

- Square pan:  There was not  adrop of ink
l in the house for someone had broken.....

, Double-line

i olocks: There a drop in the for someone

i wasnot  of ink house had broken.......

Lo _

Figure 7. illustration of Spaced Unit, Square Pan, and Double-Line Block

Typography (Tinker, 1963:125).

Results similar to Nahinsky's findings were observed by Edmund Coleman
and Insup Kim in a study involving college students. Coleman and Kim
discovered that horizontal typography had a slight advantage over the other
three styles of typography when conventional testing techniques were used
in the exper- iment (Coleman and Kim, 1961). Yet, when a tachistoscope
w25 Introduced into the study, the use of spaced units, square pan, and
ver Lical typography proved to superior to horizontai typography (Coleman
anc Kim, 1961).

A tachistoscope is an instrument which is generally used to restrict the
subject’s fieid of vision to a small area. This allows the researcher to

experiment with different typographic factors without the contaminating
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infiuence of images outside the experimental /ielG of vision. Test images
are usually presented to the subject between the presentation of biank
slides to reduce the infiuence of the previous image on ine current image.

The tachistoscope was again used by Coleman in a follow-up to his
eariier study with Kim. In this experiment, Coleman and S. (. Hahn used both
vertical and horizontal typography in a reading accui 2cy test involving
elementary school children. This time, the subjects rezd the horizonta!
(conventional) typography far more accurately than they read the vertical
typography (Coleman and Hahn, 1966). This {inding was observed even in
experiments involving the use of the tachistoscope (Coleman and
Hahn, 1966).

Finally, Tinker noted that reading speed dropped for typographic styles
other than the horizontal style, although he suggested that the reading speed
for vertical typography could be improved through practice (Tinker,
1963:127). His suggestion may indicate that the uniqueness of the
unconventional typographic styles may have influenced the reader’'s
perfermance significantly.

whatever the effect of these unconventional typographfc styies, their
unigue qualiites can attract the attracted reader’s attention. Other
typographical factors have also been used to focus attention on material
that the communicator wishes to emphasize. Among these are line spacing,
indentation, underiining, and the use of headings. These are the subject of
our section on typographic cueing.

Typographical Cueing. In their 1979 study, Lawrence Frase and Barry

Schwartz noted two typographical factors that affect comprehension. The

identified these factors as segmentaiion cues, which alert readers to
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meaningful passages, and spatial cues, which are used to separate text
(Frase and Schwartz, 1979). Frase and Schwartz suggested that the use of
meaningfully segmented text was critical to reading comprehension (Frase
and Schwartz, 1979). One type of cue commonly used to alert readers to
these important passages is the underiine.

Underlining. No trend seems to be developing in the research on the
use of underlining. For example, research studies by C. M. Christensen and K.
. Stordahl in 1955 and Dirk Wendt and Hans Werckerle in 1972 concluded
that underlining had no effect on recall or comprehension {Christensen and
Stordahl, 1955; Wendt and Werckerle, 1972). Yet, Sally Hartiey, Alan
Bartlett, and Branthwaite observed that the use of underiining produced an
improvement in the recall of underlined material presented to a group of
sixth grade students (Hartley and others, 1980a). A study conducted by
George Klare, J. E. Mabry, and L. M. Gustafson may, perhaps, explain some of
'these differences in findings.

Their study was conducted to determine the effects of underiining on
reading speed and retention of a3 1206-word technical lesson on atrcraft
maintenance. They observed that readers who were aware of the rationale
pehind the use of the underline were able to retain more of the underlined
material (Kiare and others, 1955). On the other hand, readers who were
untamiliar with that rationale were hindered in their efforts to retain the
material. Underlining did not affect the reading speed of either group
(Kiare and others, 1955).

Spacing as a Typographic Cue. The use of spacing as a cueing

technique has also been the focus of typographic research. Wendt and
werckerle, in the same study that investigated underiining, noted that the
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use of indentation increased the speed of reference work being conducted by
the subjects in the study (Wendt and Werckerle, 1972).

in another study, Hartley, Burnhill, and Davies compared the use of
indentation and line spacing as technigues for the cueing of paragraphs.
Their results indicated that the use of either indentation or iine spacing
was superior to a format which contained neither (Hartley and others,1979)
In a separate study, Hartley suggested that the use of spatial cueing did
affect comprehension even though he was unable to prove the ¢ffect
statistically (Hartley, 1980).

One other study, conducted by Wayne Hershberger and Dcnald Teivy,
provides some insight into the use of multiple cueing, inciuding the use of
underlining. in this study, Hershberger and Terry compared simpie and
complex cueing. Simple cueing consisted of the core and enrichment
materials of the text being printed in a different cotors Compiex cueing,
however, involved underlining, various type sizes, and colors to
differentiate the core and enrichment material as well as the four sections
of the enrichment material itself. Based on their observations, Hershberger
and Terry suggested that the use of simple cueing was enough to improve
retention of the affected material. They found that complex cueing offered
no significant advantages over simple cueing (Hershberger and Terry, 1965).

Headings as Typographical Cues. Early research by Christensen and
Stordahl, J. K. Hvistendahl, and others concluded that headings had little, if

ary, eifect on the recall of text (Christensen and Stordahi, 1955,
Hvistendahi, 1968). in fact, Hvistendahl noted that more than one-haif of
the subjects in his study failed to notice that the heading and the text

contained contradictory information (Hvistendahl, 1968). Recent research
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by Hartley, et. al. however, indicated that headings did improve both the

immediate and long-term recall of text (Hartley and others, 1980b).
Summary. Although much of the research reviewed during the course of

this investigation was conducted earlier in this century, the principles

developed appear to have withstood the test of time. Further research is
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needed and should include studies on the effects of typographical factors
on reading performance when text is read from a computer display

F terminals.

Some observations based on the research that has been conducted

should be made, however. For example, the synergy between type style, type

size, spacing, and line length requires that each factor be studied to
determine the necessity for changes in the other factors to maintain
optimal readabiiity. That is, no one type style, type size, line length, or
method of spacing is constant for all situations if optimal readability is to
be maintained.

Research has also indicated that reading performance is not significantly
arfected by the use of either justified or unjustified margin widths,
aithough most studies concluded that the readers generally prefer the
unjustified margin. Again, the use of two-column formats, usually argued
on the basis of economical factors rather than typographical factors, does
not appear significant to reading performance.

A final comment on type styles: Readers prefer serif letters over sans-
serif letters. Readers also prefer to read this print horizontally, aithough
they can adapt to a vertical type if they are allowed to sufficient practice.
Typographical cueing has also been the focus of much research. The use
of spacing, which includes indentation, has shown some effectiveness as a
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typographical cue, while the use of headings appears to have questionable
value as a typographical cue. Research on underlining has produced no
definite findings. While some underiining studies have found this technique
useful, others have observed no significant differences in recall. Anearly
study by Klare et al. may provide partial explanations for these diverse
results.

Finally, more studies are needed along the lines of Hershherger and
Terry's research on the use of multiple cues. Researchers must focus future
research in this area and take a more holistic view of typography. Factors
other than type style, type size, spacing, and iine length may combine to

produce changes in the optimal readability of prose.

Graphics, liustrations, and Readability

The importance of graphics in text goes far beyond an esthetic vaiue.
The capability of the computer to produce, or copy, iilustrations and
transfer them to text has sparked a new interest by researchers in exploring
the limitations of graphics in text. Yet, past research in this area is
extensive and provides us with some good observations on the ability and
inabiiity of graphics to improve readability. The use of graphics to improve
readability is the focus of this section. We begin by reviewing the research
conducted on statistical, or relational, graphics and conclude with a
discussion or: 1llustrations in text. For the sake of brevity, the category of
statistical graphics, which includes graphs, tables, and diagrams, will
herein pe included in the term “graphics.” The term “iliustrations,”
meanwhile, wili be used to indicate the category containing both line
drawings and photographs.

The Use of Graphics Illustrations are provided in this section so that
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the reader may see the general appearance of the various presentation

n formats tested. The same data was used in the preparation of the horfzontal
bar, vertical bar, and circle graphs to allow the reader to see the
differences in appearance of the various graphs drawn to the same scale.

h The line graphs, however, were prepared with a different set of data and,

-~ v

thus, are not directly comparable to the bar and circle grapns.

Graphs. In the earliest study reviewed, Walter Eells measured the
reading performance of students using bar or circle graphs. He observed
that circle graphs were read more accurately than bar graphs, especially as

the number of divisions presented in the graph increased (Eells, 1926).

e 28 /E AR A ‘ﬁnﬁijﬁ

Later research conducted by L. V. Peterson and W. Schramm also concluded
that circle graphs were most accurate when comparing parts of a
whole (Peterson and Schramm, 1954).

in answer to Eells’ experiments, Frederick Croxton and R. E. Stryker ob-
served that circle graphs were superior to bar graphs when presentations of

50-50 and 75-25 relationships were required (Croxton and Stryker, 1927).

However, insufficient evidence existed to prove that the use of circle or bar
graphs was superior in all cases (Croxton and Stryker, 1927). In an article
in that same year, however, Croxton compared his work to that of Eells and
obser.ed that bar graphs were generally superior to circle graphs where
reading accuracy was concerned (Von Huhn and Croxton, 1927). Figure 8
presents an illustration of a horizontal bar graph and a circle graph. They
show the same information presented in a format common to each type of
graph. That is, the bar graph represents the number of units on each day,
whereas the circle graph represents the proportion of the entire week's
production accomplished on a specific day.
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Figure 8 An lllustration Comparing a Horizontai car and a Circle Graph.
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A \ater study conducted with fellow researcher Harold Stein reaffirmed

Croxton's conclusion on the use of bar graphs. Croxton and Stein also studi
ed the use of square and cubed (three-dimensional square) graphs and
discovered that cubed graphs were read less accurately than any of the
other graphs (Croxton and Stein, 1932). Exampies of both a two-
dimensional and three-dimensional bar chart are shown in Figure 9.

Meanwhile, James Graham was investigating a reader's ability to
accurately use bar graphs. Graham observed that readers tended to over-
estimate bar lengths when the bars were short, narrow, or shaded (Graham,
1937) He also noted that course scale units and wide spacing betweer gars
caused readers to overestimate bar lengths (Graham, 1937). Finally, he
discovered that readers tended to overestimate bar lengths on vertical
graphs more so than on horizontal graphs (Graham, 1937). Figure 10
flreetrates horizontal and vertical (or column) graphs representing the same
bar ‘engths.

in 1961, Howard Schutz compared the use of varicus graphical formats in
presenting both single and muitiple trends. !n both cases, he observed that
nerformance using line graphs was superior to coth the horizontal and
wertical bar graphs (Schutz, 1961). Schutz suggested, however, that as the
number ¢f missing data points increased, the differences between the three
y»e5 of graphs disappeared (Schutz, 1961). Figure ti presents the reader

w th an 'lustration of a horizontal bar graph and a single trend line graph.
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Figure 9. {llustration of Two- and Three-Dimensional Bar Graphs.
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Neither has the placement of labels on a graph been neglected in
research. R Milroy and E. C. Poulton measured readers’ speed and accuracy
on graphs with different locations for iabels (indicating what the line, bar,
or circle segment represents ). In the experiment, the lines were either
labeiled directly or the line labels were placed inside the area of the graph
or in the general area of the graph heading. Based on their observations,
Milroy and Poulton recommended that functions be labeiled directly for
greatest accuracy (Milroy and Poulton, 1978). Figure 12 illustrates the use
of the direct labelling of functions and labelling inside the area of the
graph.

Tables. Tables, in the meantime, have not been neglected by
psychologists and statisticians. For example, Launar Carter studied the
ability of cotlege science students to use tables and graphs. He defined the
best designed table as one which included all the relevant data points for all
major and minor arguments, or categories, in the problem (Carter, 1947).

He observed that when student performance on this table and on simpler
tables and graphs was compared, students used the best designed table with
greater speed and accuracy (Carter, 1947).

(n arother study, B. K. Peterson suggested that the use of text supported
Ov e “her graphs or tables was superior to narrative alone in improving
reading speed and retention (Peterson, 1983). She noted, however, that text
v/hich used both tables and graphs tended to confuse the reader and resulted
in iower recall performance scores than those for text with either tables or
graphs (Peterson, 1983). Figure 14 illustrates the same information in

Soth tabular and graphic form.
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Figure 10. Hlustration of Horizontal and Vertical (Column) Bar Graphs
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Figure i Ilustration of Horlzontal Bar Graph and Line Graph.

46




- . -

Direct
Labelling

Percentage

Inside
Labelling

Fercentage

O Production (% of
Capacity)

30
20 T\
10 " __o_ sy - I
T\\ + l Absentisrn {percentage)

Mon Tues 'w’ed Thur  Fri

___& Defects (percentage)

Day of Week
100 o
o A
2 e
g0
701 C- Production (% of
60 4 Capacity)
50 ¢ B Absentisin
40 4 {percentage)
za04 ®- Defects {percentage)
oy |
0 T\\ N
’0 .\-\ _,.,-.b-.-q’)u._—_.
[ S
Mon Tues Wed Thur Fri
Day of Week

Figure 12. Illustration of Direct Labelling and inside Labelling
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Diagrams. Samuel Weintraub, in reviewing past research on graphs and
diagrams, noted that research on reading diagrams was far less extensive
than research on reading graphs (Weintraub, 1967b). in one of the few
studies conducted, Magdalen Vernon observed no improvement in the reader's
understanding of the material presented in diagrams alone (Vernon, 1953D).
She recommended that diagrams, when used, be accompanied by narrative,
but she also suggested that tables may be a better way of presenting factual
data (Vernon, 1950).

The Ability to Use Graphs. Vernon, in experimenting with graphs ,

concluded that the use of graphs did not significantly improve the reader’s
ability to understand and recall the data presented in the graphs (Vernon,
1946). She observed, however, that few of her subjects had studied the use
of graphs in their educational training (Vernon, 1946). She suggested that
the inability of individuals to use graphs properly may be the result of a
lack of training in this area (Vernon, 1946). Weintraub also expressed this
sentiment when he cited the importance of the teacher in the development
of graph-reading skills (Weintraub, 1967).

Summary. Research conducted by Eells, Croxton, Stryker, and others
early in this century generally revealed that while circle graphs were better
for comparing parts to a whole, readers were able to read data with greater
accuracy using the bar graph (horizontal and vertical). Further research by
Graham indicated that, among bar graphs, vertical (or column) bar lengths
tended to be overestimated by the reader. When Schutz compared bar graphs
to line graphs, however, his research indicated that line graphs were

superior to bar graphs for presenting both single and muitiple data trends.
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Figure 14 Sales Data Represented in Both Tabular and Graphic Forms.
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On the other hand, the use of tables, according to Carter, tended to be as
effective as graphs if the table included all relevant data points for each
relationship being represented in the graph. Tables were also cited by
Vernon as being superior to diagrams for factual data.in reference to
diagrams, Weintraub observed that experimentation on the use of diagrams

is less extensive than experimentation conducted on the use of graphs.

Vernon also cites the importance of supporting any graphic technique,
including diagrams, with narrative.

Finally, both Vernon and Weintraub cite the importance of education in
preparing readers to use supporting devices such as graphs and tables. The
relationship between graphics instruction and the speed and accuracy of
their use, then, is an important variable and merits further consideration in
any study involving graphics usage.

Meanwhile, study on the use of graphics continues. According to
DeSanctis, readers tend to prefer realism in both illustrations and graphs
(DeSanctis, 1984). This brings to mind a popular presentation technique used
in one of the major weekly news magazines, U. S. News and World Report.
For example, in relating the rising trend in budget deficits, the magazine
superimposed a colored line graph on a color photograph of a mountain range.
Since news magazines enjoy popularity among a substantial number of
readers in this country, it might be worthwhile to study the reader’s ability
to read this new type of format and to understand the concepts that are
being presented in the graph.

The future also presents a challenge in the study of graphics. The
computer has made the use of graphics commonplace in most business,

scientific, and educational circles. Graphics presentations, however, are
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generally limited to the use of two-dimensional and psuedo-three-
dimensional (an illusion of three-dimensional) presentations. Advances in
laser technology and in the study of holograms, or three-dimensional
pictures, present a potential to produce true three-dimensional graphics
(Frey, 1983:G&P-18) Research, therefore, will be needed to study the

effects of three-dimensional graphics on a reader’s speed and accuracy of
use as well as on the individual's understanding of the material presented.

Three-dimensional graphics, however, is not the only focal point for

DR N ae S sk

future study. Present technology has advanced to a point where an

individual with a home computer can now scan photographs and print them
into a text file. Where once individuals were writers and, then, word
processors, they now have the ability to change typography and inciude
graphics in text. This ability has propelled the communicator into the role
of editor and, commonly, publisher. Therefore, if the tools of technology are
to be employed effectively, the communicator must be able to judge the
useability of the output.

The ability to make this judgment requires a prior knowiedge of the
principles, based on research, behind the use of color, typography, and
grapnics. Having discussed color, typography, and relational graphics, we
row turn to our final discussion on the use and effectiveness of
i'lustrations in text.

i1iystrations and Readability. The relationship between illustrations

and reading traces its origins to the dawn of mankind and the use of
riwustrations to communicate. However, the alphabet brought about written

ianguage as we perceive it today. Yet, illustrations are part and parcel of

written publications. while many illustrations are used for their esthetic
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appeal, many others are used to illustrate a concept. The reality of the
adage “one picture fs worth a thousand words" has been studied and debated
throughout the years and is still being studied even as writing is
transitioning to communicating in Harris' sense of the term.

. This section presents a summary of that research. Research on
illustrations generally falls into one of two major categories. The first
category includes research on the impact that illustrations have on a
reader’s recall of the information presented pictorially. Our discussion
begins by summarizing the research conducted in this area.

A discussion of ceveral theories advanced to explain the superiority of
illustrations over text alone and to explain the differences between the

effectiveness of the different types of illustrations concludes the research

summary. As with the previous sections, a summary and recommendations
for further research complete this section.

Picture-Memory Studies. Much of the research into a reader’'s ability

to remember illustrated material indicates that the reader is capable of
retaining far more information than early research indicated. For example,
Lionel Standing, Jerry Conezio, and Ralph Haber present dramatic evidence
of areader’'s retentive capabilities for illustrated material. In their
experiment, Standing and his fellow researchers presented subjects with
over 2500 pictures shown at intervals ranging from five to ten seconds.
Subjects were then presented with a second series of photographs and asked
to identify those photographs viewed in the initial presentation (Standing
and others, 1970). Research results indicated that the subjects were
capable of correctly identifying a significant number of the photographs for
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periods up to three days following the initiai presentation (Standing and
others, 1970).

These results were again observed in Raymond Nickerson's studies. In
one experiment, he observed that individuals could identify a photograph
appearing a second time in the series even when as many as 200 phctographs
were observed between the identical photographs (Nickerson, 1965).
Follow-up studies by Nickerson indicated that these illustrations could still
be identified by the subjects for periods up to a year following the original
experiment (Nickerson, 1968).

Research conducted Marflyn Haring, Kent Dailett and Sandra Wilcox, and

Elihu Katz, Hanna Adoni, and Pnina Parness also indicates that readers have

a far superior retentive capability for filustrations than exists for words
(Dallett and Wilcox, 1968, Haring, 1982; Katz and others, 1977). Ona
smailer scale, David Corsini, Kenneth Jacobus, and S. David Leonard observed
that the 40 preschoolers in their study were able to recognize pictures over
long periods of time (Corsini and others, 1969). They suggested, however,
chat tne ability of the children to transiate those images into words was
dgegraded by changing experimental conditions (Corsint and others, 1969).
Pis abtiity to transiate the information provided by the illustrations into

sonve meaningful concept is the focus of the following discussion on
pictorial comprehension studies.

Pictoriat Comprehension. The value of illustrations to the process of

A AL e N

iearning has been a topic of much debate. While one group recognizes the
cuntriputions of illustrations in text to the learning process, another group
proposes that the use of illustrations may actually degrade learning

performance.
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For example, Philip Brody, Seth Spaulding, and the research team of
Haring and Maurine A. Fry all indicated in separate studtes that illustrations
could aid the student in learning the concepts presented in the text (Brody,
1982; Haring and Fry, 1979; Spaulding, 1955 and 1956). S. Jay Samuels,
however, held an opposing view on the usefulness of illustrations. In
research studies in 1967 and 1970, Samuels indicated that illustrations
may actually hinder the reader (Samuels, 1967 and 1970). In fact, in his
1967 study, Samuels observed that individuals with less developed reading
skills actually learned more from non-illustrated text (Samuels, 1967).
Finally, a 1984 study by Robyn Saunders and Robert Soiman concluded that
the use of pictures did not aid kindergarten students in the acquisition of
the vocabulary words presented in the study (Saunders and Solman, 1984).

Most studies on fllustrations, however, indicate that illustrations are
useful for retention of specific information but are ineffective in improving
the reader’'s understanding of the concepts involved. Karl Koenke and wayne
Otto’s study, for instance, revealed that pictures were useful in aiding an
elementary school student’s retention of specific facts, but they were not
beneficial in increasing the child's knowledge of the concept (Koenke and
Otte, 1969).

™Magdalen Vernon aiso arrived at this conclusion in her experiments in the
eariy 1950's. In addition to questioning the use of illustrations to improve

comprehension, Vernon went on to suggest that the use of graphs may be

supertor to the use of illustrations when relationships were being discussed
(Vernon, 1953a and 1954). Finally, wWilliam Miller's studies on 600

eiementary school students revealed that, although the pictures had interest
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value, the use of 1llustrations had littie vaiue a3 a tool for improving
| comprehension (Miller, 1938).

Pictorial versus Verbal Coding Systems. Many studies have focused on

the reader’s ability to recegnize and recall the information presented by
itiustrations. The psychology of the human information processing system
has ueen the subject of many of these experiments. For exampie, previous
theory on information processing suggested that two encoding systems
exi1sted, verbal and perceptual. Research by Herbert Clark and wiiliam
Chase, however, suggests that only one encoding system exists, not two, and
{hat it processes data regardless of its source (Clark and Chase, 1972).

On the other hand, Arnold Powell and Rena Wynn retained the dual-coding
concept and suggested that picture are processed on both systems (Powell
and Wynn, 1976). Research by Alinda Friedman and Lyle Bourne, though,
ingicated that pictures may have a head start in this encoding process
onceuse they are more distinguishable from one another than are words
(¢ ricaman and Bourne, 1976).

Ancther explanation is forwarded by Susan D. Denberg. She suggested
tnal text and 1Hustrations each provided the reader with incomplete

:nTarmation on the subject. By combining these two incompiete views, the

~eaaes was afforded a larger view of the subject, hence better under-
standing (Denberg, 1977). Similar results were observed by David Stone
and Mervin Glock, who suggested that the use of both narrative and
siu3irations provided the reader with a certain amount of redundancy in the
irfeoonaton presented (Stone and Glock, 1981).

whiie these theoretical studies are of general interest, more practical

ruhearch compares the impact of simple (fewer lines, less detail) versus

..........



realistic illustrations on recall and comprehenston.

Simplicity versus Realism in |llustrations. One major study in

simplicity versus realism was conducted by Frederick Dwyer. He presented
one of three different types of illustrations of the human heart (simpie line
drawing, shaded, detailed drawing, and photograph) or an oral description of
the human heart to 108 college freshmen. Upon analyzing the results of
; recall testing for new ideas or terms, Dwyer concluded that the use of the
; oral description proved to be superior to the use of iilustrations (Dwyer,
1967). Among the illustrations, however, Dwyer observed that the simple
line drawing was more effective in improving the student’s ability to learn
the new material (Dwyer, 1967). Figure 15 presents two examples of
shaded, detailed drawings. The illustration on the right also illustrates how
a photograph copied electronically into text might look in print.

Simple drawings were also shown to be superior to detailed drawings
and photographs in studies conducted by Russel Coulter, Marcie Couiter, and
John Giover (Coulter and others, 1984). Thomas Nelson, Jacqueline Metzier,

and David Reed, however, observed no significant differences between the
various types of illustrations (Nelson, 1974). Meanwhiie, T. A. Ryan and
Carol Schwartz, upor measuring the speed of processing various types of
iilystrations, concluded that line drawings required more time for
processing than was required for shaded drawin_gs and photographs (Ryan
and schwartz, 1956).

One 7inal ocservation in the use of iilustrations is necessary. Research
indicates that illustrations by themselves offer no assistance to the reader

when understanding is required (Vernon, 1954). Illustrations must be

supported with some form of verbal narrative (Vernon, 1954).
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Figure 15. txampie of Shaded, Detailed Line Drawings.

Summary. iHustrations, according to the evidence, are effective in
zapporting text, not replacing it. While readers may be capable of retaining
specific facts represented pictorially for long periods of time, it is the
“esponsibility of the communicator to expiain in narrative now those facts
reiate to the concepts being presented in the text.

several theories have been advance to explain why readers can remember
falts presented pictorially longer than they can retain the same facts
scesented verbally. These include the concept of dual-encoding in the human
information processing system and the reader's ability to rapidly

distinguish illustrations from one another.
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Finally, simple drawings tend to be processed slower than more detailed
drawings and photographs. Yet, simple drawings appear to be superior to
more detailed drawings when general identification with the object is
required.

As mentioned previously, the use of three-dimensional graphics, to
include illustrations, is possible and requires further research. In iine with
this, more research needs to be conducted on simplistic versus realistic
illustrations. Although technology altows us to insert photographs into
text, research may indicate that the use of such detailed illustrations is
ineffective in aiding the reader's comprehension of the material. {f this
proves to be true, then the communi~ator may waste time, effort, and money

in attempt to introduce realism where it is not needed.

Conclusions

Tecnnology has advenced the art of writing to include areas not
traditionally taught in a basic writing course. The communicator has the
abiiity to introduce color, graphics, and even typographic changes into a
piece of text. Yet, research indicates that the perceived benefits of using
these tools may not be refiected in the reader’s understanding of the subject
presented in the text.

The purpose of this thesis has been to introduce the readers to the fields
of coior, typography, and graphics so that they may use these techniques
effectively. The reader must remember, however, that the most effective
way to use some techniques is to avoid using them in certain situations.
More precisely, to add color and graphics to text simply because it is
technically possible to do so may, at some point, actually hinder the
reader’s ability to read and understand the text.
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Color. Color research, for example, has shown that the most legible

‘ 0

color combinations are those having the brighiest contrasts in color.
Therefore, using a color combination such as white lettering on a light biue
background may not be as effective as using the standard black on white
print. {f the purpose of the text is to attract the reader’s attentton,
however, then the use of coior combinations with less brightness contrast
may be justified.

Color may also be used to emphasize certain words or phrases within the
text. Research has shown that color is effective in improving recall of the
material presented iri color. Research, however, has also shown that color
1s not entirely effective in improving the reader's comprehension of the
subject. Therefore, in a lesson on aircraft maintenance, the communicator
may wish to color code the parts and names of the aircraft according to
‘heir function (mechanical, electrical, and hydrauiic) while printing the
narrative itself in standard black on white print.

Another point should be emphasized. The use of color coding and graphics
does not repiace the use of narrative. One generai conclusion brought out by
research in these two areas is that the communicator must state his
reasons for inciuding color or graphics in text. In the example above, the
communicator should state the purpose of color coding the names and parts:
o 1dentify mechanical, electrical, and hydraulic functions. Otherwise, the
reader may not make this assumption on his own.

Graphs/Tables/Diagrams. The same reasoning applies to the use of

statistical graphics and illustrations. To be consistent with cur first two
observations, graphs, tables, and illustrations should be used only when they
are directly related to the subject matter, and, then, their purpose shouid be
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3 expiained to the reader in narrative. in addition, the communicator must
evaluate the type of graph he wishes to use for his presentation.

Research has indicated that if the communicator wishes to present a
simple relationship between a part and its whole, especially for 50-50 and

75-25 relationships, then the circle graph is most appropriate. On the other
hand, bar graphs are more appropriate for presenting more complex
relationships that require reading data points from the graph itself.

Horizontal bar graphs, according to research, appear to enjoy a slight

advantage over vertical bar, or column, graphs in this respect. Yet, when the
subject requires the presentation of a large number of data points and the
reader must identify these points with accuracy (as in many engineering
tables), then a table including all relevant data points is, perhaps, more
appropriate.

Tables, on the other hand, may not be appropriate for displaying trends,
especially multiple trends. To present this type of information, the
communicator may wish to consider the use of line graphs or, in some
limited cases, vertical bar graphs. The functions represented by line graphs
(production and defects in our earlier fllustrations) should be 1abelled
directly or, at least, in the area of the graph. The communicator should also
remember that, unless a great deal of accuracy is required, the graph should
be kept simple. That is, the communicator should only use enough data
points to adequately represent the relationship between the major
arquments.
critical to the discussion of the narrative. Using our aircraft maintenance

example, a discussion on the general location of certain pieces of equipment
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may best be served by a simple outline of the aircraft with an illustration

of the equipment displayed in the area it is located. However, when an
example of its exact location is required, such as in many technical orders,
a photograph may be more appropriate.

while research has shown that pictures improve the reader's recognition
and recall of material presented pictorially, it has not provided conclusive
evidence that pictures aid reading comprehension. On the other hand,
research has also shown that readers use the incomplete information
provided by the iluustration to complement the incompiete information
provided by the text. On other occasions, illustrations and text provide
redundant information, thereby providing the reader with a common focal
point between the information presented in the text and the information
presented in the illustration.

if 1ilustrations can provide both compiementary and redundant
information to the reader, then the ineffectiveness of illustrations used to
41d reading comprehension may be due to a lack of reader training in the use
ol tiiustrations. This problem is also noted in research on the use of
statistical graphics. Early research on the use of statistical graphics
indicated that the subjects who were unable to use graphs effectively had
iittie or no traiming in the use of graphs. | am not aware of any research
cianiparing the effectiveness of illustrations on improving reading
coprehension before and after the readers’ have been trained on the use of
itlustrations to complement text.

Typography. The presence of color and graphics is immediately obvious
to the reader, and the communicator can explain his use of these techniques

to the reader. Less obvious to the reader, however, {s the use of typography
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to improve readability. Outside of the use of headings and underlining, littie
research has been conducted on the use of typography to improve reading
comprehension. Most research has been conducted on the use of typography
to improve reading ease and speed.

For example, research has shown that the use of serifed letters is
preferred over the use of sans-serifed letters. While subjects generally
based their preferences on the appearance of the lettering, research using
computer simulation the structure of the human visual system indicates
that serifed letters may be processed faster and more accurately by the
reader than sans-serifed letters.

Meanwhile, other research indicates that subjects increase their reading
speed without degrading their performance when unjustified margins are
used. This observation holds true for either one- or two-column formats.
On the other hand, research indicates no ditfferences in speed or ease of
reading between the different type styles in common use. Research does
indicate that type style, type size, and the length of the printed line
interact in producing optimal legibility. That is, no one style of type, size
of type, or length of line fs suitable for all occasions. These factors appear
to vary from articie to article.

This brings about one final observation on the use of typography. Even
while researching the effects of one or a combination of these typographical
factors on reading performance, many researchers observe that the
typography used in articles is based more on economical considerations than
psychological or physiological considerations. That is, the type style, type
3ize, spacing, number of columns, and use of justification is usually
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determined by the size and shape of the journal in which the article appears
as well as by the editoriai policies of the journal.

Future Research. Two areas in particuiar need further research. First,

researchers should ook at the composition as a whole, rather than as
separate collections of words, colors, typographic styles, and illustrations.
For example, more research along the lines of Hershberger and Terry's study
on simple versus complex cueing is necessary in order to study the
synergistic effects of color, typography, and language.

Another area of research that needs to be addressed is the mpact of
computerized word and graphics processing on written communication. More
specifically, the use of computer display terminals to present written
communication and the effects of dot-matrix (or the formation of letters by
the arrangement of a series of dots) printing should be evaluated for
readabiity.

This bibhography pulls together most major research relating color,
typography, and graphics to readability from the fields of education,

,edrnalism, and psychology. it represents only a beginning, however. Other
fields which have contributed to readability research are linguistics, §
physiology, business, and ergonomics. Other factors relating to readability j
are reader fatigue and stress. Although not directly under the control of the

coramunicator, the effects that reader fatigue and stress have on read-
avitity are important to the concept of ‘knowing the reader’. Research in

this area must be added to the material her to complete the comprehensive
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document needed by communicators. This document provides a format and a

rationale.
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format and that few students were taught to properly assess
graphically presented information.
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Von Huhn, G. and Frederick E. Croxton (1927) "further studies in graphic
use of circies and bars.”
Journal of the American Statistical Association, 22: 31-36.

Von Huhn discussed and critiqued the experiments of Walter Eells.
: He cited the limitations in Eells’ study due to his one-sided treatment of
the experimental setting. Croxton compared Eells’ study to his own
. studies which showed that performance on bar graphs was generally
superior to that for circle graphs.

Reading graphs, charts, and diagrams.”

i Weintraub, Samuel (1967) "Wnat research says to the reading teacher:
Reading Teacher, 20: 345-349.

{ Weintraub reviewed and summarized the research on the reading of

'- graphs and diagrams. He found that the research on reading diagrams

*‘ was less extensive than that for reading graphs and cited the
importance of the teacher in the development of graph-reading abilities.

T ypography

Blaiwes, Arthur 5. (1974) "Formats for presenting procedural instructions.”
Journal of Applied Psychology, 59: 683-686.

Blaiwes observed no significant differences in the performance of 38
college students who were required to use either logical trees, coding,
or short sentences to perform a series of instructions on a simulated
communications console. Blaiwes recommended the use of short
centences when memorization is required.

Bostian, Llovd R (1976) “Effect of line width on reading speed and
comprehension.”
Journalism Quarterly, 53: 328-330.

in comparing cnhe- and two-column formats, Bostian discovered that
reading speed and comprehension were increased in the single coiumn
fuirnat with a 30-pica line length. He suggested that the improved
perforrmance was due to the increased white space in the format and
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recommended the use of single column formats if adequate white space
could be provided.

Burnhill, Peter (1970) "Typographic education: headings in text.”
Journal of Typographic Research, 4: 353-365.

Burnhill’'s article addresses the use of spacing before and after
paragraphs and presents the results of a study to determine a
mathematical basis for grouping linguistic elements.

Burt, Cyril, W. F. Cooper, and J. L. Morton (1955) "A psychological study of
typography.”
British Journal of Statistical Psychology, 8: 29-57.

Burt and his colleagues conducted their experiments to determine the
effects of type face, type size, contrast, spacing, line length, and
margin width on reading speed and comprehension. They found that each
of these factors interact to produce variations in reading speed and
comprehension.

Carver, Ronald P. (1970) "Effect of a "chunked” typography on reading rate
and comprehension.”
Journal of Appiied Psychology, 54 (3). 288-296.

Carver conducted his study to determine the effect of "chunking”
meaning’ully reiated groups of words on reading efficiency. Based on
his observation of 104 college students, Carver conciuded that the
grouping of meaningfully related passages has no effect on reading
efficiency if the individual is reading at a normal level.

Christensen, C. M. and K. E. Stordahl (1955) "The effect of organizational
aids on comprehenston and retention.”
Journal of Educational Psychology, 46: 65-74

Christensen and Stordahl compared the comprehension of text with
organizational aids (headings, underlinings, outlining, summary) to text
without these aids. They found no significant differences in
comprehension.

75

e W




Coffey, J. L. (1961) "A comparison of vertical and horizontal arrangements

of alpha-numeric material- Experiment 1.”
Human Factors, 3: 93-98.

Coffey experimented with horizontal and vertical presentations of
alpha-numeric material to determine which format would enhance
reading speed and accuracy. Based on his results, Coffey concluded that
the advantages of dispiaying this information horizontally rather than
vertically, and vice versa, were insignificant.

Coleman, Edmund B. and S. C. Hahn (1966) “Failure to improve the

readability with a vertical typography.”
Journal of Applied Psychology, S0: 434-436.

Coleman and Hahn conducted a series of three experiments with
elementary school children to compare the effectiveness of using
vertical typography with the use of the conventional horizontal
typography. In these experiments, reading accuracy with horizontal
(conventional) typography was clearly superior to that of vertical
typography, even in the experiments using the tachistoscope.

Coleman, Edmund B. and Insup Kim (1961) “Comparison of several styles of

typography in English.”
Journal of Applied Psychology, 45: 262-267.

In this experiment, Coleman and Kim studied the use of different
typographic styles: vertical, horizontal, spaced units ( the separation of
meaningful segments of horizontally presented prose through the use of
spacing), and the square pan (which incorporates the use of horizontally
spaced units and vertical typography). Using 267 undergraduate
students as subjects, Coleman and Kim discovered that the use of
horizontal typography had a slight, insignificant advantage over the
other types studied when conventional testing techniques were used.
Yet, when a tachistoscope was used, spaced units, square pan, and, in
particular, vertical typography were all significantly more effective
than horizontal typography.
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Crossiand, H. R. and G. Johnson (1928) "The range of apprehension as
affected by inter-letter hair-spacing and by the characteristics of the
individual letters.”

Journal of Applied Psychology, 12: 82-124,

Crossland and Johnson studied the effects of inter-letter spacing and
letter shapes on legibility. They found that the use of inter-letter
spacing had little effect on the legibility of the letters.

Cutler, T. H. (1930) "The effectiveness of page size in magazine advertising.
Journal of Applied Psychology, 14 465-469.

Cutler concluded that increasing the page size of an advertisement
did not improve the retention or attraction of that advertisement over
sirnilar advertisements in a smaller size.

Davenport, John S. and Stewart A Smith (1965) "Effects of hyphenation,
justification, and type size on readability.”
Journalism Quarterly, 42: 382-389.

Davenport and Smith discovered that the use of hyphenation,
Jjustification, and type size had no significant effect on newspaper
readability under the experimental limitations presented in the article.
They suggested, however, that increased exposure to the use of these
factors or the reader’s proficiency in the subject area could affect the
results of this study.

Frase, Lawrence T. and Barry J. Schwartz (1979) "Typographical cues that
facititate comprehension.”
Journal of Educational Psychology, 71 (2): 197-206.

Frase and Schwarz cited segmentation cues, or those devices which
alert the reader to meaningful passages of prose, and spatial cues which
are used to separate text as two typographical factors influencing
comprehension. They observed that line length and margin neatness
have no influence on reading efficiency or comprehension. Frase and
Schwartz suggested that the most criticai factor in reading
comprehension was the use of meaningfully segmented material and
recommended the use of indertation to increase reading performance.
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Glynn, Shawn M. (1978) "Capturing readers’ attention by means of
typographical cueing strategies.”
Educational Technology, 18: 7-12.

Glynn's study focuses on the nonverbal means of cueing the reader’'s
attention to certain decision or learning criteria. in particuiar, her
article highlights the use of underiining strategies to cue attention.

Gregory, Margaret and E. C. Poulton (1970) "Even versus uneven right-
hand margins and rate of comprehension in reading.”
Ergonomics, 13. 427-434.

Gregory and Pouiton's experiments on adult readers focused on
reading comprehension and its relationship to justified and unjustified
text. Although no differences were noted between reading
comprehension for long, justified passages and short, unjustified
passages, Gregory and Poulton concluded that the use of justification on
short passages tends to make reading less efficient.

Hartiey, James (1981) "Eighty ways of improving instructional text.”
ItcE Transactions on Professional Comriaunication, P-C 24, 1: 17-27.

This article, presents some suggestions for the improvement of
instructional material. It provides a series of guidelines on the use of
prose materials, graphic materials, and the various typographical
devices commonly used in printing. The article incorporates many of
Hartley guideiines so that the reader may compare his style against that
of other articies in the journal.

Hartiey, James and Mark Trueman (1981). "The effects of changes in layout
and changes in wording on preferences for instructional text.”
Visible Language, 15: 13-31.

Hartley and Trueman presented 100 university students with
combinations of original and revised layouts and original and revised
text. Combinations with changes in both layout and text were found to
be superior to those combinations where either layout or text were
changed.
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Hartley, James, Sally Bartlett, and A. Branthwaite (19803) “Underlining can
make a difference- sometimes.”

Journal of Educational Research, 1_3_ 218-224.

The authors reviewed previous studies invoiving the use of
underiining and present the results of their study conducted using 55
sixth grade children. They discovered that the children experienced a

significant increase in the retention of underlined material for periods
up to seven days.

Hartley, James, Jillian Kenely, Gwenda Owen, and Mark Trueman (1980b).
“The effect of headings on children’s recall of prose text.”
British Journal of Educationa! Psychology, 50: 304-307.

Results of this study involving 175 children revealed that paragraphs
with headings were more effective than those passages presented
without headings or presented with title only. Paragraphs with headings

were shown to have significantly affected both immediate and long-
term (14 day) recall.

Hartley, James (1980) “Spatial cues in text.”
Visible Language, 14: 62-79.

Hartley reviewed the work of Frase and Schwartz and evaluated
their method of experimental methodology. Using two different
methodologies in his experiment, Hartley observed that spacing,
aithough not verified statistically, did have some effect on
cemprehension and recall of prose. He emphasized that content and
purpose must be considered along with design when preparing text.

Hartiey, James and Peter Burnhill (1978) “Fifty guidelines for tmproving
instructional text.” Contributions to an Educational Technology, Vol. 2,
edited by J Hartley and |. K. Davies. New York NY: Nichols Publishing Co.

Hartley and Burnhill present fifty guidelines based on their research
ir color and typography. Included in the article are guidelines on type
style, type size, spacing, highlighting, and color.
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Hartley, James, Peter Burnhill, and Lindsey Davies (1978) “The effects of
line-length and paragraph denotation on the retrieval of information
from prose text.”

Visible Language, Q_: 183-184.

Five hundred grade school children were presented with example of
one- and two-column pages with one of four paragraph denotation
techniques: no spacing and no indentation, indentation but no spacing,
spacing but no indentation, spacing and indentation. Hartley et al. found
no significant difference in reading performance between one- and two-
column formats. They also concluded that formats using paragraph
indentation but no line spacing did not yield significantly different
results from those formats using line spacing but no indentation. Both
formats were superior to a format with no spacing and no indentation.

Hartley, James, Susan Fraser, and Peter Burnhill (1974) “A selected
bibliography of typographic research relevant to the production of
instructional materials.”

AV Communication Review, 22: 181.

Hartley, Fraser, and Burnhill categorized their bibliographic entries
into the six major areas: basic texts, general overview articles,
bibliographies, fifteen research categories, measurement and
methodological problems, and standards and print production.

Hartley, James and Peter Burnhill {1971) "Experiments with unjustified
text”
Vvisible Language, 5: 265-278.

Hartiey and Burnhill conducted a series of three experiments !
involving unjustified line endings based on grammatical constraints and ]
nypenation as well as the use of double column pages with differing
column widths. Their findings lead them to conclude that line length )
dces not affect reading speed or comprehension. in fact, Hartley and . l
Burnhill found that their subjects preferred shorter, more uneven lines. :
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Haskins, J. B. and L. P. Flynne (1974) "Effect of headline typeface variation
on reading interest.”
Journalism Quarterly, 51: 677-682.

The authors discuss their research on the use of mascuyline and
feminine headline typefaces on reader interest. They discovered no
differences between these typefaces on reader interest.

Hershberger, wWayne A. and Donald F. Terry (1965) “Typographicai cueing
in conventional and programmed text.”
Journal of Applied Psychology, 49: 55-60.

Among the objectives of their study was the comparison of complex
versus simple cueing techniques. Simple cueing consisted of separating
core material from enrichment material through the use of colored ink.
Complex cueing involved the use of underlining in addition to different
type sizes and ink colors to separate each of the four categories of core
material from each other and from the enrichment material. Hershberger
and Terry concluded that while the use of simple cueing resulted in
improved learning ability, the use of compiex cueing offered no
significant advantages over the use of simple cueing.

Hovde, Howard T. {1930) "The relative effects of size of type, leading and
context, Part 1i.”

vourna! of Applied Psychology, 14: 63-73.

A continuation of Part I, Hovde's research findings suggest that
context is more important in determining legibility than the sensory
content of type. Because these typographical factors appear to be
secondary to context in determining legibility, Hovde makes no
recommendations concerning type size or leading.
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Hovde, Howard T. (1929) "The relative effects of size of type, leading and
context, Part 1.”

Journal of Applied Psychology, 13: 600-629.

Hovde begins by reviewing some historical notes on research in
legibility. His study compares changes in type, leading, and context on
reading speed and reader preference.

Hvistendahl, J. K. (1968) "The effects of subheads on reader comprehension.”
Journalism Quarterly, 45: 123-125.

Hvistendah! studied the use of subheads to determine if they had an
effect on recall or merely provided the reader with a mental pause in
the processing of text. In one experiment where the subhead and the
text contained contradictory information, he observed that less than
one-half of the subjects noted the error. His overall conclusion is that
the use of subheads does not improve recall.

Klare, George R., James E. Mabry, and Levarl M. Gustafson (1955) "The
relationship of patterning (underlining) to immediate retention and to
acceptability of technical material.”

Journal of Applied Psychology, 39: 40-42.

Klare and his fellow researchers conducted this rxperiment to study
the relationship between patterning, underiining in unis case, and
reading speec, acceptability, and retention of a 1206-word technical
lesson on aircraft maintenance. They found that for able readers, those
capable of understanding the rationale for underlining certain passages,
retention was improved. For less able readers, the process of
underlining actually hindered retention because the readers were not
familiar with the rationale behind underlining. Reading speed and

acceptability of the material were not affected by the underiining
process.
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Luckiesh, M. and Moss, F. K. (1941). "The effect of line length on readability.”
Journal of Applied Psychology, 25: 67-75.

{ Luckiesh and Moss compare five different line lengths and find the 13
{ pica length superior to the others studied. This line length is comparable
g to the line length commonly used in newspapers.

& Luckiesh, M. and Moss, F. K. (1938) "Effects of leading on readaoiiity.”

i Journal of Applied Psychology, 22: 140-160.

i Using various degres of leading in their experiments, Luckiesh and
. Moss show that readability increases when leading is used. They

suggest that 3-point leading appears to be optimal for readability.

Nahinsky, Irwin D. (1956) "The influence of certain typographical
arrangements upon span of visual comprehension.”
Journal of Applied Psychology, 40: 37-39.

This study compares comprehension spans for three different
typographical arrangments: conventional, square pan, and spaced unit.
Nahinsky concluded that the vertical visual span of the square pan type
appeared to be the distinguishing factor in the increased comprehension
noted when this type was used.

Paterson, Donald G. and Miles A. Tinker (1932) "Studies of typographical
factors influencing speed of reading: VIIl. Space between lines or
leading.”

Journal of Applied Psychology, 16: 388-397.

Paterson and Tinker studied the use of leading, or the spacing
detween lines, and Its effect on reading speed. Using a 10-point type
5:ze and an 80-mm. line length, they noted that the passages with 2- and

4-point ieading were read faster than passages in solid set text (no
leading).
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Poulton, E. C. (1972) "Size, style, and verticai spacing on the legibility of
small typefaces.”
Journal o_f Applied Psychology, if_x 1956-161.

In this experiment, Poulton used a 6.6-point type size and applied it
to different type faces to determine those combinations which are most
iegible. The 6.6-point type size used by Poulton was found to be the
optimal size for legibility in his previous experiments. ased on his
findings, Poulton makes some recommendations on the proper type size
f for each type face tested.

Poulton, E. C (1969) "Skimming lists of food ingredients printed in
different sizes.”
Journal of Applied Psychology, 53: 55-58 (1969).

———

Poulton observed the ability of 72 housewives to search lists of
ingregients for a target word when type size and lighting conditions are
varied Poulton concluded that the increased age of the subjects, which
q ranged from 22 to 65, was a significant factor in the results.

—————

) g o

E Pouiton, €. C. (1969) "Skimming lists of food ingredients printed in
Zifferent brightness contrasts.”
Jeurnal of Applied Psychology, S3: 498-500.

0z continuation of his expariments with housewives, Pouiton
cornpared inks of varying density to determine the effects of brightness
centrast on list searching ability. Pouiton used a different set of
nousewives, ranging between 29 and 72 years of age, for this particular
experiment. He concluded that ink densities producing the brightest
contrast between print and background improved reading speed and
aceuracy.

<1CKaras, John P and Gerald J. August (1975) "Generative underlining
sl ategies in prose recail”
Journgs of Educational Psychology, 67: 860,

Rickard and August’'s study compares the use of experimenter versus
suc;ect generated underlining. Subjects who were aliowed to underline
any cne passage in the paragraph retained that information and
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associated material better than those subjects required to underline only
the most important passage in the paragraph.

Robinson, David 0., Michael Abbamonte, and Selby H. Evans (1971) "Wwhy
serifs are important; the perception of smati print.”
Visible Language, 5: 353-359.

The researchers propose a physiological model to expiain the
continued preference for serif-form letters over sans-serif letters.
They also discuss the results of a study that compared serif versus
sans-serif letters using a computer simulation of the human visual
processing system.

Siskind, Theresa G. (1979) “The effect of newspaper design on reader
preferences.”
Journalism Quarterly, 56: 54-61.

Siskind discusses reader acceptance of four different formats invoiv
ing traditional and modern layouts. He found no preference for modern
over traditional formats.

Smith, John M. and Maxwell E. McCombs (1971) "The graphics of prose.”
Journalism Quarterly, 48: 134-136.

This study focused on the use of white space on reader interest and
comprehension. Specifically, Smith and McCombs compared reader
performance on text using little white space and text with larger
arnounts of white space. They concluded that while white space
improved reader interest, it did not improve reader comprehension.

Soar, Robert S. (1951) "Readability of typography in psychological
journals.”
Journal of Applied Psychology, 35: 64-67.

Soar studied 72 undergraduate students under 12 experimental
conditions to determine the effect of heighth-width proportionality and
stroke on numeral visibility. Soar’s recommendation for the most visible
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hetght-width ration was 10 : 7.5. He found no significant relationship
between height-width and stroke on the visibility of numerals.

Tinker, Miles A (1966) "Experimental studies on the legibility of print- an
annotated bibliography.”
Reading Research Quarterly, 1. 68-118.

Tinker reviews research on print legibility and provides a summary
of the literature following each area of interest.

Tinker, Miles A. (1963) Legibility of Print. Ames |A: lowa State
University Press.

Tinker's book brings together the research that has been conducted in
the field of legibility, including Tinker's series of experiments with Dr.
Donaid Paterson. An annotated bibliography is also contained within the
book.

Tinker, Miles A. (1932) "The influence of form of type on the perception of
words.”
Journal of Applied Psychology, 16: 167-174

Tinker's experiments compare the use of all lower-case letters to
3]1 capital letters. Results reveal that lower-case letters are read
faster than capital letters and that readers prefer lower-case letters to
capital letters.

Tinker, Miles A. and Donald G. Paterson (1932) “Studies of typographical
factors influencing speed of reading: IX. Reduction in size of newspaper
print.”

Journal of Applied Psychology, 16. 525-531.

The purpose of this experiment was to compare the speed of reading
cype face at normal page size to reading speed when page size was
reduced by 30, 50, and 80 percent. Results found that reading speed was
not affected by page reductions of up to SO percent.
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Tinker, Miles A. and Donald G. Paterson (1932) "Studies of typographical
factors influencing speed of reading: X. Style of type face.”
Journal of Applied Psychology, 16: 605-613.

in this study, Tinker and Paterson concluded that the 10 type faces in
common use in printing were equally legible. They expressed concern
about comparisons of type face without consideration for size, line
length, leading, and other typographical factors.

Tinker, Miles A. and Donald G. Paterson (1931a) "Studtes of typographical
factors influencing speed of reading: V. Simuitaneous variation of type
size and line length.”

Journal of Applied Psychology, 15: 72-78.

Tinker and Paterson combined the factors used in their first two
experiments on type size and line length and simuitaneously change them
for this study. Results from the observation of 400 college students
show that adjustment in both type size and line:length is necessary to
bring about an optimal arrangement for maximum reading speed.

Tinker, Miles A. and Donald G. Paterson (1929a) “Studies of typographical
factors Influencing speed of reading: 1. Size of Type.”
Journal of Applied Psychology, 13: 120-130.

This experiment is part of a series of experiments conducted by
Tinker and Paterson on the effect of various typographical factors on
reading speed. In addition to presenting their findings for this study,
Tinker and Paterson critique the methodology used in previous type size
experiments. Results from experiments using an 80-mm. line length
show that the10-point type size yields a faster reading speed than any
other type size studied.

Tinker, Miles A. and Donald G. Paterson (1929b) "Studies of typographical
factors influencing speed of reading: 111. Length of line.”
Journal of Applied Psychology, 13. 205-219.

in an experiment simiiar to the previous study on type size, Tinker
and Paterson found that the desired line length for a 10-point type size
is between 75- and 90-mm., with 80 mm. being the optimum line length.
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Tinker, Miles A (1928) "Numerals versus words for efficiency in reading.”
Journal of Applied Psychology, l_g: 190-199.

In this study, Tinker compares reading speeds for numbers presented
in either numerical form or written in text. Results from his study lead
to the recommendation that numerals be presented in Arabic form for
more compactness in printing and increased reading speed.

Tinker, Miles A. and Donald G. Paterson (1928) “Infiuence of type form on
speed of reading.”

Journal of Applied Psychology, 12: 359-368.

This study compared the reading speeds for individuals using text
printed in either all lower-case, all capital, or all italic letters.
According to the results of the study, the reading speed for lower-case
letters was significantly faster than that for ail capitai letters.

However,the reading speed for italics was only slightly less than that
for lower case letters.

wendt, Dirk and Hans Werckerle (1972) "On effects of indentation and
underlining in reference work.”

Visible Language, 6: 167-171.

Wendt and Werckerle explored the theory that indentation and under-
Iining helped isolate key words, thus making them easier to recognize.
Using 252 10~ 12 year olds in their research, they discovered that
indentation does indeed make reference work faster. However, they aiso

concluded that underlining had no effect on isolating or making words
recognizable.

WiGgins, Richard H. (1967) “Effects of three typographical variables on
speed of reading.”

Journal of Typographic Research, 1. 5-18.

wiqqgins' article discusses early typographical research and presents
the resuits of his research on line length and margins.
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wright, Patricia (1977) “Presenting technical information: A survey of
research findings.”
Instructional Science, 6: 93-134.

wright presents an extensive review of research findings in subjects
dealing with headings, tables and graphs, illustrations, format, and word
choice.

IHlustrations/Pictures

Bernard, Robert M, Chris H. Peterson, and Mohamed Ally (1981) “Can
images provide contextual support for prose?”
Educational Communication and Technology, 29: 101-108.

In their study, Bernard et al. presented contextual organizers, either
pictorial and verbal, to the experimental groups while the control groups
received neither organizers or illustrations. An analysis of the
responses from the 104 undergraduate students concluded that the use of
contextual organizers did result in increased recall of the material
presented. However, no significant differences were noted between the
use of verbal and pictorial organizers.

Bradferd, Annette N. and David B. Bradford (1983) “Practical and empirical
knowiedge of photo-illustrations: what is and is not known.”
Journal of Technical Writing and Communication, 13: 259-268.

Bradford and Bradford conciuded that the use and layout of photo-
itlustrations was dictated more by tradition than by empirical research.
Their article provides a summary of empirical research on photo-
illustrations and presents 11 guidelines for the use of photo-
ilustrations.
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Brody, Phillip J. (1982) "Affecting instructional textbooks through
pictures.” The Technology of Text: Principles for Structuring, Designing,
and Displaying Text, edited by D. H. Jonassen.

Englewood Cliffs, NJ: Educational Technology Publications.

Brody's article reviews the manner by which text is affected by
illustration and provides guidelines for the use of pictures in textbooks.
Brody concluded that illustrations have significant potential for the
improvement of learning through reading.

Brown, Maurice A. (1978) "Graphic aids in reporting technical information.”
Journal of Technical Writing and Communication, 8: 237-241.

Brown describes the use of graphic aids in communicating facts and
ideas. Graphics, according to Brown, should be simple, clearly designed,
and supported by textual information.

Ciark, Herbert H. and William G. Chase (1972) “On the process of comparing
sentences against pictures.”
Cognitive Psychology, 21: 472-517.

Clark and Chase proposed a theory for the process involved in
omparing sentences against pictures, and they test this theory in four
separate experiments. Although previous theory stated that individuals
had separate verbal and perceptual encoding systems, the results of this
study did not support that view. Instead, Clark and Chase proposed that
individuals possessed a common “interpretive” system that handled data
regardless of the source of that data.

Cohen, Peter A, Barbara J. Ebeling, and James A Kulik (1981) "A meta-
analysis of outcome studies on visual-based instruction.”
Educational Communication and Technology, 29: 26-36.

Cohen et al conducted a meta-analysis of 74 studies involving
visual- based undergraduate instructional media to include filmstrip,




B T LR aM g e it act

video-tape, and television. They found no significant differences in
attitudes, achievement, or course completion among the students.

Corsini, David A., Kenneth A. Jacobus, and S. David Leonard (1969)
“Recognition memory of preschool children for pictures and words "
Psychonomic Science, 16: 192-193.

In their memory studies involving 40 preschool children, Corsini et
al. observed that preschoolers retained pictures better than words.
However, they caution that the ability to translate those images to
words may become degraded as conditions change.

Coulter, Russel G, Marcie L. Coulter, and John A. Glover (1984) "Details and
picture recall”
Bulletin of the Psychonomic Society, 22. 327-329.

These researchers studied 75 undergraduate students to determine if
the amount of picture recall was inversely proportionai to the amount of
detail in the photograph. They concluded that recall for outline only
illustrations was better than that for name only 1abels and detailed
drawings, though only siightly better when compared to the latter.

Curren, Thomas E. (1977) Survey of technical manual readability and
comprehensibility (Technical Report No. NPRDC-T-77-37). Navy
Personnel Research and Development Center, San Diego CA.

Curren presented a review of problems in technical manual
readability and recommended some methods to address these problems,
inCluding the comprehensibilty of graphics presentations.

Cury, Robert (1979) "Visual graphic aids for the technical report.”
Journai of Technical Writing and Communication, 9: 287-291.

Besides presenting facts and figures in a condensed and summarized
form, Cury concluded that graphics also provided the reader with a short
mental pause from verbal processing.
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Dallett, Kent and Sandra G. Wilcox (1968) "Remembering pictures versus
remembering descriptions.”
Psychonomic Science, 11: 139-140.

Dallett and Wilcox presented forty 100-word descriptions or a
series of pictures to test the free recall, retention, and rate of
forgetting of a group of undergraduate psychology students. Based on the
results of their experiments, they concluded that free recall did improve
in the group presented with the pictures. However, the retention and
rate of forgetting for words and pictures were equal in most cases.

Denberg, Susan D. (1977) "The interaction of picture and print in reading
instruction {(abstracted report).”
Reading Research Quarterly, 12; 176-189.

Denberg suggested that beginning readers integrated the incomplete
information provided by the text with the incomplete information
provided by the picture. He further suggested that pictures increased the
tendency of the reader to use the incomplete information provided by the
prose rather than to ignore it.

Donald, 0. R. (1983) "The use and value of illustrations as contextual
information for readers at different progress and developmental levels.”
British Journal of Educational Psychology, 53: 175-185.

Donald's study invoived a comparison of the recall capabilities of a
group of 120 students from grades | to S who were tasked with reading
a 320-word passage either with or without illustrations. Donald's study
concluded that while illustrations performed a significant role in the
development of early reading skilis for good readers, the effects of
itlustrations declined as the reading age increased. Results for poor
readers were less conclusive than those for good readers, although
1Hustrations were considered to have some effect on reading behaviors.

Duchastel, Phitlipe (1978) "Illustrating intructional texts.”
Eaucationai Technology, 18: 36-39.

Duchastel reviewed the attentional, explicative, and retentional
roles of illustrations in text. He emphasized the need for the educational
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technologist to develop a strategy for using tilustrations in their proper
context and to coordinate this effort more ciosely with the graphics
designer.

Dwyer, Francis M. Jr. (1970) “Exploratory studies in the effectiveness of
visual illustrations.”
F . AV Communication Review, 18: 235-248.

Dwyer conducted this study to determine the effectiveness of slides,
television, and programmed instruction as teaching tools. while Dwyer
concluded that color visuals may enhance the iearning of specific
objectives at specific grade levels, his overali finding was that the use
of visuals did not automatically improve learning achievement.

Dwyer, Francis M. (1967) "Adapting visual illustrations for effective
learning.” Harvard Educational Review, 37: 250-263.

In his experiment, Dwyer presented 108 coliege freshmen with
descriptions of the human heart using either narrative only or narrative
with one of three types of illustrations. He then tested the students on
their ability to locate various parts of the heart and their knowledge of
medical terminology and the functions of the heart. Based on his
observations, Dwyer concluded that the abstract linear (simple) drawing
was more effective in learning enhancement than either the shaded,
detaiied illustration or the photograph. The oral gescription, however,
was superior to all three illustrations when learning of terms or the
develcpment of new views of the material was required.

Friedman, Ahinda and Lyle E. Bourne (1976) "Encoding the levels of
information in pictures and words.”
Journa: o1 Experimental Psychology: General, 105: 169-190.

Althougn pictures yield faster inferences than words when both
require the same semantic information, Friedman and Bourne found no
diiferential access to memory representations between pictures and
words Friedman and Bourne did suggest that pictures have a head start
in the encoding process since they are more distinguishable from one
ar:other than are words.
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Haring, Marilyn J. (1982) "Picture enrichment of delayed recall Support
from a unique source.”
British Journal of Educational Psychclogy, 52. 104-108.

Haring's study tasked 100 eiementary school students with reading a
360-word essay that contained illustrations for the experimental group
and text only for the control group. Based on experimentai results,
Haring concluded that pictures do have a significant effect on the recall
of details even after a delay in testing.

Haring, Marilyn J. and Maurine A Fry (1979) "Effect of pictures on
children’'s comprehension of written text.”
Educational Communication and Technology Journal, 27: i85-190.

Haring and fry reported that pictures did enhance recall of the main
1deas 1n passages read by grade school children and that this effect was
relatively long-term in nature. They also suggested that pictures did not
have 10 be detailed to induce this effect.

Katz, Elihy, Hanna Adoni, and Pnina Parness (1977) "Remembering the news:
what the picture adds to recall.”
Journalism Quarterly, 54, 231-239.

while concluding that pictures did not detract from the retention or
comprehension of the news, the researchers found no evidence to
support a conclusion that pictures enhanced comprehension.

King, Wiiliam A (1975) A comparison of three combinations of text and
graphics for concept learning (Technical Report No. NPRDC-TR-76-16).
Navy Personnel Research and Development Center, San Diego CA.

King discussed his research involving the use of animated graphics,
suill graphics, and text only. King concluded that his research was
consistent with other research which found that graphics are useful for
1gentification rather than comprehension.
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Koenke, Karl R. and wWayne Otto (1969) "Contribution of pictures to
children's comprehension of the main idea in reading.”
Psychology in the Schools, 6: 298-302.

Pictures, while aiding students in the retention of specific facts, do
not increase the child's general knowledge of the concept. This was
the conclusion of Koenke and Otto’'s study which invoived the
presentation of three different 198 word passages te the 180 third and
sixth grade students involved in the experiment.

u Kunen, Seth and Duncan, Edward M. (1983) "Do vertal descriptions
facilitate visual inferences?”
Journal of Educational Research, 76. 370-373.

The authors cancluded that subjects who visually inspected the
pictures and generated a verbal description of that picture were more
l'kely to recognize that picture up to a week later.

Levie, W. Howard and Richard Lentz (1982) "The effects of text
iliustrations: areview of the literature.”
£gucationai Communication and Technology, 30: 195-232

in their article, Levie and Lentz reviewed 55 research studies that
involved comparisons between reading performance using illustrated
text ang text alone. Based on their review, Levie and Lentz propose nine
basic guidelines for using 1tlustrations in text.

Lupker, Stephen J. and Albert N. Katz (1982) "Can automatic picture
processing influence word judgements?”

Journal of Experimental Psycholegy: Learning, Memory, and Cognition, 8:
4i8-434

i.upker and Katz demonstrated that pictures can have a positive h
ir.i luence on word processing in some situations while interfering with

that process in situations where the picture is incompatibie with the
text
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Mitler Withiam (1938) "Reading with and without pictures”
F_ Elementary School Journal, 38: 676 687

M:1ler’'s study involved the preserntation oi illustratec and
nontliustrated text to 600 elementary school students. Test results
indicated tnat performance of students using only verbal information
was equal Lo that of students using text with liustrations. Miller
concluded that the use of 1llustrations, while possibly possessing some

interest vaiue, may not be necessary as a teaching tool! for reading
comprehenension.

Mueiter 6. A (1979) The effocts of a cortextual visual or recall measures
¢f listening comprehenc.on in beginning college G German. Unpub!ished

‘nasters thes's, Air Force Institute of Technology, Wright-Patterson Air
Force Base UH

Mueller concluded that visuals enhance listening comprehension
depending upon the proficiency of the individual in the subject area.

Neison, Thomas. O, Jacgueline Metzler, and David A. Reed (1974) "Role of

a2taiis in the long-term recognition of pictures and verbai descriptions.”
Journal of Experimental Psychoiogy, 102 184-186.

Nedson et al. conducted their study to determine the effect of extra
gotait on long-term memory. e researchers presented a group of 136
Crdergraduate students with text that inciuded verbal description,
creaiberiiched line drawings, detatled line drawings, or photographs.
2esuits indicated that students presented with pictorial representations

A

50 a higher recognition rate than those presented with verbal

daoserintions only - However, no sigmficant difference was noted in
“ognition beiween the pictorial representations.

"o, Raymond o (1968) A note on long-term recognition memory
vt piniorat materiat”

PNV LOenE, 110 58

Lcverson extanded his previous study 1o account for periods of up to
wakye g and discovercs that pnctures even when brefly presented, did
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have a significant potential for improving retention of the pictorially
presented information.

- Nickerson, Raymond S. (1965) "Short-term memory for complex meaningful
visual configurations: a demonstration of capacity "
- Canadian Journal of Psychology,19: 155-160.

i . Subjects were presented a series of photographs and were required to
identify those photographs appearing more than once in a demonstration
of capacity rather than an explanation of the process Nickerson
discovered that individuals could identify identical photographs even
when as many as 200 other photographs appeared between them.

Niekamp, Walter (1981) "A: exploratory investigation in factors affecting
visual balance.”
Educational Communication and Technology, 29. 37-48.

Niekamp begins his article by reviewing previous visual studies on
position, form, size, and tone. There was substantial indication that
individuals give images appearing in the upper half of the visual field
more weight than those appearing in the lower half. However, no
evidence was discovered which would give either the right or left visual
fields dominance over the other.

Paivio, Allan, T. B. Rogers and Padric C. Smythe (1966, “Why are pictures
easier to reca!l than words?"
Psychonomic Science, 11: 137-138

This study required the undergraduate students involved to observe
either pictures or their noun labels in coior or black and white. Results
from memory tests indicated that pictures were more easily retrieved
from both short- and long-term memory than were their noun
counterparts No differences were noted between the use of color and
the use of black and white.
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Paivio, Allan and Dan A Yarmey (1966) "Pictures versus words in stimuli
and resonses in pafred- associate learning.”
Psychonomic Science, 5: 235-236.

Based on the observations of 84 undergraduate students, Paivio and
Yarmey concluded that the use of pictures to stimulate recall proved
superior to the use of words

Peeck, J. (1974) “Retention of pictorial and verbal content of a text with
1Hustrations.”
Journal of Educational Psychology, 66: 880-888.

Students using illustrated text were found to have higher retention
rates for that information presented in illustrations when compared to
students using text alone. However, for information presented in text
only to both groups, no signficant differences in retention were noted.

Powell, Arnold, and Rena Wynn (1976) "Memory span, organization, and
transformations in recall of pictures and words.”
Psychological Reports, 39: 395-399.

In their experiments, Powell and Wynn concluded that paragraph
comprehension was more closely associated with picture memory while
the immediate memory span was more closely associated with words.
hey presented a case for the dual processing of pictures. That is,
pictures are processed both verbally and through imagery.

Powell, Arnold, James Havnaer, and Wendall Wiggins (1972) "Organization
and recall of pictures and words in children.”
Psychonomiic Science, 29: 385-387.

Subjects reading paragraphs with pictures scored higher in recail and
ciustering than those subjects reading text alone. Powell et al.
concluded from their experiments that pictorial stimuli are less
influenced by the encoding process than words.




Rigney, Joseph W. and Kathy A. Lutz (1976) “Effect of graphic anzlogies of
concepts in chemistry on learning and attitude.”
Journal of Educationa) Psychology, 68: 305-311.

The use of graphics to supplement the verbal text resuited in an
improvement in student learning and attitude.

Rudisill, Mabel F. (1952) “Children’s preferences for color versus other
qualities in illustrations.”
Elementary School Journal, 52: 444-451.

If elementary school students are presented with pictures of
identical content, the students will prefer the pictures presented in
color. However, if the black and white picture appears to be more
realistic than the color picture, the student will prefer the former.
Rudisill concluded that children, when choosing between these factors,
prefer realism over color in pictures.

Ryan, T. A. and Schwartz, C. B. (1956) "Speed of perception as a function of
mode of representation.”
American Journal of Psychology, 69: 60-69.

Ryan and Schwartz conducted a study on the speed of perception as it
relates to llustrations presented as either photographs, shaded
drawings, line drawings, or cartoons. Study results show that line
drawings required the longest processing time for perception while
cartoons required the least. No signficant differences in processing
times were found for photographs and shaded drawings.

Samuels, S. Jay (1970) "Effects of pictures on learning to read,
comprehension and attitudes.”
Review of Educational Research, 40: 397-407.

According to Samuels, illustrated text was no better than non-
Mustraied text in affecting reader comprehension and attitude.
Samuels, in fact, suggested that the use of pictures may have actually
nindered the reader.
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Samuels, 5. Jay (1967) "Attentional processes inreading: “The effects of
pictures on the acquisition of reading responses.”
Journal of Educational Psychology, 58: 337-342

Those subjects classified as poor readers were found to have learned
more when pictures were not present. No differences were noted among
the better readers. Samuels proposed that the use of pictures diverted
the reader’s attention from the information presented in the text

Saunders, Robyn J. and Robert T. Solman (1984) “The effect of pictures on
the acquisition of a small vocabulary of similar sight words.”
British Journal of Educational Psychology, 54 265.

The use of pictures did not aid the kindergarten students involved in
this study in the acquisition of the vocabulary presented.

Shepard, Roger N. (1967) "Recognition memory for words, sentences, and
pictures”

Journal of Verbal Learning and Verbal Behavior, 6: 156-163.

Shepard discovered that recognition memory for words, sentences,
and pictures is substantially higher than previously reported. On
recognition memory tests, subjects asked to identify pictures presented
during sesstons a week earlier performed as well as subjects who were
asked to 1dentify words or sentences that had been presented
immediately prior to the test.

Spauiding, Seth (1956) "Communication potential of pictorial illustrations.”
AV Communication Review, 4 31-41.

In this study, Spaulding's research shows that illustrations which
are not based on the reader’s past experience have little educational
value ana may even be distracting to the reader.
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Spaulding, Seth (1953) "Research on pictorial 1llustration.”
AV Communication Review, 3: 35-45.

In his article, Spaulding reviews past literature on the size, type,
and location of illustrations and presents eleven generalizations based
on the literature. His major findings are that illustrations do aid the
reader in understanding prose and that headlines are effective only 1f
they add something to the text.

Standing, L., Bond, B., Hall, J., and Weller, .J. (1972) "Abibliography of
picture-memory studies.”
Psychonomic Science, 29: 406-416.

Standing and his associates present a bibliography of 685 studies
involving picture memory. This bibliography includes studies that
involve pictures directly or involve the use of imagery, or the mental
formation of images based upon verbal text.

Standing, Lionel, Jerry Conezio, and Ralph Haber (1970) "Perception and
memory for pictures: Single trial learning of 2,500 visual stimuli”
Psychonomic Science, 19: 73-74

Subjects in this study were presented with over 2500 pictures
shown at intervals between five and ten seconds. These subjects were
then tested for recall up to three days following the initial presentation.
Based on their observations, the researchers concluded that the limits
for picture memory were substantially higher than those for words.

Stone, David E. and Marvin D. Glock (1981) "How do young aduits read
directions with and without pictures?”
Journa! of Educational Psychology, 73: 419-426.

in their study which had undergraduate students serving as h
experimental subjects, Stone and Glock discovered that the students who
used illustrations produced more accurate performance than those
students using text alone. Other experimental results suggested that the
decision to use either narrative only or a narrative and illustration
depended upon the type of information to be presented.
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Stone, David E., C. K Pine, G. R. Bieger, and Marvin D. Glock, M. D. (1981)
Methodological issues in research on reading text with itlustrations.
New York State College of Agriculture and Life Sciences, ithaca
Department of Education.

Stone et al. reviewed past research on the impact of illustrations on
reader comprehension. They also critiqued the methodologies used in
prior research and discussed several theories of perception and
comprehension.

L Szabo, Michael, Francis M. Dwyer, Jr.., and Hermes DeMelo (1981) “Visual
‘ testing- Visual literacy's second dimension.”

‘ Educational Communication and Technology, 29: 177-187.

[

Szabo and his colleagues suggested that experiments involving visual
instruction are better evaluated using visual methods. That is, students
e who are trained with the use of visuals should not be tested with
written (narrative) tests. Their study indicated that the subjects in the
visual learning-visual testing scored significantly higher in indentifying
details than did the control group.

Tversky, Barbara (1969) "Pictorial and verbal encording in a short-term
memory task.”
Perception and Psychophysics, 6: 225-233.

Tversky suggests that individuals are fiexible in the method used to
encode incoming information and that neither the verbal or pictorial
processes are superior in al) cases.

Vernon, Magdalen D. (1954) "The instruction of children by pictorial
Hlustration.” British Journal of Educational Psychology, 24 171-179.

In this study, the subjects were asked to read either illustrated or
non-iijustrated text and were then tested on tneir comprehension of the
riaterial presented. No significant differences in comprehension were
noted.




Vernon, Magdalen D. (1953a) "The value of pictorial illustrations.”
British Journal of Educational Psychology, 23: 180-187

INustrations did not assist the students involved in this study in
comprehending the text, although it did aid them in remembering the
specific facts highlighted by the illustrations. In fact, Vernon suggested
that the use of graphs may be superior to the use of illustrations when
relationships and explanations are involved.

Weintraub, Samuel A. (1967) “lllustrations for beginning reading.”
Reading Teacher, 20: 61-67.

After reviewing previous research on the use of illustrations in
the instruction of beginning readers, Weintraub conciuded that
tilustrations do serve a useful purpose and should not be entirely
eliminated from early reading texts.
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Perceptual and Motor Skills

Programmed Learning and Educational Technology

Prcgressive Education

Progressive Learning and Educational Technology
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Psychological Reports

Psychological Review

Pszcholog)_/ in Eh_e Schools

Psychophysics

Psychophysiology
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Reading Improvement

Rezding Research Quarterly

Remedial Education

Review of Educational Research

science Education

Scientific American
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F Sight-Saving Review

» The Reading Teacher

5 Visible Language (preceded by Journal of Typographic Research,
i 1967-1970)
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