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- A variety of operations research techniques and models
that are applicable to human factors engineering problems
are identified and classified according to the functions or
purposes for which they are useful. Several of these tech-
nigques are described in sufficient detail for a human

factors engineer to determine if they are applicable to a
problem of interest. Uses for techniques are illustrated in
military-related human factors settings, primarily related
to the Navy's antiair warfare mission. References are
provided for additional informatioa on each technique.
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I. INTRODUCTION

This thesis is intended for human factors engineers who
seek additional techniques to use in evaluating the adequacy
of new systenms. The techniques discussed here are commonly
used in the field of operations research. They are readily
applicakle to many human factors probleas, but are not
widely known in that discipline. Most of these technijues
result in gquantitative answers—--pumbers or eguations which
represent how mach money or time will be saved, or how many
errors can ke expected, etc., if this particular system or
change is implemented.

Human factors engineers certainiy recognize the need for
numerical answers to engineering problems, based on measures
of effectiveness. The design and systems engineers who
oversee major programs are justifially skeptical of qualita-
tive judgements--especially ones like, "It is my infurmed
opinion that the operator will make fewer errors if we raise
the widget 2 inches." Since it costs money to change a
design and raise a widget, at least three guestions need to
be asked. How much does an error cost? By how Rmuch will
errors be reduced? In the long run, will it be cost efiec-
tive (in money or lives), if we raise the widget?

Numerical answers may be available, 1in specific cases,
as a result of directly-applicable axperimentation (either
previously carried out or done especially to answer a
current question). Usually, however, they arz not. Wwhean
empirical data are not available, the human factors engineer
must rely either on intuition or on extrapolation of what is
known, through the use of some model, to make evaluations.
The operations research technigues presented here are
intended to assist in the latter process.

Za a8 a a




| e T S ™ 2 RN A AR P =l

L
I“_.
4

Lan i e i S A

o

Dt 2 Ay e dos S g

PRI P S A S AV T SO R DA SV T} ) LY

A. BACKGROUND

For some tinme, human factors engineers have been
intrigued by a possible liaison of human factors with opera-
tions research, notes DeGreene [Ref. 1]. However, he
continues, human factors and operations research have
largely gone their separate ways. The former perhaps have
made somewhat more use of operations research technijues
than the latter have incorporated psychological knowledge
from human factors research. Still, much of the mathematics
and many of the concepts used in operations research remain
outside the general knowledge pool of human factors
specialists.

DeGreene describes the gap between the two disciplines
as follows:

. Operations research tends to be formal and guanta-
tive, and apglled at the subsystem level, or lowef, and
toward suboptimizations, in the systems sense, rather
than towards optimizations. To a %;eat extent, there is
an emphasis on theory over applicatiomns.

Yet in mang.ways, ogerations research represents, a

natural extenSion® of the methods 1lony practiced in

psychological and human {actors reseatch. . In both

cases, problem £ "fields" and ., methodologies (e.g.
sampling, surveying and simulation) are similar, _an
uantitative proce&ures have a basis in probaﬁlllty
heory.

.Operations research tends, to require more _mathe-
matics_ than most psychologists an kuman factors
siec1allsts possess or need. “"We know of no texts, arti-
cles, or university courses entitled "Operations
Research Tecaniques for the Human Factors Specialist'.
Such courses would require a resgfctable understandin

of | human behavior, as we as mathematica
manipulations.

DeGreepe does acknowledge a number of human £factors
problems that actually have utilized operations research
technigues. These include panel layout; work space design;
visual sampling and display design; information system data-
file, data-bank, and data retrieval designs; organizational
data flows; and manpower determinations and ailocations.

10
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However, he notes that a large number of potentially useful
techniques are not widely used. He lists gueueing theory,
linear programaing, and game theary as especially fruitful

[P L i QL S 4

areas for human factors applicatioms.

This study is intended as a slender bridgs across the
gap DeGreene has described. It may be useful to operations
researchers who happen to vwork with man-machine systenms. BT
However, the primary intended audience consists of human

factors engig§g£§. Specific operations research technigues
are identified and described here, then correlated with

human factors-related problens. Thus, human factors engi- }
neers may be able to pick up some of these procedures, as
applicable to their individual areas of intersst, without
having to study the whole of operations research.

According to Cogan [Ref. 2], good operations research

ST

and good human factors have several points in comnon. Both
are corcerned with how to implement innovatioms. And both
rejuire a general imagination, elastic feats of the mind,
and adventurousness. Effective work in both fields must be
based on an intimate knowledge of the system being studied.
Discovery, invention, or creativity puts this kanowledge in a

’

new ligit. A formal epistemological or mathematical review
then provides a firm foundation for inovation.

%hile human factors principles are appliei (or can be
applied) throughout the whole range of human activities, one
of the most promising areas for the melding of that disci-

T LY v TR,

pline with operations research is in military svstems. The

enormous expense of these systenms, coupled with the severe

Teotpte

consequences of human error, suggest that all applicable
techniques that wmight result in system improvements should
be utilized. Therefore, military appliications are
enphasized in the examples given below. >

To aid in understanding the techniques presented here, :
it 1is useful to provide a common thread throughout the

B Boras 2 TR
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explanations and examples. Actually, tvo "threads" are
used. The first is the employment of a constant format in

- describing all of the techniques (as discussed in the next

chapter). The second is the application of each technigue
to the same (or close to the same) scenario or mission. The
Navy's mission area of antiair warfare (AAW) has been
selected for this purpose. Insofar as practical, that
tactical category known as air combat maneuvering
(ACM);-direct air battles between two or nmore fighter
aircraft--is used to illustrate how the various operations
research techniques may be applied.

B. OBJECTIVES AND PROCEDURE

The objectives of this study are:

1. To identify and <classify a number of operatioms
research models and techniques which are applicalble
to certain human factors probleams.

2. To describe several of these models and techniques in
enough detail to enable the human factors engineer to
determine if they are useful for his or her
particular probleams.

3. To illustrate the use of some of these technigues in
a military-related human factors setting.

4. To provide references for additional information on
each listed technique, to enable further study if the
human factors engineer is interested.

In short, this is intended as a "how to" man&al, not a
"why so" textbook. Readers who desire or need a theoretical
basis for the techniques discussd here are referred to the
more standard mathematics and operations research texts
cited in each section.

12
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II. DEFINITIONS

42— % 424

Before beginning discussion of operations research tech-
niques applicable to human factors engineering problems, the
following sections briefly describe what is meant (in this
study) by the following terms:

1. Human factors and human factors engineering

2. Systems engineering, systems analysis, and operations

Ach e ar ns K R SRS YO v e mames B s s

analysis
3. Operations research
4. Operations research techniques
The procedure used in this study to combine human factors
engineering problems with operations research techniques
also is discussed.

A. HUMAN FACTORS ENGINEERING

BEuman factors engineering is the application of informa-
tion about human behavior in the design of eguipment, facil-
ities, and environments, in order to meet man-machine systen
objectives. It is not synonymous with, but rather is a
subset of, the wmore general field of human factors. The
latter also includes research into human capabilities and
the enhancement of capabilities through training, as well as
application of research findings to design problenms.

Closely related to human factors engineering is the
field of engineering psychology. The difference is in
focus. Human Factors engineering adopts the perspective of
the engineer, and is concerned with the entire human body
and its performance. Engineering psychology, on the other
hand, adopts the perspective of the psychologist, and so
focuses on the brain, the mind, and behavior.

13
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According to McCormick and Sanders [Ref. 3], the primary
focus of the general field of human factors is om human
beings carrying out functions to wmeet an objective (or, as
Bailey [Ref. 8] puts it, "Somebody doing something sone-
place%w--that is, a person converting inputs to specified
outputs, via work activities). The combination of person,
activity, and surroundings--including egquipment needed to
perform the activity--can be considered a man-machine
system, and thus is amenable to the techniques of systems
analysis.

The approach used in human factors enginesring is the
systematic application of relevant information about human
abilities, characteristics, behavior, and motivation, in the
execution of functions or activities as described above. 1In
other words, engineering techniques and knowledge. about the

human being are applied to the man-machine system, +to briag
about some desired output from given inputs. In doing so, ’
as Jones points out [Ref. 5], the psychologist is well aware ) ?
that the man is, at best, statistical in nature (while the a
typical systems engineer is only vaguely aware that human y
behavior is variable, nonlinear, and time varying). . f

It is important to note that the human factors engineer .

logic or common sense) to systems problems, as is emphasized
by Chapanis [Ref. 6]. He notes:

Because psychologists work so _intimate;{ with thae
tangled skein "of re atlonshlgs. which _constitute human
behavior, they are not nmuch_inclined to trust their
common sense, intuitions, or logical powers of apalysis
when it comes to matters of this " kind, Most good human
engineers, I find, are always a little uneasy when they
have to make decisions unsupported by  empirical find-
ings. To such peogle, one good experiment is worth a
nundred guesses, ecause they know how often guesses
turn out to be wWronge...

As a result, _the tw kindﬁ of engineers--human and
systems--do not often understand each Odther. The one 1is
reluctant to _play his hunches, and argues coanstantly for
empirical evidence; the_ other is _impatient at the long-
haired scientific attitude which demands validation, and

14
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arqgues that an "informed guess" is better than none. In
thé long run, however he validity of any model must
face thée stern test of.emplrlcal validation. In this
respect, the human engineer's scepticism can contribute
to the work of the opefations analyst.

It also is important to note that knowledge about human
performance is unavailable, to cover every possible situ-
ation and under all conditions. What we know--through human
factors research-~is how a typical or anticipatad user prob-
ably will perform in some previously-studied situations.

Thus, when a new situation arises (through developmeant
of a new system) vwe usually have only two ways to "find out"
how well we may expect the man-machine system to do its
intended job. We can perform research and measure perform-
ance under the precise conditions of interest. Or we can
take the closest, best data presently at hand and extend its
usefulness (make predictions) through some form of apalysis.

The field of human factors engineering, and the measure-
ment and analysis techaniques used by that discipline to
attack various problems, often are divided into established
categories. It is useful for our purposes to classify these
categories under the objectives for which they are
intended--objectives which then can be related to the opera-
tions research techniques to be discussed here. These
objectives may be stated as:

1. Describing individual bhuman differences: permanent
differences, such as those that are inherent or due
to experience, -or transitory differences, such as
those iue to physical or emotional state, motivation,
etc.

2. Describ

ing a pan-pachine systenm.
3. Designing (or modifying) a system £for optimum

performance.

4. Evaluating human performance within the system, to
judge whether given criteria are met for such things

15
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b as perceiving inputs, performing mental activities
isw (mediation), comaunicating, and wmaking responses
u (motor processes).

xfj Table 1 illustrates how various "standard" human factors
E‘ categories fit within these four general objectives. As

noted, these objectives sometimes have been met by measuring
attributes or performance, through tests and experiaents.
At other times, techniques of prediction have been used, via
T analysis and modeling.

7 Those human factors engineering methods and procedures
listed in Table 1 that have been extensively exploited in
the past are not covered in this study. These include func-
tion, task, timeline, workload, link, and environment anal-

L ysis, as well as the design, conduct, and analysis of
;* experiments and tests. The .intent here is to break new
- ground, not to review the entire spectrum of technigques.
;j; Similar human factors objectives often can be met, in some-

what different ways (and sometimes with better results),
using the less familiar operations research technigues
discussed below.

L B. SYSTEMS ANALYSIS AND OPERATIONS ANALYSIS

Analysis, of course, 1is the separation of a whole into
its component parts. Analysis can be looked wupon as a
@if detailed examination of anything complex, in order to under-
o stand the nature and to determine the essential features of
that complex object or concept.
T ‘ A system can be considered an assemblage of consti tuents
:jﬁ (people, hardware, and software) that interact to fulfill a
ih' comnmon purpose, transcending the individual purposes of the
components ([Ref. 7]. Thus a system consists of several
parts (each with attributes) plus the relationships among
then. Often the inputs to and outputs froa this collection

16
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TABLE 1
HUMAN FACTORS OBJECTIVES AND CATEGORIES

HUMAN FACTORS OBJECTIVE HUMAN FACTORS CATEGORY

1. Describe Individual Differexn

t
~— - Anthropometric measures
PhZ51o,oglcal measures
Intelligénce tests
Psychological tests

Experience
Roowledge level tests
Skill lével tests
Transitory
PhySiCal _states
Emdotional states

Motivation measures
Satisfaction measures

2. Describe Systenms .
Functional analyses
Task_analyses
Workload analyses
Link analyses

Environment analyses

3. Design Systems . .
Function allocation
Eguipment design
Environment de&ign
Job desxgn j
Personnel sslection
Training design

4. Zvaluation of Human Performance:
E§£Q§E£l9n measurement
earch, 1identify, .
monitor, recognize
Medjation modelin
"'LIdfﬁfmdfibﬁ‘E%oce551ng
Decision making
Compunications measurement
Verbal -
Nonverbal
Jotor Processes measurement
Simple/discrete™ —
Complex/cont inuous
17
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of objects also are considered part of the systen. Since, -]
as John Muir pointed out, “Everything in the universe seenms »
Y to be hitched to everything else," systems (and systems ﬁ
- problems) often are large and complex. Figure 2.1 is a very o

simple model of a man—-machine system, using this definition, N

; ;N

HARDWARE |<—>| SOFTWARE

P

fi Figure 2.1 Simple Nodel of a Man-Machine Systenm

RS of BRNR

ﬁﬁ Systems engineering is the application of scientific and
- engineering knowledge to the planning, design, evaluation,

RN

and construction of man-mackine systems and system compo-
nents, according to Chapanis [Ref. 8]. The process prima-

VIR g NN

rily is concerned with the construction of pew hardware and
software systems. Since the knowledge to be applied must
include information about human bLbehavior, human factors
engineering may be considered a subcategory of systeas
engineering.

Systems analysis is the process of taking unmanageably

: large problems of system design or control (espacially prob-
) lems that are ill-defined) and "cutting" them into small
si_ problems--known as suboptimization. Solutions to these

NI XIN [ CERIRD

.- small problems can be sought, then combined in some manner
- to yield solutions for the large ones [Ref. 9].

’ o 1 \
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L
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When does a problem exist? According to Daellenbach and ;
others [Ref. 10], for a problea to exist,
1. There nust be a decision maker who has a goal to be
achieved.

2. At least two alterpative courses of action are

available.

3. There nmust be some doubt about which is the best
course of action.

4, The problem nmust be treatable within a relevant
environment.

Operations analysis is the term usually applied to anal-
yses of the operation of an existing system (as opposed to
the design or development of a new systen) [Ref. 11].
According to Raiffa [Ref. 12], problems tackled by opera-
tions research are more limited in character than those of
systems analysis, and bhave bétter defined structure and
goals. There is no hard and fast demarcation line between
the two, however.

The basic role of operations analysis is to provide
carefully reasoned, technical, and predictive advice to the
system's users, according to DeGreene [Ref. 13]. He lists

as the sequential steps used for all operations analyses:

1. Recognition that a problem exists and that the solu-
tion may be amenable to operations analysis
techniques.

2. Definitiom of that problem in an appropriate form,
including definition of objectives, requirements, and
constraints.
approximations and working toward minute preciseness;
the result should be a cornceptual model on which
quantitative analysis may be per formed.

4. Definition of performance criteria for the system as

a whole, for the various levels of organization, and
for the combination of its constituents.

19




5. Definition of alternative configurations, and evalua-

e i e e —— — —— —

tion of trade-offs (ausing operations research
techniques). .
6. Presentation of alternatives and trade-offs to the

user.
7. Performance of ongoing, iterative engineering angd
human- factors analyses during system developnment.

8. Apalysis of operational systens, to gather
performance data.
Although operations analysis may have a gqualitative
beginning, guantification is regquired as the systen
develops. The ensuing quantative analyses then include:

1. Determination of the functional relationships of

performance parameters, using mathematical models to
describe subsystems and systeas.

2. Optimization of the systenm, using predetermined
criteria.

3. Determination of the variations in system performance
associated with changes in coastraints, external
requirements, etc.

Note that "guantitative" refers to the degree or level
of measurement of some quality or attribute. Thus it
includes ordinal relationships such as "more versus less"
and "fketter versus worse", in addition to imnterval and ratio
measurements. It also includes probabilities, as well as
discrete numbers.

C. OPERATIONS RESEARCH

According to DeGreene [Ref. 14], operations research is
the application of guantitative, mostly probtatilistic tech-
niques (largely at the subsystem level) to the management
and control of specific complex systeams. He contrasts this
with systems analysis or operatioms analysis, which applies

20
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a similar body of techniques to systems to obtain general
(as opposed to system-specific) data--which then can be used
for general predictions of system and human performance

reliability.

As noted in the above section, the techniques developed
under the umbrella of operations research are used during
the process of operations analysis-- specifically, during

definition of alternative configurations and evaluation of
trade-offs. Thus, in this sense, operations research can be

i VTS T Y ()

considered a subcategory of operations analysis.
Operations research technigues usually are applied to

-

problems of conducting or coordinating operations or activi-

DAL

ties within an organization, according to Hillier and

L

Lieberman [Ref. 15]. The nature of the organization is

I R SRASE SE AR M GO0
‘ -,
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immaterial; breadth of applications is wide. The discipline

B il PRI

is concerned with optimal decision making in, and modeling

.

of, deterministic and probabilistic systems that originate

from real life.

Not all operations research problems involve systenms
engineering or human factors engineering. However, vwhen
predictions about the most efficient operation of a not-yet-

P A i ol RPNV

constructed man-machine system are needed, the knowledge
provided by human factors engineering becones vital
[Ref. 16].

The approach oI operations research basically involves

Ay ey ogovy TR

use of the scientific method. Daellenbach and others
provide five major steps or phases for a successful
operations research project [Ref. 17]). These irclude:

1. Defining and formulating the problen.

2. Constructing a mathematical model to r=present the

s e

operation studied.
3. Deriving a solution to the model.
4. Testing the model with empirical or other practical

data, evaluating whether the solution yields

R s, SR
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acceptable values for the measures of ef fectiveness,
and, if not, making appropriate changes or
refinements.
5. Ipplemepting, maintaining, and using the solution for
predictions
The above steps assume that the problem is well-
structured, a condition necessary if we are to approach it
with the usual operations research procedures. Daellenbach
and others [Ref. 18] list six characteristics of a
well-structured problem:
1. Any knowledgqe relevant to the problem can be
represented in an acceptable model.

2. An acceptable model will encompass al

———

feasible
solutions.

3. Definite <criteria are available for judging the
feasibility and optimality of any solution.

4. A programmable method (that is, ome which can be laid
out in logical steps) - exists for finding the optimal
solution.

5. The solutior method does not reguire more computation

than is economically practical.

6. 1all ;ggg;gg;igg required by the acceptable model is
available or can be obtained economically.

Wagner [Ref. 19]  notes that the distinguishing
chagacteristics of operations research include the
following:

1. A primary focus or decision making: the analysis
must have direct and unambiguous implications for
action.

2. An appraisal resting on criteria of gggggg;g'ggigg—

tiveness: a recommended solution must take into

account the cost and return tradeoffs, based on sone
measure of effectiveness, so that a balance has been
struck. ‘

..
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3. Reliance on a formal mathematical model: data manip-

ulation procedures should be so explicit that they
can be described to another analyst, who could then

S Il DEDBEE o AR

derive the same results.
4. Dependence on an electronic computer: this charac-

teristic 1is not necessarily desirable, but is a
reflection of the complexity and size of most prob-
lens tackled under the banner of operatioas research.

DSt VIS

The concept of measure of effectiveness (MOE) deserves

elaboration. Under the "systems point of view", final
criteria of overall system performance are used to evaluate
individual design decisions [Ref. 20]. The measure of
pecformance or effectiveness used most often in operations
research is cost in dollars.

Some operations research techmnigques are intended for
problems where only a single objective (e.g., cost) is to be

met, and only one measure of effectiveness is used. Other
technigues can handle several objectives at once. Still
others are used within a framework of continuous (rather
than discrete) variables and objectives. -

A conflict between operations research and human factors :

engineering must be considered here. For the human factors
engineer, measures of effectiveness usually are based on
some human performance outcome, described by one or more
observable attributes (such as speed or accuracy), that is -]
associated with each of the operator's alternative courses X
of action. These attributes are used to measure how effec- L.
. . : s . -
tively each outcome will meet the decision maker's objec- .:
tives. Pre-set criteria or standards must be available in o
order to measure the "goodness" of each outcome (for 3
example, a criterion that data will be entered on a keygad !
with an error rate of five or fewer incorrect entries fper =
100 keystrokes). 2
-
°
v
i
]
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The problem, as Chapanis points out [Ref. 21], is that =

most human factors research is carried out under carefully-
controlled, generalizable conditions so that results will be

A

widely applicable. This creates an extremely serious short-

v oeor
N

comring in most human factors data: since they were not

,I’L e

Y

’

b

obtained under realistic conditions (which are not so gener-
alizable), they cannot be entered directly into the opera-

~
o

tions researcher's cost equatiomns. It does little good to

‘A

set a measure of effectiveness of error rate unless we know
how much an error costs--in dollars, lives, time, etc.
Chapanis recommends that, whenever huaanm factors results

VR YL L
DT N

are to be used in operations research nodels, these results
be expressed 1in systems-relevant measures. These include
measures such as a pilot's delay-time expressed in the
amount of fuel consumed by the aircraft during the delay,
and pilot error rates expressed as the probability of

mid-air collision as a function of these errors.

0 ) B

D. OPERATIONS RESEARCH TECHNIQUES
An operations research techmigue can be considered to be -]
a verbal, physical, or wmathematical procedure (usually 12
nathematical), defining or performed on a model, that either E
1. elucidates a specific yuestion about a systen, g?
condition, or event (using a descriptive model); or :E
2. that gives a quantitative answer to such a guestion :5
(using either a descriptive or prescriptive model). =
The basic categories of models (descriptive, prescrip- %
tive, etc.) and the relationships between models and .ﬁ
techniques are discussed further in Chapter V. ;ﬂ
Table 2 lists a number of operations research models and ﬁ
techniques, applicable to human factors engineering prob- %]
0 lems, which are discussed in this study. These have been p
- categorized under three "purposes': ﬂ
L %

. J
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TABLE 2
OPERATIONS RESEARCH MODELS AND TECHNIQUGES

PURPOSE MODZL TECHNIQUE

1. Describing Systeas, and Description-Based Predictions

Deterministic models

Regression _analysis
Factor analysis .
Discriminant analysis
Canonical correlation,
Multidimensional scaling
. Manual control

> Optimal control

. Time series models

Stochastic nodels
Markov chains
Poisson processes
ueqelgg_ rocesses
eliability models

Simulation models

a} ' 2. Maximizing/Minimizing and Meeting Constraints
- Linear programming models
Nonlirear programming models

= Network models

- Distribution models

3. Making Choices and Decisions

Decision theory models, decision analysis

j} ' Signal detection theory models

- ‘. ..‘~.~'-“'A.
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1. Describing systens, and description-based
predict ions. These techniques involve finding or

developing some pathematical formulation that repre-
sents existing knowledge about the system well enough
so it can be extragolated to predict the performance
whick 1is expected under somewhat different condi-
tions, These describing functions are divided here
into deterministic, stochastic, and -simulation
models--to make it easier to see differences and
relationships. Meanings of these terms are discussed
in Chapter V or in the introduction to Chapter VI
(and also in the Glossary). .

onstraints.

2. Maximizing, minimizing, and meeting ¢
These techniques f£find ways to satisfy a number of

criteria simultaneously (or sometimes serially),
within bounds set by nature or human organizations,
to obtain the best possible solution to a problem.
Linear and nonlinear programmiag, network, and
distribution models are included in this category.

3. Making choices and decisions. Given a list of alter-
natives, these techniques are used to perform anal-
yses and evaluations im order to determine which
alternative will best meet some given criterion or
aspiration level, This category incluies techniques
derived from decision theory and fron signal
detection theory.

Any scheme for separating models into some set of
categories is of course based on someone's judgament. It is
also pointless, unless there is some value to be gained by
this categorization. The vailue here 1lies in the fact that
models and technigques must be used, aust have a purpose.
Otherwise, they are merely intellectual exercises. The
purposes or categories used here suggest what the wmodels
included in this study are good for. They should aid the
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human factors engineer ‘as he screens the various technigques
to see which (if any) are applicable to whatever questions

" he needs answered. '
Other scientific disciplines will be required for imple-
menting such techniques--primarily those of mathematics.
Therefore, we will defipe a mathematical tool as a procedure

which does not, in and of itself, answer a specific ques-
tion, but which is necessary in order to use an operations
research technique. That 1is, it <can be considered an
instrument, or a means to an end.

Table 3 lists some of the most common mathematical tools
used with operations research techniques. Several of these
already are an integral part of the psychologist's or human
factors engineer's bag of tools (probability, statistics,
experimental design, etc.). These tools for measuring and
estimating, for making decisions about hypotheses, and for
planning are equally important for many operations research

techniques. 4
Others of these mathematical tools may not be so E
familiar. It is important to note that pot all of these ij

tools are necessary for any single operations research tech- jf
nigque. As each technigue is discussed, we will note which
specific tools are needed, so the user can determine whether

he already has the requisite skills or whether he can obtain

4, 2.

»

them easily enough to make the technique practical for his

ry v e v
3
PRSP

use.
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E. COHMBINING HUMAN FACTORS AND OPERATIONS RESEARCH

-, ean
.

-
2 2

The basic procedure used in this study is to identify

and describe specific operations research models and their
accompanying techniques, and to apply some of these models
to given human factors-related probleams. Table 4 illus-
trates the format which is used throughout the report. For
each model or technique, the following are provided:

27
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TABLE 3 -
MATHEMATICAL TOOLS FOR OPERATIONS RESEARCH TECHNIQUES

Arithmetic

Algebra, simple .
AlQgebra, linéar or matrix
Algebra, Boolean
Geometry, plane,
Geometry, Spherical
Geometry, analytic
Trigonometry

Calculus, single_variable
Calculus, nmulfiple variable

Logic and set theory
Fu2zy set theory

Probability theory

Statistics, descriptive
Statistics, inferential

Experimental design
Graphs and plots

Computer programming
Computer packages

1. The kinds of questions or problems for which it is

especially useful--that is, what it is good for.

2. The kinds of mathematical skills required for proper

use.

3. In general, the kinds of human factors engineering

applications we see as particularly appropriate.

4. Examples of the use of the model for human factozrs-
related problenms, as reported in the literature

(wvhere availakle).
5. PReferences and texts for more information,

desired.

------
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TABLE 4 g
DESCRIPTION OF OPERATIONS RESEARCH MODEL/TECHNIQUE

OPERATIONS RESEARCH MODEL/TECHNIQUE: .
1. PURPOSE OF MODEL/TECHNIQUE: ;

2. MATHEMATICAL TOOLS REQUIRED OR USEFUL:

3. HUMAN FACTORS APPLICATIONS:

WP i D

4. DESCRIPTION:* .
a) Model: .
b) Assumptions: ;
c) Strengths:
d) Weaknesses: |
€) Procedures:

£f) oOther calculations that may be made:

5. ACM EXAMPLE:*
a) Situation:
b) Procedures:

6. USED IN LITERATURE:

7. REFERENCES AND TEXTS:

*For selected models only

29
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For several of these techniques (primarily those that are
among the most important for the operations research field),
v ' additional elaboration on the model or technigue is
provided: .
6. The assumptions underlying the use of this model or
technique.
7. What its strengths and veaknesses are.
8. General procedures for using the technigue.
- 9. A worked-out example of application of this technigque
to a human factors problen.
Descriptions necessarily are brief; no attempt is made
to be mathematically rigorous or to cover all of the rich

fi complexity of many of these techniques. Such a comperndium

f? would require many volumes. It also would defeat the

i purpose of this study, which is to familarize human factors

f: engineers with a set of practical tools, and help thenm

ij decide which of these tools may be applicable to their

o special frobleas. .
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III. NAVY BISSIONS: AIR COMBAT MANEUVERING
The U.S. Navy is tasked with a number of «critical
missions, all related in some way to defense o9f our forces
at sea. Table 5 lists these mission areas.

TABLE 5
NAVY MISSIONS

Sea control
Power projection

Fundamental missions
Antiair warfare
Antisubmarine warfare
Antisurface ship warfare
Mine wvarfare
Air-to-ground warfare

Sugportlng missions
obilit
Command, Control, Communicatons
Intellegence
Electronic warfare
logistics

For simplicity and consistency, a single mission area,
that of antiair warfare, has been selected here for illus-
tration of how operations research techniques may be appiied
to a variety of human factors engineering protlens. Within
that broad area fall both surface-to-air and air-to-air
combat. The latter of these will be given primary emphasis
in this study.
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Air-to-air combat most often is referred to as Mair
combat maneuvefing" or ACH. It involves in-air battles
between two ‘or more adversary aircraft. The three-
dimensional nature of such battles in space makes them espe-
cially rich material for modeling. Navy fighter aircraft
carry either a single pilot or a pilot and a weapons systen
officer (often called a radar officer (KO) or a radar inter-
cept officer (RIO)) . Depending on the type of plane,
on-board sensors include various radars, infrared systeas,
television systems, and laser detectors (plus occassiorally
rifle scopes purchased at a local sporting goods store)e.
Electronic countermeasures also can add complexity to sample
scenarios, as can various rules of engagement (such as a

requirement for visual identification of the adversary
before missile engagement).

The Navy's fighter aircraft include +the F-4 Phantonm,
F-14 Tomcat, and PF- 18 Hornet. The first two are two-seat
and the third a single-seat aircraft. U.S. Navy air-to-air
weapons consist of:;

1. Aircraft guns, for close-in engagements (often called
dogfights)

2. Sidewinder (AIN-9) heat-seeking missiles, for
short-range engagements

3. Sparrow (AIM-7) radar-guided missiles, for short- and
intermediate-range engagements

4. Phoenix (AIM-54) radar-guided nmissiles, for long-
range engagement of enemy aircraft (F-14 aircraft
only)

For this study, data, procedures, and tactics fron
various ACM-related activities will be used in modeling,
analysing, and making decisions about this type of mission,
using a variety of operations research techniques.
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A major attempt was made to review existing literature
involving some aspect of the combiration of human factors
and operations research. Some 1500 citations ware obtained,
using keywords related to both of those two disciplines.
keview of abstracts of these publications revealed a signif-
icant point: authors and abstractors use extremely broad
definitions of these two fields. Numerous citations
involved neither of the two, as they are defined for this
study.

An early review, conducted by Raben in 1960 [Ref. 22],
apparently yielded a similar result. She reviewed 1000
references, and included approximately 500 of these in her
report. The definition of operations research she uses is
very troad:

1. Moving scientific research iato the everyday world of
business,'government, and industry.

2. -Providing decision makers with an efficient basis for
making decisicns regarding the operations under their
control.

3. Going after the immediate probleas in conmplex
organizations.

Operations research was still a young field at that time
(the original text on the subject, #orse and Kimball's
Methods of Operations Research, was only 10 years old).
Basically, <four operations research techniques are included
in Raben's study:

1. Communicaton and information theory

2. Game or deécisicn theory (which includes a very brief
reference to linear programming)

3. Conmputers and sinulations
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4. Queueing theory (including work measureasent
technigues) 4
For choosing an operations research technique, Raben

quotes Hoag [Ref. 23] as proposing that one examine the
probiem at hand and ask:
1. What are the relevant alternatives?
2. What test of preferences should be applied 1in
choosing among alternatives?
3. How do we go about the process of weighing ok jectives
against costs?

Of the 500 reports cited by Raben, 1less than 20 appear
to meet our present criteria of human factors engineering
and operations research in combination. The ra2st are about
evenly divided between relatively "pure" psychology or human
factors books, reports, or studies (i.e., E.J. McCormick's
Human Engineering), and relatively "pure" mathematics or
operations research books, reports, or studies (i.e., R.L.
Ackoff's principles of Opecations Research).

For this present study, citations were obtained from the
Defense Technical Information Ceanter (DTIC), and the DIALOG
Information Services PSYCINFO database, along with the RNaval
postgraduate School thesis and reports database retrieval
system. In addition, a collection of about 500 citations of
operations research/human factors reports, compiled by
students for human factors courses 1in thes Operations
Research Department, were reviewed for applicability to this
project.

Of these varied citations, 55 definitely pertain to both
operations research and human factors, and are listed in
this thesis either in the list of references or wunder the
technigue or model to which they apply. An ajditional 234
citations have some applicability; the most pertinent of
these are included here. Another 159 were noted and
reviewed, to some extent, but were found of little interest
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for this study. All-in-all, more than 450 reports were
reviewed, either in the form of the original publications or
from an abstract.
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V. MODELS AND

ODELING

Before beginning discussion of some of the specific
types of models used in operations research, it is useful to
consider the topic of models imn general. What is a model?
How do we develop or select an appropriate model? And what
do we do with a model, after we have one?

A. THE NATURE OF HODELS

Model building is considered by Wagner (and many others)

to be the essence of operations research [Ref. 24]. By
formulating, manipulating, and analysing molels, it is
possitkle

1. to put the complexities and uncertainties attending a
decision-making problem into a logical framework
amenable to comprehensive analysis, '

2. to clarify decision alternatives and their

anticipated effects,

4. to lead to informative conclusions.

In short, the model is a vehicle for arriving at a
well-structured view of reality.

Even more important, the model is what is used with
operations research techniques. These proceiures are not
intended for operations on real-world objects, but rather on
some abstraction of reality--on some representation (shadowy
or concrete) of such aobjects.

But what is a model? According to Kantowitz and Sorkin
[BRef. 25], models are abstract representations of systems or
subsystens. Models attempt to describe, explain, predict,
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or control the behavior of whatever they represent. Models
can be verbal, physical, mathematical, or a combination of
these. Examples include:

1. lerbalg§zggg;;g: a description in words and geome-
tric symbols, such as a sequential flow diagram (as
in Figure 2.1) or an operational sequence diagram.

2. Physical: a model airplane in a wind tunnel, or a
set o0of electronic components wired together to
represent a tornado~—-or even a military exercise.

3. Mathematical: almost any function, aquation, or
inegquality: e=mc?2 is a model of the energy-mass
relationship; speed < 55 mph is a model representing
a standard constraint placed on highway travel;
corputer simulations usually are based on math
models.

Rouse likens a wmodel to an anpalogy [Ref. 26]. One of
the most powerful problem solving methods in science, this
involves viewing a new problem as if it were an old problen
for which one may know the answer, or at lzast possess
considerable insight. The set of analysis tools already
proven for the old problem then is available for attacking
the new one.

Continuipg in this vein, Rouse suggests nine analogies
of human behavior he considers useful in the modeling
process [Ref. 27 ). These are:

1. Electrochemical network: treating the human as a

simple net of rpeurons which interact according to
basic physical laws.

2. Information processor: usiny models normally used
for storage and retrieval of symbols, or Jduring
employment of information theory (as in a
communications channel).

3. Pattern recognpizer: use of product inspection and
process monitoring modeling technigues.
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4. Ideal observer: nodels used in estimation theory or

in signal detection theory.

5. Servomechanism: vehicle coatrol, tracking, and
process control analogies and models.

6. Time-shared computer: resource allocation models.

7. Logical problem solver: use of set theory opera-
tions, including logical implications and procedures.

8. Planner: rule-based (or production) systems and
models, or time/frequency domain series models.

3. Reflector—-daydreanmer: the upper limit on modeling
the human, requiring technigues that are not fully
established.

These individual analogies or simple moiels may be
combined into what Rouse calls composite apalogies: struc-
tures or frameworks integrating two or amore of the basic
analogies 1into a cochesive, purposeful entity. Such a
structure then may be used to describe behavior.

When an analogy within a particular area of research
gathers a sufficient number of adherents, it is often termed
a paradigm. Rouse awards paradigm status to the analogy of
the human as a servomechanisme--an error-nulling or
self-correcting device.

7hat characterizes a good model? According to
Daellenbach and others [Ref. 28], there are five impcrtant
gqualities:

1. Simplicity. Only those aspects of the system that
have significant effects on performance should be
included.

2. Robustness. It should be difficult to cause the
model to give bad answers, particularly answers that
are outside the previous range of experience.

3. Ease of manipulation and use. Extensive training or
experience should not be required.

38




LA e e S S B R i T T T o

- : A
§]

4., Adaptability. It should be easy to change input

parameters and obtain updated solutions.
S. Completeness. All important aspects of the systenm
should be included in the model.
6. Ease of communication. The user should be able to
change inputs easily and obtain answers guickly.
There are a number of ways models can be classified into
categories. Two of the most useful divide then into either

deterministic or probabilistic classes, and into either

descriptive or prescriptive classes.

nature to be a fully predictable machine, and implies that .
one will wuse it "to find out exactly". This is known as
decision making under certainty. Such a model yields a

,‘1"“' ot P

nunber (or a seyuence of numbers) as its end product--with
certainty. For example, given a specific input, the output
will be a number or range of values (dollars, kilogranms,
etc.) which will result from  a given manufacturing process, 1
under controlled conditions.

A probabilistic model deals with problems of decision

making under uncertainty or risk, typically assuming that
the probabilities of the alternative states of nature are

known. A stochastic model is a probabilistic model which

has time as one of its factors. These types of models work
with a collection of assumed possible outcomes, and usually
yield a probability or set of probabilities for these
outcomes as its end product, according to Larson [Ref. 29].
Weather forecasting models are probabilistic. So are many
other forcasting models, which provide the likehood of some
occurrence, based on a given set of conditions.

A descriptive model is just what it sounis 1like: it

attempts to describe the system being modeled. This
description then can be used for prediction or decision
making, if desired. Most stochastic models ara descriptive

in nature.
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A prescriptive model prescribes what action should be
taken with a system to obtain a desired outcome. Linear and
noanlinear programming models are examples of prescriptive
models. Given a set of variables, X, under our control, and
a set of variable outcomes, ¥, not under our control except
that they depend on X, then our criterion function or objec-
tive function is f(x,y), a function of both of these vari-
ables. This criterion function often is used used in
setting up a measure of effectiveness (MOE). The possible
values of X result in various values for Y and for the func-
tion f--some "better" or more effective than others, for the
system of interest. The goal 1is to select a value of X
vhich will yield a solution that is "good enough" (or, to
use the decision theory term, is "“satisficing").

Rouse suggests that models can serve four purroses
[Ref. 30]). These include:

1. Providing insight into the system and its interrela-
tionships, for which the modeling process in and of
itself is beneficial (regardless of the ability to
make further use of the model).

2. Giving succinct representations and explanations of
data, allowing clearer comparisons among tasks and
experiments.
mate @model suggests what parameters may affect
performance most strongly.

4. VYielding guantitative predictions about the systen
that was modeled.

Rouse also makes a distinction between human-systen
behavior models and performance models [Ref. 31]. The
former are more general and more difficult to develop, since
a variety of patterns of behavior might result in the sanme
performance. For many engineering applications, performance
predictions are all that are necessary. While the
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"stronger" behavioral wmodels more completely describe the
human as the task of interest is performed, they also may
result in such generality that the engineer cannot use their
ansvers.

Models may be special purpose (peculiar to a specific
problem) or general purpose (adaptable to any system which
satisfies the underlying assumptions). Although general
purpose models are sometimes simply referred to as tech-
pigues {Ref. 32], for purposes of this study, the two terms
will be kept separate. Here, the model will be used to
represent the systen, while the techniyue will be used to
shed light on the system or to answer questions about the
system, via operations performed on the model.

Many problems may be solved through the use of several
techniques (perhaps using several different wmodels), each
offering certain advantages. In order to choose the tech-
nigue that best fits the problem at hand, it is necessary to
be familiar with the features of each which make it espe-
cially useful under various comnditions. We will attempt, in
this study, to point out these features.

As a final point here, the limitations of models and of
their corresponding technijues must be considered [Ref. 33].
The ability to develop practical, useful models of
human-machine interaction is limited by:

1. Measurement and computatjonal diffjculties, since
many human processes cannot be directly observed, and
no two individuals may perform alike.

2. The fact that the human often behaves in a non:
optimal manneg, settling for "good enough"--a very
difficult situation to model. This may be a function
of the artificiality of the laboratory environment.
It also may be due to the 1limitations of working
(short term) memory and the division of attention--
for exanple, conservatism in decision making is
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nonoptinmal, yet 1is consistent with known human

limitations.

Criticality of the environment in which a task is to
be performed, making it difficult to generalize from
one set of data to another.

The virtual impossibility of modeling the totaljity of
human behavior, including the above-mentioned
reflecting and daydreaming activities.

anyone other than the model's developer.

THE PROCESS OF HMODELING

Sinclair and Drury suggest four yuestions to ask before

beginning any modeling process [Ref. 34].
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PP SN R A A BPENE N PO S VAP A IR A I AP SN

Is mathematical modeling likely to be applicable angd
useful? Two areas representing safe ground for
modeling are:

a) Where it is reasonable to assume the man in the
system is acting as a "logical machine".

b) Where physiological or biodynamic processes of the
human body are being modeled, with no "willful"
control by the operator.

At what level are you working? The man-machine systenm

as a whole can be modeled, or only individual compo-

nents within a single man-machine systea can be
considered.

Which is the limiting subsystem? Is it the man's

anatomy and physiology, his perceptual capability, or

his decision making ability? Choosing the limiting
subsystem will to a large extent force the selection
of the type of model needed.

Does an appropriate model already exist? The authors

include a fairly comprehensive list of models (14 in
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all) which have been successfully used in human
factors wvork. These are categorized as biomechanics,
mar-in-loop, decision theory, visual search, and
metabolic. Only if there is no satisfactory existing
nodel should one consider building a new one "from
scratch".

Olkin [Ref. 35] considers models to be abstract and
simplified descriptions of given phenomena. To build a
model, certain bésic aspects of the phenomenon are isolated
as being of primary interest. An analogy is drawn between
these aspects and some logical structure--concerning which
we already have dJdetailed information (see Figure 5.1).
Models most often are based on mathematical structures of
various Xkinds.

NATURE

Abstraction, | ISOLATER).  Analogy
~ | PHENOM- MODEL
< NON &
New Insight E New Ideas and
Explanations

Figure 5.1 Hodeling Process, as Described by Olkin

A model need not be complex or completely precise to be
useful. Criteria for choosing a model are practical, rot
metaphysical, Olkin emphasizes. Does the model provide a
sinmple, yet comprehensive explanation of the known phenom-
€enon? At the same time, does it have strong potentiality
for providing insight into the natural world? If so, it

warrants consideration.
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To be of use, a model must be elaborate enough to repre-
sent reality, but also sufficiently simple to remain trac-
table, Daellenbach and others emphasize [Ref. 36].
Simplicity in a model can be achieved only by making suit-
able approximatiomns. These authors list six useful ways to
do so:

1. Omitting variables. To determine whether a variable
has a significant effect on the measure o2f effective-
néss, statistical tests and techniques such as corre-
lation, regression analysis, and analysis of variance
and covariance are used. Variables which contribute
only insignificantly to description of the system
should be removed.

2. Aggregating variables. Activities and items which
are similar can be lumped into a single variable, as
can those which individually have low values.

3. cChanging the pature of variables. Sometimes vari-
ables may be treated as constants, for siaplicity's
sake--such as when an average value is substituted
for a2 random variable, or when conducting a para-
metric analysis. Discrete variables may be treated
as continuous, and vice versa, when it is useful.

4. Approximating the relationship Dbetween variables.
Linear and gquadratic functional relationships are
easier to deal with than are cubic or other nonlinear
functions, and the simpler relationship may be
entirely adequate for modeling purposes.

5. Omitting constraints. Limitations which make
modeling difficult may be ignored, initially. If the
solution is found to violate one or more of these
constraints, they subsequently may be introduced.

6. Disaggqregating the entity modeled. One single model
that covers the entire system may be highly complex
and difficult to find a solution for; such a prcblem
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may be broken into smaller and partially

.self-contained submodels, as an approximation.

There is no "recipe"™ for =making models, notes Morris
[Ref. 37]. The teaching of modeling is cot the same as the
teaching of wmodels, he states. Modeling tends to be an
intuitive or artistic skill, largely the result of imitation
and practice. Facility in modeling appears to be associated
with a feeling.of being at ease with mathematics, an appre-
ciation of the various purposes models may serve, and
famniliarity with the characteristics of models.

Morris provides seven suggestions for the novice
model-builder:

1. [Eactor the system problem dinto simpler problesms,
which can be modeled individually, then recombined
into a system model.

2. [Establish a clear statement of the Jdeductive objec-
tives: the purpose of the model and what the results
are to ke used for.

3. Seek analogdgies between the problem at hand and soame
previously well-developed logical structure; is the
problem one in linear programming, in gqueueing, or in
inventory?

4. consider a  specific numerical instance of tae
problem; retreating from generality and complexity
helps to make clear the assumptions which charac-
terize the example, and frequently allows "solution"
by inspection.

5. Establish some symbols: write down in symbolic terms
(letters and numbers and arithmetic operator charac-.
ters) some of the obvious things which can be seen in
the numerical example.

6. Write dowp the obvigus: conservation laws, input-
output relations, ideas expressed in the assumptions,
or the conseguences of trivally simple policies.
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7. If a tractable model is obtained, enrich it.
Othervise, simplify.

Given the model, regardless of its type or degree of
complexity, it now should be possible to apply various oper-
ations research technigues in order to ansver some of the
questions of interest (or at 1least to understand the

problems better).

C. TFINDING AND EVALUATING SOLJTIONS

Having settled wupon an appropriate model for a given
human factors engineering problem, the next step is to find
a solution. Operations researchers speak of solving the
model or of finmding its solution. Specific ways of finding
solutions using the operations research techniques covered
in this study are included 1in each technigue's section.
However, the more generalized concept of finding optimal or
acceptable solutions should be discussed first.

The desired solution sometimes may be discovered simply
by breaking a problem down into its component parts, 1laying
these out in some logical pattern, and inspecting then
closely. This is solution by analysis.

More often, numeric methods are required. The most
poverful numeric methods are based on an algorithrm
[Ref. 38]. An algorithm may be defined as a set of logical
and mathematical operations performed in a specific
sequence. Sometimes this is done by hand--paper and pencil
and a band calculator. More often (in operations research,
at least) a coamputer is used.

To use an algorithm, usually an "initial solution" is
needed. This may be obtained by some arithmetic or logical
technique, or simply by guessing, based on whatever data are

available about the system of interest. The algorithm is
applied to the initial solution, in order to derive a new
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(and, ideally, better) solution. The segquence of operations
leading to the new solution is called an jteration. The new
solution is substituted as the starting point, and the
process repeated. This continues until certain conditions
(called stopping rules) are satisfied. At this point, the
optimal solution has been reached with the desired degree of
accuracy--or else no feasible and bounded solution exists,
as the problem is presently set up.

Daellenbach and others 1list the properties of a
practical, useable algorithm:

1. Each successive solution must be an improvement over
the preceding cne.

2. Successive solutions must converge to the optimunm
solution.

3. Converjence must occur in a finite number of
iterations.

4, The computational requirements of each iteration must
be sufficiently small to remain economically
feasible.

Given a possible solution, sensitivity analysis usually
is performed on it. How the optimal solution would change
if input data are changed (as they might change in the real
world) is systematically evaluated. This is especially
useful in determining just how accurate the input data for
the model must be. It also establishes the range within
which input values may vary, given this model, and still
result in a near-optimum solution. And if some of the vari-
ables represent resources which are scarce, sensitivity
anaiysis enables one to place a value on thase resources
[Ref. 39].

Before any solution is implemented into a real-world
system, it must be validated or tested. This is necessary

to determine that the solution will remain feasible when
irtroduced into the actual (versus the model) situation, and
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that the benefits will be sufficient to warrant the requiread
changes.

Cross validation usually is done by <checking the
proposed solution with new data (not that used to derive the
model and optimal sclution). These data values nust be
representative of future behavior of the systen, and the
testing should be extensive enough to allow for evaluation
of the variability of the outcomes with time.
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VI. MODELS FOR DESCRIBING AND PREDICTING

A vastly heterogeneous set of mathematical procedures is
included in this chapter. They are linked together by their
common purpose: describing some "system in m: *hematical
terms, so that predictions may be made about the systen.
Under sonme conditions, each technique pcovides more
predictive ability than could be obtained simply by using
the average value of past performance as a predictor of
future perfromance. This is a good criterion for a useful
model [Ref. 40].

Researchers collect varying kinds of data, in a variety
of ways, depending on the situation of interest. Acccrding
to Nie and others [Ref. 41], the most common situation is
one in which only a relatively small number of variables are
to be analysed. For any one piece of analysis, it usually

is possible to arrive at one dependent variable that is to
be explained and at a limited number of other variables with
which to explain it. Multiple regression is the procedure
of choice in such an instance.

As the number of variables in the data set becones
larger, multiple regression becomes an unwieldy technigue.
Some form of data reduction is needed in order to make sense

of it all. Factor analysis is the most common technigue
used for this purpose, combining several variatles together
to yield a single new variable (representing some 1larger
concept) . .

Closely related to the above two technigues is that of
discriminant analysis. This is the technique of preference
if we desire to separate two or more groups of individuals
on the basis of some discriminating factor. As with the
above two (and also the following two), this technique
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relies on a Jeterministic model, and requires that the meas-
urement level of the variables be at 1least interval in
nature, that relationships be linear, and that data values
be known constants.

4 fourth related technique is canomical correlation. To

use this procedure, the experimenter divides his variables

into two sets, each of which can be given ' theoretical
;1f meaning as a set (such as a behavioral set and an attitu-
‘}ﬁ dinal set). Tten a linear combination is derived from each
»57 set in such a way that the correlatiuon Letween the two
h linear combinations is maximized. The goal is to account
- for a maximum amount of relationship between two sets of
. variables (rather than accounting for the maximum total
variance). 1A redundancy index is used for this purpose.
Multidimensional scaling is the <fifth technique covered
here. This procedure is intended for analysis of gpipioas

about proximity from populations of interest, rather than
for analysing and modeling experimental data. The end

result 1is a graphical representation which describes a
system and perhaps may be used in making predictionms.

Control models are already in wide use in human factors
aralysis, at least in theoretical descriptions of the human
as a controller. Thus these are touched on only briefly
Lere. Time series models also are described only briefly
here. They require computer packages to be of  use
(Box-Jenkins in SPSS, for example), and are best understood
in the context of the particular computer and software that
are available.

The next three techniques fall in the category of
stochastic models.  Markov chains, Poisson processes, and
queueing processes are important general operations research
models. Iwvo of the three are discussed in depth, so that
human factors engineers may observe the usefulness of such

procedures for their own modeling problenms.
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Reliability models also usually are stochastic 1in
nature, since they rely heavily on various probability
distributions to predict failure rates. Little used by

human factors engineers, they deserve consideration where
human errors are an important consideration (and the avail-
_; able data suggests that a known distribution is an adequate ]
.I approximation for error rate). i
- The final modeling technigue covered in this chapter
falls in the broad category known as simulation mogdels.

These versatile models can bhe either deterministic or
stochastic. They are growing in popularity with human

¢ . t “ .' i) "l _' A

factors personnel, and are discussed here in depth.

g

A. REGRESSION ANALYSIS

1. PURPOSE OF MODEL/TECHNIQUE: Determining the mathe-

matical relationship between a dependent or criterion

-’

variable and one or more independent or predictor
variables, in order to describe that relationship and

| g RSN

to make predictions based on whatever data values are

available.

For example, the researcher may wish to predict the
effect of age and of IQ (independent variables) on
ability to operate a new tactical computer systenm.
The criterion is the time required to solve a stan-
dard problem using that computer. One hundred
subjects of known ages and IQs are tested on that

problenm, and their times for solution recorded.
Multipie regression technigques then are used to
develop an eguation of the form:

-1.[",4"!"("‘. 1

Y = A+ BX(1) + CX(2),

AR

wvhere Y represents the estimated or predicted time

Lttty

value that will result from this equation. A is the

m R AT

‘'
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¥-axis intercept, B is the regression coefficient
related to age, X(1), and C is the regression coeffi-
cient related to IQ, X(2). Once A, B, and C have
been determined from the collected data through
multiple regression techniques, various values of age
and IQ may be substituted for X (1) and X(2) in the
equation, to come up with predicted time values, Y.

— i > -

a) Algebra

b) Descriptive statistics
c) Inferential statistics
d) Graphs and rlots
e) Computer packages

HUMAN FACTORS APPLICATIONS:

a) Describing individual differences, in terms of

expected responses or characteristics resulting
from given inpats or from other personal
characteristics.

b) Describing systems, when a functional relationship
is desired between one or more independent vari-
ables and some other variable which presumably is
dependent on these.

c) Designing systems, when predictions or inferences
are needed in order to determine whether a systenm
with certain given characteristics will result in
desired (or necessary) human performance.

d) Evaluating human performance, where performance
can be measured in numerical terms and seems to be
a direct result of certain conditions (which also
can be measured numerically) imposed on or
inherent in the human population of interest.
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USED IN LITERATURE: It should be noted that the
following list contains only a very small sample of
the use of regression analysis for human factors
research. This technique, which is an important ome
in operations research, has long been a mainstay of
psychology, also.

a) Bateman, R.P. "An Heuristic Agproach to Work
AnalK51s", Proceedings of the 23rd Annual Meeting
of gs%uggg%g Factors society, Bostom, RA, 1979,

P? Regression analysis is used to develop an egua-

tion Showing the relationship of trackin erform-

ance  to  “certain variables associate with
multifunction keyboards.

b) Chawla, S., and others. "Human Factors
Considerations for a Combined Brake-Accelerator
%%gaégé Ergonomics, Vol. 14, No. 2, 1971, pp-

Linear regression is used to relate accelerator
3nd_ brake reaction time with various pedal
esigns.

c) Kvalseth, 1T.0. "A Generalized Model of Temporal
Motor Control Subject to Movement Constraints®,
Ergonomics, Vol 20, No. 1, 1977, pp. 41-50.

iTrst and secog& order linear regression models
are_formulated which relate mean arll movement time
to Fitts's index of difficulty variable and to a
lateral movement constraint variable, for a number
of kinds of constraints.

d) Wardle, M.G. A Psychoghysica; Apgroaqh to
Estimating Endurance in erforming hysically
Demanding Work"”, Humapn Factors, Vol. “20, “"No. 6,

7, pp. 1845-747.

Regression equations are developed which
g;ovl e point estimates of the maximum wcrking
ime_to _be expected at various levels of strenuous
workloads.

e) Williges, R.C., and Williges, B.H. "Modeling the
Human~ Operator in Comguter-Based Data_ Entry,"
Human Factors, Vol. 24, do. 3, 1982, pp. 285-299,

Human=-computer  interfaces were evaluated via
operator satisfaction ratings, work-sampling tech-
nliues,. and imbedded pefformance measufenent.
Polynomial regression analysis was used to
generate functidnal relationships ampng these four
metrics and four independent variables repre-
senting systen dela%, dlspla{ rate, keyboard echo
rate, and keyboard buffer rate.
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A S. REFERENCES AND TEXTS:
= a) Larsomn, _H.J. Introduction to Probability Theor
- ) and Statlstlca I‘f §E’g Thi a"Ei‘flon."'Né%.
t YOk T John Wiley —<1’"So'n§ 198 2.
A Provides theoretlc 1 "and mathematical founda-
a8 tions for regression, for the mathematically
- inclined. :
b) Mendenhall, William, Scheaffer, R.l., and
Wackerl¥ D.D. Mathematical Statistics Hith
lications, Second Edition. FBoston: Duxbury
Press, 1987T.
Clearly written, and nicely laid out for refer-
ence, Heavy reliance on matrix algabr . Again,

for the mathématically sophisticate

c) Nie, N.H., and others. SPSs:
for the $ocial Sc1ences, Sec
York: HcGraw Hill Book Compan

An excellent 1ntroductlon 0 the tac ique, as
well as to the SPSS software programs ] perform
it. Note that _the later SPS3S-X Manual does not

have the useful introductory informatiom. ]

d) %r%ght,l RtL g. t'g nderst Hg tistics: An “
n orma ln roduction Lot tal Sciences.
Harcourf'BraE€'J v vic E 'IH‘. 1976, ?
Eas non-threatening roductlon to the
subjec of regression and to statistics in .
general. Only simple linear regression is 4
included. .
k
e) Wonnacott, T.H., and Womnacott, R.J. Introductory ;

Statistics, Third Edition. New York:  John Wiley
and_ Sons, | .
An _excellent introduction to statistics _in
%eneral, and to regression in particular,_  for
hose with 1linite mathematical experience.
Simple and nultiple linear regression and nonli-
near regression are discussed.

£) Younge M.S. Handbook for Linear Regression.
Nort Sc1tuate, MasSs.: Duxbury PTess 197%
Clear, comg ete and eas to
reference fnciudes the us
gﬁggrams for regression, such as B

E ad text and
e of conmputer
D, SPSsS, and

B. FACTOR ANALYSIS

1. PORPOSE OF MODEL/TECHNIQUE: Obtaining a parsimonious

description of observed data. This is done by

kbl Sclnll oo Bt oo it Bl sonietionaicostio Setiondll il dsdoocdle

reducing an apparently large number of variables
(many of which are correlated with others) ¢to a
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smaller number of source variables representing the

same concepts, but under broader categories.

For example, Fperhaps empirical data values have been
obtained for a number of <children on their age,
height, weight, reading ability, and grale in school.
Age, height, and weight are correlated, as are age,
reading ability, and grade in school. Factor anal-
ysis may be used to reduce the five data values for
each child to two--probably representing a physical
maturity wvariable and an intellectual maturity
variable.

MATHEMATICAL TOOLS REQUIRED QR USEFUL:
a) Algebra, simple, linear

b) Calculus, single variable, multiple variable
c) logic and set theory

d) Descriptive statistics

e) Inferential statistics

f) Graphs and plots

g) Computer packages

HUMAN FACTORS APPLICATIONS:

a) Describing individual differences, where data

values have been obtained for several human vari-
ables, and it is desired to reduce these dimen-
sions to a smaller, more meaningful set (factors).

b) Describing systems, when numerous kinds of vari-
able values are available for a system, and there
is a need for reduced dimensionality.

c) Designing systems, vwhen the variables for the
proposed system are needed in a succinct and
orthogonal forn.
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d) Evaluating human performance, if a faw, relatively
uncorrelated descriptive variables are desired for
use in the measurements.

a

SED IN LITERATURE:

) Burke, E.J. . "A Factor Analytic Investigation of
Tests of Physical _Working Ca%acxty", ErdJonomics,
VOl..zz, NO. 1' 9 pg. ]1- - ’ . .

Sixteen tests of physical working _capacity,
submitted to factor analysis, are reduced to thréee
factors which account for 71 percent of the total
variance.

[+

b) Haslegrave, C. 4. "Anthropometric Profile oI
British Car Drlvgrs", Ergonomics, Vol. 23, No. 5,

o' - -u -

. Facggr analysis_ is used to explore the rela-
tionships among 17 dimensions used in design of
cars. Three Iactors are extracted, then uséd in
constryction of a set of body indices for use in
Aesigning of anthropometric dummies.

REFERENCES AND IEXIS: .
a) Harmon H.H. Modern Factor Analysis. Chicago: 5
) BRL Universgty of Th1caJo Drés ,‘*38#? I N
A comprehensive and detailed text for those_ who !
wvant to, know the _theoretical and mathematical
formulations for this procedure.
b) Morrison, D.F. Multivariate Statistical Methods.
dew York: HcG;aw-HiII'BooK,Compagz 1967% ~
A mathematical explanation, wi 3 heavy reliance
on matrix algebra.
C) Nie, N.H., and others. SPSS: Statistical Pa ﬁgg
for the Social Sciences, Second Edition. ewv
YorkT NMcGTaw Hill BoBK‘Cogpan¥
An excellent introduction

1
1[4
ot
well as to the SPSS software Ero
it. Note that  the later S =X
have the useful introductor aroraat

d) Rulon, P.J., and others. Multivariate Statistics
for Persomnnel Classification. New York: John
Wiley and_5Sons, 1967, _ . . .

A" fairly complete explanation, including mathe-
matical derivations, relying on graphical and
matrix techniques.
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;3; C. DISCRIMINART ANALYSIS E
:& 1. PURPOSE OF MODEL/TECHNIQUE:  To find ani make use of '

characteristic variables which can distinguish

4
'.‘A.Ih‘ h‘

between two or more groups. This is done via a ]

F B AT

collection of discrimipnating variables that measure

) B v,
3 S N

levels of the characteristics on which the groups are

expected to differ. These discriminating variables
are weighted and combined so as to force the groups
o (acd individuals in them) to Dbe as statistically
;5 distinct as possible. Both 1linear and nponlinear

P combinations are possible.
- For example, it may be desired to discriminate
-f: between persons who will work effectively with
§ computer systems and those who will not. A set of
;f discriminating questions could be devisel and tested,
Ch for this purpose. These might guery the individuals' f
iﬁ attitudes towards working alone, self-correction of j
; errors, sedentary occupations, etc. #
= 2. HATHEMATICAL TCOLS REQUIRED OR USEFUL: ]
~ a) Algebra, simple, lirear ]
-~ b) logic and set theory j
2 c) Descriptive statistics ]
d) Inferential statistics j
e) Graphs and flots K
~fﬁ £) Computer packages 4
- 3. HUMAN FACTORS APPLICATIONS: ’
;ﬂ a) Describing individual differences, by selecting :
;_ group characteristics which can be used to define N
:ﬁ those differences. ;
o b) Describing systems, making use of the known char- 3
- acteristics of groups into which they might fall, -
'; and with which analogies might be useful. ﬂ
- 59 X
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c) Designing systems, taking advantage of knowledge
of those characteristics that user groups prefer.

d) Evaluating human performance, by determining
whether various individuals fall 4into various
performance categories (inexperiencei, average,

superior, etc.).

USED IN LITERATURE:

a) Miller R.E Optimal Assignment of Air Force
) B ots, Final ’§§§§:§."“3G6V§rnméﬁt"‘8e TS
Announcements, February 1974. AD-781 035/1G4)

A multlgle discriminant analysis is performed,
using ten test scores and training grades to clas-

sify” a new__pilot as optimally "aSsignable to a
transport, fighter, or reconnalssance aircraft or

mission.
REFERENCES AND IEXTS:
a) Nie .H., and_others. SPSS: Statistical Package
) for’ the ~Social Sciences,> >Sec3nd TaTtisD. - few
York: McGraw Hill BoOok Compan{, 1975. .

An excellent introduction to the technique, as
well as to the SPSS software grograms to perforn
it. Note that the later SPSS-X"Manual does not
have the useful introductory iaformation.

b) Rulon, P.J., and others. Multivariate Statistics
fg§ Personnel Classificatjion. New York: J<chn
WiTey and Sons, . ] . .

. A" good, clear explapation, including mathemat-
ical derivations, relying on graphical,” calculus,
and matrix techniques,

D. CANONICAL COBRRELATION

PURPOSE OF MODEL/TECHNIQUE: Given two sets of vari-
ables, each of which has a theoretical meaning, a
linear combination is derived from each set so that
correlation between the two linear combinations is
maximized. Several such pairs (canonizal varjates)
of linazar combinations may be derived from one data
set. A redundancy index is used to account for a

maximum amount of relationship between the two sets

4
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i . : :
rg of variables. This technique can bhe considered an

- extension of mﬁltiple regression analysis to the case
a of multiple criteria.

: For example, individual attitudes toward reading and
51 toward arithmetic may be scaled by a group of indi-

viduals (from zero for dislike to 10 for extreme
enjoyment) . The same individuals may be tested on
readiny speed and on computational speed. Data

values for these two sets of variables (two variables
per set, one set representing attitude and the other
behavior) then can be compared, using canonical
correlation. The resulting correlation coefficients
are used in a mathematical function to describe the
relationships between the two attituies and two
behaviors.

MATHZKATICAL TOOLS REQUIERED OR USEFUL:

a) Algebra

b) Descriptive statistics
c) Inferential statistics
d) Graphs and plots

e) Computer packages

HUMAN FACTORS APPLICATIONS:

a) Describing individual differences, where differ-
ences can be measured and grouped into two sets of
variables whose correlations are useful.

b) Describing systems, when system parameters can be
treated as described above for individual )
differences. 3

c) Designing systems, when it is important to relate
one set of parameters with another in order to
maximize the system's usefulness.
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d) Evaluating human performance, wvhen performance
variables can be measured and correlated with
other variables in order to determine that
performance will be good enough for the job to be
done.

USED IN LITERATURE: No examples of the use of canon-
ical correlation were found, relating both to human

factors and to operations research.

REPERENCES AND TEXTS

a) Morrison, varjate Statistical Methods.
) New York} HcGraw-E'%I;BSS% Company, 1367.

A brief explanation in mathema 1cal terms, with
heavy reliance on matrix algebra.

b) Nie .H., and others. SPSS: Statistical Package
fo the Social Sciences, S5econd Editiol. Nevw
Yo;k T RcGraw

111 Boo E'Compan¥ 1975.

An excellent introduction to the technique, as
well as to the SPSS software grograms to perforn
it. Note that _the later SPS3-I"Manual does not
have the useful introductory 1‘formatlon.

c) Stewart, Douglas, and Love William. "A General
Canonical §ortelatlon index" : hological
Bulletin, Vo 70, No. 1968 65‘

Tedundancy index is describe to handie the

previous canonical correlation problem of not
providing a measure of redundancy in one set of
variables5, with respect to a second set. . The
index represents the amount of predicted variance
in a set of variables.

E. HBULTIDINENSIONAL SCALING

1.

PURPOSE OF MODEL/TECHNIQUE: Determining the under-
lying structure of a set of points in n-dimensional
space (for n-dimensional scaling), after individuals
have assigned a set of proximities to the points
describing how close (in distance or similarity) they
believe each point is to every other point. The
resulting multidimensional scaling solution provides
the minimum number of dimensions underlying the




structure, and gives the order of the instances along

each dimension.

This technigue may be used 1in determining the dimen-
sions of a given task, thus leading to development of
as many unidimensional scales as the task has dimen-

sions. If each task component is rated in criti-
cality, then weights can be assigned to each
dimension.

For example, 100 aviators may be tested with a symbol
set proposed for use on a cockpit map display, to
determine whether they feel they can discriminate
rapidly between each pair. The result is a "coniu-
sion matrix", showing the percent of time each symbol
will be confused with another. This matrix of values
is entered into a multidimensional scaling computer
program for analysis. The result is a two-
dimensional plot which places easily confused symbols
next to one another, and those seldom or never
confused at greater distances from one another. The
researcher then provides an interpretation to the
results, ba sed on his expertise and on this
configuration of points.

2. MATHEMATICAL IOOLS REQUIRED OR USEFUL:

a) Algebra, simple, linear

b) Logic and set theory
c) Descriptive statistics
d) Inferential statistics
e) Graphs and fplots

f) Computer packages

3. HUMAN FACTORS APPLICATIONS:
a) Describing individual differences, where opinions
about similarities and disimilarities between

individuals are desired.
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b) Describing systems, where similarities oripgoximi-
ties between various components can be judged by
individuals and then subjected to analysis for use
in predictions.

Cc) Designing systems, where it is necessary to deter-
mine that ¢two or more components are or are not
similar or close, in order to make <choices and
decisions.

d) Evaluating humar performance, when performance can
be judged in terms of proximities or similarities
to various criteria.

4. USED IN LIT

a) Harris, H. "Human Dimensions of Water Resources
Plan%t%gz 1Hum§g Factors, Vvol. 19, No. 3, 1977,
P?‘Computer:-based multidimensional scaling _tech-
niques are used to determine the underlglng dimen-

o
A

(o]

ERATUR
D.
n

sional structure, of 42 _factors relate water
resources fplanning and de¢isions, value
reflecting social importance is developed for each
of these” and for the five basic dimensions
emerging from the multidimensional analysis.

5. REFERENCES AND TEXTIS:
a) Kruskal, J.B., and Wish, Myron., Multidimensional
) Scaling, " Bevérly Hills: Sdge bublications. T978--
—_Complete and readable explanation of the theory
and procedures. . Computer programs for the tech=
nigue also are discussed.

b) SAS _Institute, Inc. SAS JUser's Guide. SAS

Institute, Inc., 1979, ]
Instructions for the Alternating Least Squares
Algorithm (ALSCAL) program, using the SAS coimputer

package.

F. MANUAL CONTROL MODELS

1. EBURPOSE QF MODEL/TECHNIQUE

: Describing human
behavior in terms of a servomechanism (error-nulling
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device), in order to predict the effect of varying
conditions on the operator's performance while
controlling a system. The most important performance
criterion is minimization of deviation of the state
of the controlled process from a desired state. A
simple tracking task, where an observer must keep a
pipper on a target, is a good example of a use of
this model.

[ ]
.
14

ATHEMATICAL TOOLS REQUIRED OR USEFUL:

a) Algebra
b) Single variable calculus
c) Descriptive statistics

3. HUMAN FACTORS APPLICATIONS:

a) Describing individual differences, when an indi-

vidual receives information through his senses
about some world state and uses that information
to control seme situation manually.

b) Describing systems, when a system's present state
is used as input in order to provide direct
outputs back to the system via some manipulation,
with the goal of minimizing system error.

c) Evaluating humar performance, when performance at
simple control of some system is being measured
and compared with a criterion.

4. DUSED IR LITERATURE:

a) Bekey, G.A., Burnham, G.0,, and Seo, J. “Control
Theofletic Models of Human Drivars in Car
Follgg&n 23 Human Factors, Vol. 10, No. 1, 1977,
PP Three mathematical models are used to_describe P
control _behaviors of human drivers.  First is
ciassical ;manual) control, with assumptions about i
the driver's stimulus-response characteristics _and
control strateg{ algorithms. Seconl 1is based on
optimal control théory, assumlng a performance
index and a driver's control stra e%y intended to
mlglﬁlze this index. Third is a set” of heuristic
models.
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oS b) Lau, Review of Hu .Operator i
e Manual Control '§§§€Ems. PaciIic_ Missile™ Test
e enter, -~ DPt. ugu Ca, February 1977
- (PMTC-%p-76-40, AD BO16_783L).

Includes bofh guasi-linear _describing function
models and optimal control models.  An extepsive
bibliograpy of manual control models is included.

c) Levisor, W. _ "A Methodology _for Quantifying the
Effects of Aglng on_Perceptual-Motor Capability",

he application of experimental agg analytical
techniques of manual control is made, for quanti-
fication of aging effects in a molel of” human
perception and control.

d) Pew, R.W. et al. Critical Review anl Analysis of

Performagge Models §§§I;giﬁlg o) Han-Hachite

stenm Evaluation. Bolt, Betenda and Newman,

nC. CamErnge MA, March 1977 (BﬁN No. 3446,
AF0sk-TR-77-0520, AD-a038 597)..

Simple, ua51ilnear, and optimal control models

are among the numerous models” reviewed as part of
this 300-page comprehensive report.

5. REFERENCES AND TEXTS:
a) Rouse, W.B. Systems Engineerin Models of
Human-uagglne Inter Ton. ~Reéw  YorkKT  North
AoIland, 1980. i

. _Theoretical presentation, with some application
information; greatest emphasis_is on discrete time

optimal ccntrol, but manual control also |is
covered.

b) Sheridan, T.B., _and Farrell, W.R. Man-Machine
S¥stgg§: Information, Contorl, and Decision Nodels
Of duman Performance. cambridge, ¥ass.: The NIT

PTess, 1 . . . .

_Defailed’theoretical and mathemati
tion on manual control, with lesser 4
optimal control.

s
c

1l presenta-

i
S
a S
iscussion of

G. OPTIBAL CONTROL NODELS

1. PURPOSE JF MODEL/TECHNICUE: Describing humnan
behavior in terms of an optimum cregulator (well-
motivated, highly-trained individual, subject to

. '.'l l.l S »

1 : LR

Y RN
e . A

known personal limitationmns). The controller is
i{ affected by and affects state variables of a systenm.
&} Given a process to control, constraints on the accu-
Ef racy with which he may observe state variables, and
A
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limited 2nergy or time for control tasks, the optimal
ccntroller seeks to nmaximize a cost function or )
performance criterioh within his own constraints. &’
The criterion usually is stated as a linear quadratic
function of error, control effort, and time.

2. MATHEMATICAL TOOLS REQUIRED QR USEFUL:

a) Algebra 3
b) Calculus, single variable, multiple variable R
c) Descriptive statistics

3. HUMAN FACTORS APPLICATIONS: )
a) Describing individuval differences, when the ocper-
ator is considered sophisticated enough to recog- 9
nize his own dynamics and the dynamics of the ‘
controlled process, his own variablility, and the ;
criterion to be met.

b) Describing systems, when the situation is similar

to that discussed above for the individual.

c) Evaluating human performance, when actual perform-
ance can be compared to optimal behavior as
described by this model. o

4. USED I¥ LITERATURE:

a) Barron,,6 Sheldon. "A Model for Human Control and

HMonitoring Based on_Input Control Theory", Journal

of g*ber%etlcs and Information Science, VoI, T,
o- ' I

juf 76, pp.. 3-18. )

The state variable optimal control model of the
human_operator 1s rceviewed and described in
detail, Examples of its_use in pcediction and
analysis are presented, along with advantages and .
limitations of the model. 3

b) Barron, Sheldon and Levison, W.H. "Display
Analysis with the Optimal Control Model of the
Human Operator", Humap Factors, Vol. 19, VNo. 5,
1977, pp. 437-4570— _ _ ]

. ?ﬁe optimal control model is _applied in deter-
mining what information is needed "on a display so
the operator can meet his performance objective,
The echniques are_ then agplled to analysis of
advanced display and control systeams.
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c) Harvey, T.BR. Applicati an Optimal Control
PIlot™ Model to A1r-to=-Air "Combat. Master’s
thesSls, School of EZgineering, X1IT Force Institute
of Tecﬁnqiogy, Wright PattersSon AF3, OH, 1974.

Two-dimenSional " kinematics of air-to-air combat
tracking with a lead computing optical sight
system were simulated on an analog_computer, using

i

n of
AiT

il Bcainas o

a  fixed-base _simulator. Tracking error data
values were collected from three pilots, using the
simulator.

d) Hess, R.A. "prediction of Pilot Opinion Ratings

Using an_Optimum Pilot Model", Human Factors, VoIl.
19, No. 5, 1977 gp. 459-475. .

fultiloop plio ing tasks can_be modeled via the
optimal control forfulation with relative ease.
Numerical fllot opinion ratings concernlng partic-
ular vehicles and tasks are felated to the numer-
ical value of the_ model's index of performance,
using data from piloted simulatioms.

el B s

e) Ince, Fuat, Aggl;gat;gn of Modern Control Theory ]
to tﬁe.ggglgn of Man-Machine Systenms. University )
of ITTinois, August T973° (KPS 6 158758) . 4

Results from optimal control theory and the 1
optimal control model of the_ human _opérator are
used in design of control and display dynamics,

and in predicting tracking performance.

f) Seifert, D.Jd. Combined Discrete Network
Continuous Control ModeIing of Man-Machine 3%§§gg§
Iérosgace Medical ResearcﬁE Lab,  Wright=Fatterson
AFB H, Hdarch 1979 (AMRL-TR=-79-34, AD-A071 574).

. Open-loop optimal control models are combined
with network models to describe the human operator
as supervisor_ of a system, Tasks include informa-
tion_retrieval and cognitive processing, as well
as f£light control.

5. BEFZRENCES AND IEXTS:
a) Rouse W.B. Systems Engineerin Models of
) Humagiﬂaghine ;nf%fg@gigg.“Q'Néi"'%orﬁ?' “North
HoIland, 1380, ~ ] . .. )
. .Theoretical presentation, with some appiication
information; greatest emphasis _is on iiscrete time
optlmaé contfol, but "manual control also 1is
covered.

b) Sheridan,_T.B.,  _and Farrell, W.E.  Man-Machine
Systems: lnformation, Contorl, and Decision Nodels
ol Human Performance. Cambridge, Mass,: The HIT

Press, 1977, . . .

. Detailed’theoretical ard mathematical presenta-
tion on manual control, with lesser iiscussion of
optimal control models.
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H. TIME SERIES HODELS

1.

PURPOSE OF MODEL/TECHNIQUE: To assess the magnitude
and statistical significance of any changes 1in
behavior or performance, as a result of an interrup-
tion (change of conditions) during a series of meas-

urements over time.

For example, the accuracy with which an observer
tracks a symbol on a CRT display can be measured over
a period of days. The interruption is considered to
occur when the observer 1s given a different type of
display on which the same task will be done in the
future. Time series analysis is used to determine
whether any real change in performance (not due to
simple learning) is evident, after the interruption.

a) Algebra
b) Probability theory
c) Descriptive statistics

d) Graphs and Elots
e) Computer packages

HOMAN FACTORS APPLICATIONS:

a) Describing individual differences, where the
differences can be attributed to different
responses to an interruption in a time series of
measurements.

k) Describing systems, where system performance over
time 1is the factor of interest, esprecially as

affected by some kind of change in conditiors.

c) Evaluating human performance, when performance
changes may be expected as a result of known
changed conditions, and a series of measurements
(before and after) will be made.
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Y 4. USED IN LITERATURE:

a) Carter, R.C. "Time Series Models of Human Factors
Dynagécg " Human Factors, Vol. 26, No. 1, 1984,
PP The Box and Jenkins nultivariate time series
model is used for analysis of human factors data
representing U0.S. .Navy enlistments, career
g;ogre551on of technicians, spatial and verbal
imé cycles, and simple and choice reaction times.

b) Krause, P.B. "The Impact of High Intensity Street
Lighting on  Nighttime_Business Bur larg", Humapn
Factors, Vol. 1 No. 3, 1977, pp. 235-239.

Kn_lnterrupte& time series design is used ip an
experiment which demonstrates the "effect of,nxg&t
lighting on crinme. Hazards that can arise if e
sefial “dependence of successive observations is
ignored also is illustrated.

c) Shinners, S.M. ~ "Modelling of Human Operator
Performance Utilizing Time Series Analysis", IEEE
Transactions on S*g ens, ggn and Cybernetics,
VoI. 4, Fo. 5, 197%, pp. 4u46-358. —

The time series approach is a useful method for
modelllng .any _se of  discrete observables
corrupted with noise, . be it human or some other
deterministic/stochastic process.  Actual input-
output data are used,, in  this time series model.
The technique first identifies the model thern
estimates the parameters of the 1degt1f1ea model,
based on the data. Flgallg, model improvement is
made, by checking the fitted model with data.

S A i T A —————

a) Cook, T.D. ang Campbell, . D.T.
gggg;-Ex erimenfation: Design and Analysis Issues
orf rield Settings. Boston:™ Houghton~ MITIEIit
Company, 1979. . . .
bompiete and detailed discussion_of  the back-
ground and use of time series models in general
and_the Autoregressive Integrated Moving Average
(ARIMA or Box-Jénkins) model in particular.

b) SPSsS, Inc. SpPSS~-X User's Guide. New York:
McGraw-Hill Book Company, 1983. .

Detailed instructioiis for «carrying out the
Box-Jenkins procedure for time series data. SPSS
Update 7-9 (1981) also includes the Box-Jenkimns

echnique.
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- I. FINITE MARKOV CHAINS

o - 1. PURPOSE OF MODEL/TECHNIQUE: Describing possible
"states" of a system, and predicting the probability
the system will be in one of these states at some
time in the future.

2. MATHEMATICAL TOOLS REQUIRED OR USEFU

) a) linear or matrix algebra ;3
- b) Probability theory
c) Descriptive statistics

=

d) Computer programming (the APL programpmning g

languaging is especially useful for operations on Hf

matrices) : -

3. HUMAN FACTORS APPLICATIONS: ;

f a) Describing individual differences; for example, %
. o

illustrating the probability that someone will
transition from one to another of four states

LI
o tua ‘g *

(asleep, bored, alert, frantic) in the next time
period.

LR
R

[ 0 BRI ]
bl et e 2o St

b) Describing systems; for example, noting in concise
formn (matrix) the probability that a system will
move from one state (OFF) to any one of three
others (WARMUP, MANUAL, AUTOMATIC) in its next
transition.

g 'P

H
(]
PRSI

1.

c) Evaluating human/system performance; for example,
; determining the probability that an individual or
. system will be in a state-of-interest, at some

| SRR ) X
RN wf KK

~ given time in the future.
1 4. DESCRIPTION: D
a) Model: A system or process is described as a ?

function of four things:
i) A finite set of oLkjects (usually one).

69




. . ii) A finite collection of possible discrete

Dﬁ; states the objects can be in or assune.
v -
a3 iii) The initial probability: probability for

each state that the process begins there.

o iv) The transition probability: probability the
) object will stay in that state or enter
?ﬁ~ another state in the next time period.

X
=
St
€3
[+
(o]
82
0
=

Markov property. TIhe likelihood of entering
any state in the future depends only on the
present state the object is in, not on any
past states (also called the -memoryless
property); that is,

: I v . o N
RIS

P[X(n+1)=jiX(n)=i, X (a=1)=i(n=1),...,X(0)=i(0)]
= P[X(a+N)=jlX(n)=i] = P(iJ)

for all states i(0), i(1),eece,i(n=-1, i, 3J;
: and all n20.
'wi; ii) Statioparity. Transition probabilities do
ﬂ;} not change with time (are "stationmary" .
- iii) Certainty. All states and all transition
lfh probabiliites used in the model are known
f; constants, obtained through some empirical
L data collection process; the system |is
R completely characterized by the set of
i states, initial probabilites, and transition
e probakilities.
Lk c) Strengths:
i:' i) The procedure is simple to follow, aprpeals
E%.i to logic, and is easy to defend.
(o
-
o
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i)

ii)

iij)

b i)

! ii)

iii)

LI e S S ST T TR ———

d) Yeaknesses:

Values for the +transition probabilities are
critical; small errors in estimates for
these can give significantly incorrect
ansvers. '

The independence of the probability of the
next state from that of all past states,
except the present one (Markov property),
often does not mirror reality.

The requirement that states of existence be
discrete can be difficult to meet, for many
cont inuously varying situations.

.y e) Procedures:

Define an exhaustive and mutually exclusive
set of states the system can assume over
time (preferably no more than a dozen).

Taking one state at a time, assign (by what-
ever means) a probability to the event that
the [process begins in that state, plus
another probability that it either stays
there or ernters each of the other possible
states from that state. These latter prob-
abilities must sum to 1, for each beginning
state. That is, if there are four possitkle
states (including the one the system pres-
ently is in) and the chances are equally
likely that it will be in any ore of the
four during the next time period, each event
is given the probability 0.25).

As the first stage in the modeling process,

put this information into matrix form, as
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illustrated below in 5.c. This is the -
. trapsition matrix, P (also called the one-

step transition matrix). This transition L
matrix plus the set of initial probabilities ’
now (under the model’s assunptions)

completely characterizes the system or
process—--this is the complete model.

iv) To determine the probability the system will .
be 1in a given state two steps or stages
onward (two time periods ahead), square the

v transition matrix (use matrix multiplication

] to multiply it by itself) to obtain the

two-step transition patrix, P(ij)2. Cubinjy
the matrix yields the three-step transition =

! matrix, P(ij)3 (the probability the systenm

will be in a given state three time periods

ahead), etc.

v) The lomg-run probabilities (also known as
steady-state, stationary, or equilibriunm
- probabilities), o, are obtained by repeat-
edly multipiying the tramsition matrix by !
itself until limiting (essentially constant) :
values for the probabilities are reached (if
they exist). These represent the long-run
: proportion of time the system will be 1in
?‘ each of its possible states. These values
- also may be obtained by solving a set of g
linear steady state equations of the form

» w3 S RINERY L TR EY ¢
m3) = (P + w2ip2ih + .-
7T(1;i).(1n) + e

+ 4+

+ 4+ ++
L)
.
-

m(n)

m(2)p (2n)

. j
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Values are found for each of the limiting o
probabilities, w(i), wusing a subset of :
{n-1) of these eguations, along with the g
relationship that the sum of all the 7 (i), )
i=1, 2,...,n, mnust equal 1 (normalization

eguation).

LS. v
LN

f) other calculations that may be made, using the
transition matrix, include the following. See .
references below, for details of these :
calculations. "
i) Probability of £first passage tinme: the !':

likelihood the system will enter a specific
state, t(i), at a future time, given that it .
started in some specified state, t(j). ;1

3

ii) Expected first passage time: the mean value
of the time it takes the system to move from
state t(i) to state t(j).

iii) Expected recurrance time: the average value

of the time it takes the system to return to
state t(i), when it has been thare once.

T wat AT g DRI

iv) Absorbtion probabilities: the probability
that a system will enter one of its possible ~)
states and never be able to leave that state iﬁ
(be "absorbed" into that state). §
5. ACM EXAMPLE (adapted from Oberle; see below): &
a) Situation: A one-on-one engagement between a f
fighter and adversary. The relative positions and a
orientations of the two <combatants are divided o
into five tactically meaningful states (although %
such transitions between states in actuality would i

Le continuous, they are discretized here for use

. .
v e "
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;E with the Markov property), as follows (see Figure
6.1) : |
i) Of fensive weapon (OW): the fighter has a
"rule of thumb"™ weapon opportunity, giving
him an almost-sure kill opportunity.

ii) Offensive (0): the fighter is acting in the
role of pursuer and has a tactically signif-
icant advantage in position. -

iii) ©Neutral (N): both combatants are maneu-
vering head-to-~head in an attempt to achieve
- a position of tactical advantage.

iv) Defensive (D): the adversary is acting in
the role of pursuer and the £fighter is
reacting to the adversary's positional
advantage.

v) Fatal defensive (FD): the adversary has a

"rule of thumb" weapoan opportunity.

b) nggéd_u£s§= ,

i) Direct (one-step) transitions can occur only
between adjacent states. At each 5-second
time division during an engagement, the
fighter is classified as being in one of the
five states. Oberle provides the simulated
data shown in Figure 6.1 for a hypothetical

115-second exercise (artificially divided
here into 23 5-second time segments).

ii) Although Oberle does not do so, the same
P data can also be given 4in the format of a
E; more standard Markov chain wmodel, as is
tﬁ: illustrated as in Figure 6.2. States are
gﬁ shown as circles, transitions as arrows, and
L] transition probabilities as fractions.
%
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Elapsed Time, _l u
D + 5-Second Intervals
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Figure 6.1 Transition States During a Simulated Engagement

iii)

One-step trarsition matrix: Oberle does not
put his simulated data into transition
matrix format, nor does he make any further
calculations in this report. However, given
this data, it is easy to carry out addi-
tional operations usually performed with

Markov chains.

For purposes of this example, it is
hypothesized that the initial probability of
being in a neutral position at time 0 is
0.5; the probability the fighter will still
be in that neutral positionm at the end of
the first time segmeat is 0.56 (calculated
from the data in Figure 6.1 or 6.2), that he
will be in an offensive position is 0.11,
and that Le will be in a defensive position
is 0.33.
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Figure 6.2 One-Step Transition Diagram for an ACH Engagement

Similarly, it is hypothesized that the
initial probability of being in an offemsive
position at the start of the =angagement is
0.25, and that he will still be in an offen-
Sive position at the end of tha first time
segment is 0.40. This process is repeated,

with results as shown in the one-step tran-
sition matrix:
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prob. o] 0 N D FD
oW 0 oW 0 1 0 0 0
.25 O |.40 .40 .20 0 0
50 P = N 0 .11 .56 .33 0
«25 0 0 .60 .20 .20
FD 0 FD 0 0 0 .50 .50
iv) The total probability that the fighter will
be in an offensive position at the end of
the first time segment is:
(0.25) {0.40) + (0.50) (0.11) = 0.16.
v) Two-ste ransition matrix:
ow o N D FD
oW . 40 .40 .20 0 0
o] .16 .58 .19 .07 0
P2 = N .04 .11 .53 .25 .07
D 0 .06 .46 .34 .14
FD 0 0 «30 .35 .35
vi)  Long-run probability values:
The long-run proportion of time the

fighter aircraft can be expected to spend in

each of the five states is:
ok 0

N

D

FD

m(i) = .087 .217

-394 .217 .087

17




rk hain models are

d to describe the decoding of hand-keyed Morse

code signals. A Baysian soldtion procesS is then

used to find an optimal estimate o the state of
the Morse process.

El Shapawani, A.A. vailabi
S tems. Master's theszs ~Sch
Force Instltute
erght-Patterson
(AF1T/GOR/NMA/82D-7 aD-212% 365) .

A survey and classification of the literature
relevant to availability, Hlth Eha51s on prob-
ability density functions ure times and
repair” times. Models 1nclude those based on
Markov processes.

it

Newman, R. A., and_Tiffany, P.B. "Discrimination
of Density and Clustering on _Four Versions of a
Stochastic _Display", Proceedings of the 21st
Meeting of the Himan FEEfors So ciety, San
Francisco, _CA, 1977, g T.

A two-dimensiopnal arkov rocess is used to
control the variables, in a study of the interac-
tion of twvo texture_ variables (density and
cluster) with twvo display  parameters (positive/
negatlye image and adjacency/separation of
images).

Oberle, R.A. Air Com

Dimension Measures.

CX, May 31,7 1983 {RES
See” the 'above examp

Snow, R.E. "Eye Movement and Cognitive-Process
Research in urope: . Some xamples from
Switzerland," European Science News, Vol. 38, No.
’ 198&, pp. ZQT‘ZSH . .
Ie movements and fixationms, associated with
prob solving durin stimulus search and
proce851n aré modelled as Markov _chains to
predict dlfferent eye fixation paths and lengths.

Thomas, M.T. "A Human Response Model of

Cogbined Marual and Decision Task," IEE

Transactions on Systems, Man and CyberneticCs,
i

7ol BHC=T NG 52973 ppoB9g-ull, ===
A comblned manual d decision task

described in terms of a Markov chain mode

combined with a discrete probability function.

E o]

£Q£ tor
ment "of

Thomas, 4.0, Human
Man-Machine Syst ~ Depar
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(¥stem De5183 Wlscon51n Oniversity, December 1978
general seml-narkov formulation is used to

descrlbe transitions among error states.
Interdecision times are treated as a reneval
process.

7. REFERENCES AND TEXTS:

a) Broangon, Rlchard chaum's Qutline, Theog¥ and
Problems £era 13ﬁ§ Reéseafrch. New ~ YoTk? 4
BcGr w'HllI'Boo ~Company, 1982, .

A brief explanatlon, with a number of worked

out examples. . ]

b) O0lkin ram, _Glaser, «d and Derman Cyrus.
) Probaﬁlffgg Médels and AE Iicatgons. fiew York:
ubIish

Macnilla 1S 1ng ~Co., ~ 1978,
b A readable introduction to “harkov processes and
chains.

il Eaeica

c) ERoss, S.H. Introduction to Probability Models.
New _York: Académic Press, 1986..
Extremelz succinct explanation, in strictl;
mathematical terms; a high level’of mathematica )
sophistication is advised.

PP S )

d) Taylor, H.M,, and Karlin, Samuel. An Intr __
%o Stochastlc Modeling. Orlando: Acadeni SS
n -
Highly mathematical explanation; not for 5
beginfers. d

J. POISSOBN PROCESSES

1. PURPOSE OF MODEL/TECHNICUZ: Determiring such guanti-

ties as the number of arrivals into a system (or

tasks that must be performed) over a period of time, :
the expected "population" size at a given time, and i
the probability of any given population size at a ]
specified time. Arrivals must be according to an :

exponential distribution with a known rate parameter.

Locad an’

Then the number of arrivals by a given time has a
Poisson distribution dependent on the rate parameter

and elapsed tinme.

For example, a person may be tasked with learning the

Chinese language. The length of time required to

79
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A
learn any given character is a random variable. I1f .
data collection indicates that the distribution of ;
this random variable is approximately exponential and j
a rate parameter can be calculated, the 1learning ?
process can be described as a Poisson process. Then X
it is possible to predict such quantities as how many
characters will be learned in an hour and the prob- i
ability that the student wvwill know 100 characters at ?
the end of five hours. )
2. MATHEMATICAL TCOLS REQUIRED OR USEZFUL: ]
a) Algebra #
b) Probability theory ]
c) Descriptive statistics ﬂ
d) Graphs and plots i
3. HOMAN FACTORS APPLICATIONS:
a) Describing individual differences, where the
differences are a function of some characteristic

that can be considered in terms of arrivals, with
exponential distribution.

b) Describing systems in which events occur with
time, ex pressible as an exponential randon
variable.

c) Evaluating human fperformance under conditions
which meet the Poisson and exponential distribu-
tion requirements of this model. This is esge-

cially useful in accident and error predictions,
as 1is discussed 1in the section on reliability

models.

L
4. USED IN LITERATURE: 4
a) Haight, F.A, "A Mathematical Model of _Driver )
%ggrgggss", Erqonomics, Vol. 15, No. 4, 1972, pp. :
A noﬁ-homogeneous Poisson process is used to ;

develop a modél of _driver decision making, tased
on observations of driver behaviors. l
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a) Barlow, .E and Proschan, Frank. Stical
Th eo;% Reliability and Llfe"‘Tésf‘n
Proba 111 1 Models. Silver Sprlngs, “mRd., TB“Eégln

With Press, 1975,_.1981.
Comprehen51ve discussion of the _use of Poisson
processSes in reliability determination.

b) Broason, Richard. Schaum's Outl and
Problems _of O%grg; ons ResegrcHT New ork:
BcGraw-Hill Book Company, 198Z.

A very brief explana ion.

c) Cox, D.R. Renewal Theory. London: Methuen and
Comgan Lt -
brief mafhematical look at _roisson processes
as they relate to reliability and renewal.

d) Ross, S.M. Introduction to Probability Models.
New York: Academi *Press, 1980.
Comglete and thorgug ex lanatlon, a high level
of mathematical sophis 1cat10n is advised.

e) Taylor, H.M., and Karlin, Samuel. An Introduction
%9 Stochagtlc Hodeling. orlando: Xcademic Press,

nc,
060d brief explanation, but not for beginners.

K. QUEUEING PROCESSES

1.

)

ORPOSE OF MODEL/TECHNIQUE: Determining the length

of time a customer (person, object, or task) mnmust

wait "in a 1lipe"™ (in gueue) to get attention, the
time needed to provide service or perform the task,
the nuaber of customers in the system and in gueue at
one time, etc.

2. MATEEMATICAL TCOLS REQUIRED OR USEFUL:
a) Algebra
b) Probability theory
c) Descriptive statistics

d) Graphs and plots
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3. HUMAN FACTORS APPLICATIONS:

a) Describing individual differences in task
performance. '

b) Describing systems, where these can be viewed as

consisting of "customers"™ and "services".

c) Evaluating human performance, such as how long it

probably will take to perform a series of tasks.

- 4. DESCRIPTION:

a) Model: A system or process is described as a
function of seven things:
i) Population size of the arriving custoaers or
input source, either finite or infinte
- (usually assumed to be infinite, since
calculations are easier).

ii) State of the system, that is, the number of
customers actually in the gqueueing system at
a given time of interest, either waiting or
being served.

iii) Arrival patteras, usually specified by the
interarrival time, the time between succes-
sive customers into the systen. Hore
complex models may specify single versus
batch arrivals, and whether customers may
balk (refuse to enter the system because
lines are too long), cenege (a customer in a
queue gets tired of waiting and leaves
before being served), or jockey (move froam
his original 1line into another that 1is

X shorter). Simple models assume single arri-

vals, and no balking, reaneging, or

jockeying.

- 82
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v)

vi)

vii)

1%7]

Service patterns, usually specified by the
service time required to serve one customer.

— e <

This can be deterministic (a constant, known
value), or a random variable with some known
probability distribution. More complex
models specify whether a customer regquires a
series of servers or is served completely by
one server (the usual simplifying

assumption).

SJumber of parallel servers at the facility
who provide the needed services for
customers in the gueue. All such servers
are assumed to be interchangeable and egual.

Queue discipline or service discirplire,

which sypecifies the order in which customers
are served. Usual orders are first-come,
first-served or first-in, first-out (FIFO),
as with customers at a supermarket checkout
stand; last-in, first-out (LIFO), as with
items in a suitcase; random order (RO); or
priority order (PO), where certain customers
get preferential treatment. Most commonly a
service order is not specified, but the
nodel is referred to as a general discipline
{(GD) model.

Kendall's notation, which is simply a stan-

dardized shorthand for specifying the above
parameters:
(X/Y/2) : (U/V/W).
X is the interarrival time distribution
and Y the service time distribution. These
usually are denoted as M (for Markovian or
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b)

exponential), D (for deterministic), E (k)
(Eor Erlang), or G (for general).

Z is the quantity of parallel servers.

U represents the service discipline.

Vv and W indicate the system capacity anad
size of the task population, respectively--
both often infinite in size (w).

Assumptions The first four assumptions are

coamon for most queueing problems. The last seven
assumptions will be made for this study, in order

to keep the model at its most basic, easy-to-
follow level: (M/M/1):2 (GD/0O /cO) »
i) Stationarity. Arrival time and service time

probabilities do not change with time (are
"sta tionary").

ii) Certainty. The population size, systen
capacity, and number of servers used in the
model are known constants--have been empiri-
cally determined in some manner.

iii) Homogeneity and equivalence. Customers,

servers, and service all are homogeneous.
It makes no difference who serves whon.

iv) Non-negativity. All variables are non-
negative (exist in quantities greater-than-
or-equal-to zero).

v) Exponentially-distributed interarrival times

and service times (also known as Markovian

or Poisson processes). It is a property of
this probability distribution that the
arrival time of the next customer is inde-
pendent of when the last one arrived, and
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that the expected time for completion of X

service is independent of how ~long the
customer already has been in service (memo- L
ryless property or Markovian property). -

vi) Single events. Time increments under

consideration are small enough that the
probability is approximately zero that two
or more events will occur in one time incre-
ment (two arrivals, one arrival and one

service, or two services). There 1is,

however, a positive probability of either
one arrival or one service during any time "1

PR

increment. 5

.8

4

vii) General gqueue discipline (GD), with a single ]
server. g

viii) Infinite population size and system :

capacity, at least as an approximation.

ix) Simple arrival patterns. Customers are not

allowed to balk, renege, or jockey.

x) Underutilization of servers. Server occu-
pancy or utilization is not perfect. If
servers are always busy (100%), waiting
lines slowly will become infinitely long. A
useful rule of thunmb, according tc Rouse
(see References and Texts), is that servers
are occupied 70% of the time, <£for an effi-

cient systen.

xi) Steady state conditions. The system has

been in operatiorn long enough to have
» reached equilibrium or steady state
ﬁf behavior. That is, we are not considering a

[
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c)

d)

new gqueue just forming when a store has just
opened for the day.

Strengths:

i)

ii)

iiji)

The procedure is applicable to a wide
variety of problems which can be viewed as
having “waiting line"-type characteristics.

Qualitative and approximate guantative
ansvers to a number of questions of interest
about a given gJueueing systenm can be
obtained via this relatively simple model.

Usiny advanced mathematics and a computer,

large and complex problems can be solved via
sophisticated gueueing model techniques.

Heaknesses:

i)

ii)

iii)

iv)

For the model to remain simple and easily
tractible, both interarrival times and
service times must follow an exponential
distribution--a condition not always easy to
justify in the real world.

The model requires that customers (tasks) be
handled serially; yet, in many situatioas,
simultaneous attention often is necessary to
acconrlish a job.

Many dgqueueing problems are analytically
intractible, and require both approximation
and simulation to obtain even rough answers.

The non-equilibrium situation 1s especially

difficult to deal with, limiting the useful-
ness of the model to on-going, mature
processes.

R B N A B R ok K. Al B
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e) Procedures: The example that follows illustrates

the process in more detail.

i)

ii)

iii)

iv)

.............

.......................................................

Determine that interarrival times and
service times are approximatly exponential
random variables, from available data (see
Figure 6.3 in the example). Note the values
of the pean time between arrivals, A, "and

the mean service time, U.

Also determine that other parameters of the
situation may approximately be modeled as an
(M/M/1): (GD/OO/00) system. That is, there
should be a single server, the service
discipline should be general in nature, and
the customer population ani number of
customers allowed in the system shculd be
very large, if not actually infinite.

Decide what the state of the system, 1n, 1is
likely to be at the time the modeling
process begins., What guantity of customers,
either waiting or being served, are already
in the system?

The guantities that will be calculated are:

Server occupancy or server utilization,
p: A/”.

Probability the system will be in state n,
P(n);
ifn=2,P(2 = p2(1-p).

Average number of customers in the systenm,
L= P/s(V-p).

Average number of customers in queue,
Lg = p2/7(1 - p).
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Average time a customer spends in the
systen,
W= 1/(Uu-A).

Average time a customer spends in queue,
Wg = p/(M-A).

Probability a customer spends more than t
units of time in the systen,
W(t) = exp (-t/¥).

Probability a customer spends more than t
units of time in queue,
Wg(t) = pexp (-trsd).

v) Three other equations may be used, if

desired, for calculations:

W==N8qg + 1/y.

L= AW.
Lg = A Wg.
f) Other calculations that may be made: Queueing

models considerably more complex than the one
illustrated here have been used to obtain answers
to questions similar to those described above (and
illustrated below), when a simple model 1is not
applicable. See the various authors cited under
References and Texts for details.

fighter aircraft is ingressing toward a
fixed target, crossing hostile territory.
Various epemy ground-based radar systeams
illuminate the aircraft from time to tinme,
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Figure 6.3 Exponential Distributions for Arrivals and Service -

- with time distribution approximately that of
3 an exponential random variable with rate
A = 1/2 per minute (2 minutes average

time between threats). Figure 6.3 illus-
trates this distribution.

ii) Warning that he is being illuminated by a
threat radar is provided to the pilot on his
radar varning display (RWD). He must take
some kind of defensive or deceptive action

SR i AR

when this occurs: drop chaff or flares, janm

the radar, or make jinking maneuvers with ﬁ
his aircraft. The time reguired to take an ?
§ appropriate action also approximately is an f
:i exponential random variable (Figure 6.3), h
| with rate M = 2 per minute (0.5 minute or ;

30 seconds average time to take an action).

.
PR
gty fp

[3
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iii) At time zero (the start of the scenario
being modeled) , the aircraft wili be consid-
ered to be in a steady state condition,
since it has been behind enemy lines for
five minutes. One radar system presently is
illuminating the aircraft, and no defensive
maneuvers are underway.

Source of
Customers

Customer
EUE gn ‘e Departing
QU ervice Customers
- - oo—> _— = =

RN SR

Figure 6.8 Illustration of Single Server Queueing Systea

i) This model can be spacified as

- M/M/1): (GD/x0 /o) Both the interarrival R
- times and service times are axponentially 2
- distributed (Markovian). There is a single =
iz server {the aircraft), an  infinite :ﬂ
;f "customer" population (the enemy radars), . E
2 and an unspecified (presumably infinite) 2
) nupber of customers allowed in the system. o)
3

T
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ii)

iii)

iv)

v)

vi)

No particular service discipline is speci-
fied, so it will be considered "general®.

A sketch of this very simple system is shown
in Pigure 6.4

To perform the desired <calculations, we
first note that:

Arrival rate A 1/2 per minute.

1]

Service rate M 2 per minute.

Number of servers c = 1.
State of the system n = 1,

The "“server occupancy", D is a rough
measure of the pilot's workload. In this
steady state condition,

p =AU = 172 divided by 2 = 0.25.

Thus we see that, on the average, the pilot

is spending 25% of his time responding to
threats.

The probability "~ of the system being in the
state where n = 1 at any given time (that
is, where exactly one threat is present) is
givean by

P{(1) = pr{(1 -p) = (0.25)1(0.75) = 0.188.

That is, there is less than a 20% chance of

this state occurring at any specified time.

The average anumber of threats illuminating

the aircraft is given by:

0.333.

L= p/(1-p) = (0.25)/(0.75)
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The average number of threats "in gueue", or
illuminating the aircraft and not yet count-

ered, is:
Lg = p2/(1 -p) = (0.25)2/(0.75) = 0.083.

vii) The average time a threat will illuminate

the aircraft is given by:

W=1/(pm=-A) =1/(2-1/2) = 2/3 = 0.667

minutes.

The average time a threat will illuminate

the aircraft before it is countered 1is:

g = p/( M- Q) = (0.25)/(1.5) = 0.167
minutes.

viii) The probability that a threat will illumi-
nate the aircraft for longer than one minute

is:
W(t) = exp (-t/W)
W(1) = exp (-1/W) = exp (-1/(0.667) = 0.223.

The probability that a threat will illumi-
nate the aircraft for longer than a minute
before it is countered is:

Wg(t) = p exp (-t/W)

Wg (1) = {0.25) exp (-1/0.667) =
(0.25) (0.233) = 0.056.

ix) The other three equations may be used to

check our work:
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Wg + (1/p) = 0.167 + 0.5 = 0.667.

L AW = (0.5) (0.667) = 0.333.

Lg = A¥g = (0.5) (0.167) = 0.083.

USED IN LITERATORE:

a)

b)

c)

d)

e)

Carbonell, J.R. na Queueing Model of
Many-Instrument Visual Sampling"™ IEEE
Tralsactions Human _Factors in Qigctronl s,
-4, N6, &, T966, pp. 157=-T604. -
Carbopell, J.R., Ward, J.L., and Sanders, J.W. @A
ueueing fi odel of vlsual ampling: Experlmental
alldatlon" Transactlons on Man-Machine

Systems, MM3-9, No. 3,1 g

Fe_instrumént scannlng Be av1or of pilots was
studied, and a gueuelng model developed to predict
the fraction time devoted to each instrument.
The model later was compared with
three pilots fl{ simulated _airport approaches,
and compared well wlth observed performance.

performance of

Eltermann, 1.J. Cogguter Simulation Desi n,
Develo ment and Validation. Mitre Corp., BedIor
¢ _June 1982 TR-84716, XD- 8067 977 L).

SIHSCRIPT 1s used fol a discrete-event queuein
simulation of a communications system “contro
systen, as part of systerm support analyses of
man-machine resources within a computer systenm.

Groves, A.W., and Kaercher, R.L. A Simulation to
Analyse Pilot Workload in an. EIleZ¥ro-Optical,
Night, Low—IEvel Environment. e
of Technology gg erqﬁf =Patterson AFB, OH, March
1981 (AFIT/ t/0s/8 AD-2101 138). -
time-seguenced network of required tasks,
Hlth grlorltz servicing by a singlé server, 1is
used to model 30 miputes oOf visual navigatior and
terrain following, incorporating 20 taskSs.

Schmidt, D.KX. "A Queuein Anal sis of the Air
Traffic Controller s korkloa IEEE Transactions
on_Systems, Man, and _xgg;ggt;gg, ~T3RC=-B, No. b,
8, pPp- ﬁ92_ﬂ

gueueing theory formulation was used to
analysé the workload of air traffic controllers.
The model was then used to predict average delay
and server occupancy as a function of demaind.

Taguchi, K, and NMurotsu, VY. "Simulation Studies
of "Evacuation of Passengers and Crews on Board,"
Ergonomics, Vol. 20, No. 3, 1977, p 329.

Juetielng models’are applied to the flows of
passengers from doorways af exits, to determine
selection of passages and widths of passageways,
based on delays of the flows and evacuation times.
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f) Wichansky, A. M. "Human Factors Aspects of
ueweing: A Critcal Review", Human Factors, Vol.
8, No. 2, 1976, pp. 161-172. .
. A general look "at queueing theory and its use
%nhdescrlblng customer "behavidr and human waiting
ehavior.
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Qutline, Thggg; and
séarch. New oTk:
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ion to gqueueing
S separate éxplana-
d how to use then.

Excellent, cleag
systems and (M/M/1) ¢
tion of more complex

b) Daellenbach H.G. and others. Introduction to
Operations égseargh Techniques Second Edition.
oston: XIlyn & Bacon,_ Inc. g83. . .
Simple models are lossea, over; heavier relji-
%ﬁge gn gathematzcal erivations than is usual in
is text.
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c) Hillier, F.S., and Lieberman, G.L. Introduction
to _ Jperations Research. San Francisco:
Holden-Day, Inc., 1980. ) . . .

Heavz emphasis on exponential distribution, but
no _simple e€explanation Oof how to _use the simple
models to find answvers. Detailed discussion of
mathematical derivations and manipulations. >

STy

N IR

d) Ross S.M. Introduction to Probability Models.
New Qork: Academic Press, 1980. T
. Succinct explanation in mathematical terms,
with no numerical exampies provided.

€) Rouse, WeB. Systems Engineerin Models of
Human-Machine Interaction. New ork: North
AoIIland, _T o - .
. Considers queues of tasks, and gquaueing theory
is used to prédict human perziormance at comgletlng
tasks. However,  simple models are glossed over,
and great detali is given to one rather complex
model of flight managément.

v, -y

f) Wagner, H.M Principles of Operations Research. L

New Jersey: Prentice-Rall, Inc,, . i :

Excellént, <clear introduction to the subject,

and to the exgonentlal distribution family. lear
explanation of more complex models, also.
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RELIABILITY MODELS

1.

PURPCSE OF MODEL/TECHNIQUE: Estimating expected time
of failure, probability of failure in a given time
period, etc., for a given system with known failure
rate (or survival rate) distribution.

For example, data collected on fregquency of misinter-
preting information on a given CRT display format may
indicate that time between errors is a random vari-
able that <closely fits an exponential 1listribution,
with rate A = 2 per hour. Given this, we can use
properties of that distribution to make calculations.
On the average, the mean time to failure will be 1/A
= 1/2 hour. The probability that no failure will
occur in the first 15 aminutes is the exporential
survival function, exp(-At) = exp(-2 X 0.2%5) = 0.61.
Probability of no.failure in 1/2 hour is 0.37, in 1
hour is 0.14, etc.

MATHEMATLCAL TOOLS EEQUIRED OR USEFUL:
a) Algebra

b) Single variable calculus ,
c) Probability theory

d) Descriptive statistics

e) Graphs and flots

dUMAN FACTIORS APPLICATIONS:

a) Describing individual differences, 2s related to
accuracy and errors.

b) Describing systens, and predicting how long we

expect them to perform.

c) Evaluating human performance over a long period of
time, based on measured failures/errors during a
shorter data collection period which can be used
to develop a model.
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N 4. USED IN LITERATURE:

T a) Askren, W.B., and Re ullnskl T.L. "Quantifyin
tod ) Human  Perfofmance g Reliabilii ity Ag s:Lsy og
. §x§tggg," Human Factors, Vol. 11, NoO. 4, 1969, pp.
L A general mathematlcal model of the probabilit
s of errorless human Eerformance was derived, an
- equated to human reliability _for tlme-contlnuous
I tasks, Weibul gamna, and log-normal density

. functions were 3eterm1ned to be Tfelevant descri=

2 bers of the data.
D b) Meister, David. Compar g; l sis of Human
: Relxabxi&U; nodels. unker- R mo OLL. November
PS U0 147484).

A total of 227 models were analysed to evaluate
their ability to predict performance of humans in
operating and_  maintainiig military stenms.
Simulation models were fouad more powerfu than
analytic., models. Output usually consisted of
probability of successfu task/system performance
and completion tinme.

P c) Meister David. "Methods of Predicting Human
- Rellablilty in uan-uachlne Sgstems“ Human
R Factors, Vol.

~simple muitlgllcaglve probabmlmtg model for
human error prediction is creéviewed and evaluated. .
Performance reliabilities for task elements are -
progressively combined through the use of the -

- series product rule,  to yiel reliability esti- =

’ mates for tasks‘ mission phases, and the Overall d

oo stem. _Altman's Data Store is used to obtain the

- e emental reliability values.

- d) Naval Sea Systeams Command. %elzabzl
h". Prediction S{gte ser's _ ashin E%ﬁ%
: D.C., Décenber 1977 TID IUS EBBT'
Both human and equipment mean~-time-before- :
P failure and mean-time=to —repalr values _are used ’
o in predicting and_ _demonstrating system effective- :
ness and for predicting human rellability, in a
weapons system environmént.
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f) pollard, D., and Cooper, M.B. "An Extended y
Comparison of Telephone Keying and Dialing )
Performance", Ergonomics, Vol. " 21, . 12, 1979, d

p- The reliability of office qorkers gerformlng

dialing and keying tasks was investigated.
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exponential curve was found to be a good fit for
keying error data.

g) Siegel, A.I., Wolf, J.J., and Lautman, M.R. "A
Family of Models for Measuring Human Reliability”
Pr egg;gg§ .of the 1975 Anbual Reliability ané
T%;,%fglna 1111:";%2@051@, TEEE, - Washington, DT,

’ . . . s s . .

A sgg of stochastic, digital simpulation models
for human performance in  fDan-machine systems is
described. One of these will yield predictions of
integrated system reliability, considering both
equipment and human performance.

REFERENCES AND TEXTS:

a) Barlow, R.E. a chan Frank. Statistical
) Tg§0£§f _o£ ! Reiig~£i§tx * and ™ iire>reSERT
Probability Models. ~Silver Springs, RMd., To Begin
With Press, T975, 1981. = N
Probablllstlc underplnnlngs‘ of reliability
determination; very complete; mathematically

sophisticated.

b) Cox, D.R. Renewal Theory. London: Methuen and
Comgang,_Ltd., 1962. L )
rief, succinct mathematical text on the
reneval aspect of reliability.

SINULATION MODELS

PURPOSE OF MODEL/TECHNIQUE: Building an experimental
model of a system when uncertainties, dynamic or
complicated interactions, and interdependence among
variables makes the development of an analytical
model difficult or impossitie. The simulation model
then can be used with a computer to a2valuate and
compare specific alternatives, and to nake
predictions abcut the systen. Simulation can be
considered the laboratory or experimental arm of

operations research.

n

MATHEMATICAL TOOLS REQUIKED OR USEFUL: While any of

the following may be needed for a given simulation
model, only logic and set theory, descriptive statis-
tics, experimental design, computer programming, - and
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computer software packages will almost alwvays be

required.

a) Algebra, simple, linear, Boolean

b) Geometry, plane, spherical, analytic

c) Trigonometry

d) Calculus, single variable, multiple variable

e) Logic and set theory

f) Fuzzy set theory

g) Probability theory

h) Statistics, descriptive, inferential

1) Experimental design

j) Graphs and rplots

k) Computer programaing (in languages such as
SIMSCRIPT, GPSS, etc.)

l) Computer packages

3. HUMAY FACTORS APPLICATIORNS:

a) Describing individual differences, where the indi-
vidu&l is considered in more detail or complexity
than can be handled through simple analytical
models; examples include the Computerized
Accomodated Percentage Evaluation model (see
Bittner), and Computerized Biomechanical
Man-Machine Model (see McDaniel), both anthropome-
tric descriptions of humans.

b) Describing systems, where the systems are dynamic
in nature or where variables are known to
interact; examples include describing a man-
machine system during an air intercept mission
(see Meldrunm). |

c) Designing systems such as control panels (see
Bonney and Williams), workspaces (see McDaniels),
task allocations (see Parks and Springer), and
individual tasks (see Wortman and others).

X s
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=3 d) Evaluating human performance such as that observed
in complex crewstations (see Strieb and Wherry).

Ll RAATLIETLILIAN

S 4. DESCRIPTION:
a) Model: A system or process is described as a
function of ten things:

i) The systen itself, which has dypanic i
phenomena--inputs, components, behaviors, P

ol and outputs--that are being stulied. X

<. ii) Entities or elements of the system-
components whose behaviors are traced
g through the system or tinme period of
= interest. Classes of entities can be

i
LR Sy fo

concrete or abstract, and include people,
machines, various objects, signals, bits of
L data, and tasks.

iii) Attributes of the entities--size, quantity,

requirements, responses--that characterize
their behaviors in the systen. Attribute

A

N values can be numerical or can be word
f descriptions (responses can be verbal, hand- ;
‘ written, keyed, etc.). :

- iv) Membership relationships of entities, such

as shared attributes which cause them to
o belong to sets or files (temporarily or >

permanently). Files also may have attri-
. butes, such as capacity or a finite useful
- life. -
® v) Activites related to the entities: dynamic L
operations which entities can perform or +]
which can be performed upon them. -

s

» F
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il vi) States of the entities and of the system as
}; a whole: the configuration at a given fpoint
;:' ' in time vwhich has been defined by file or
entity attributes and ongoing activities.
- The initial state is a special case which is
. defined by the experimenter at the start of
the simulation.

5 vii) Events, which describe any change in the
state of a system and which result in its
dynamic behavior. Events can be exogenous,
- the result of some occurance outside the
5 system, or endogenous, resulting from activ-
ites of the system's own entities. If all
events result either from constant exogenous
inputs or from deterministric endogenous
L: consequences, the simulation is cailed

deterministic that is, the same set of

inputs always will result in exactly the
same simulationm outputs. If events result
from inputs that are subject to random
phenomena, this is considered ¢to be a
stochastic simulation or a Monte Carlo simu-
lation. Randomness in the initial values of
: entity attributes, in <changes in attribute
ﬁ: values, or in the timing of events can be
provided through inputting of random numbers
representing <the probability distribution
o most appropriate for the system under study.
- As a result of this randomness, simulation

outputs will differ from run to run,
-! reflecting that specified probability
distribution. '
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viii) Iime crepresentation, as the systenm
~§§I ' progresses through the events of interest.
Y Pixed-time increments (also known as time-
\ step incrementation) can be used if events
occur on a fairly regular basis, so that
fﬁj there are not long periods of inactivity; in
:\‘ this case, time elapses period by period
' | (second by second, or day by day) .
_ Variable-tinme incrementing (2also called
5?f event-step incrementation) is used if many
| time periods wilil contain no activities.

»

This kind of program progresses according to
an event list, which governs the progress of

the program in mnmuch the same manner as
® ) seconds or days would--except that the
length of periods is not a constant. This
latter type of programming regquires more
: skill than does the simpler time-step
. incrementing.

ix)  Decision crules or ogperating rules, Wwhich
provide logical links between entities,
activities, events, and resulting states of
the systen. To use computer jargon, if
certain entity and activity requirements are
met, then a specified change of state will
occur, else the system's state will remain

- unchanged.

x) A flow diagram or algorithm. This is a
Qlf useful tool which depicts the orderly anad
i logical flow of events as a series of bozxes
e and arrovs, covering the sequence or time
period of interest. The above-noted systen
parameters are described in that diagram

. ' (see Figure 6.35).
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;i ‘ b) Assumptions: Simulation models vary widely,
- depending on the system being modeled. s a
result, assumptions must be made on a case-by-case
basis (and should be clearly stated for each
model) . However, the following three assumptions
probably apply to most such models.

i) Algorithm validity. The flow diagram

describing the systen, used for developing
the computer program, is an adequate repre-
sentation of the real system for obtaining
useful results.

ii) Known constants. All constant parameters
used in the model are known values, obtained
through some empirical data collection

process or through logical deductions.

iii) Known probability distributions.
Randomly-distributed = events can be

adeguately characterized by known discrete
or continuous probability distributions;
values for these distributions can be
obtained for wuse in computer runs by means
of mathematical transforms of values
obtained from a random number generator.
For many simulations, the assumption is made
that the individual observations of the
variables (variable values obtained for use
in the simulation) are indepenient (uncorre-
lated) and are drawn from a single normal
(Gaussian) distribution with constant mean
and standard deviation. A second popular
distribution is the exponential distribu-
tion, for which the same assumptions of a
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constant mnean and independent values are
made.

c) Strengths:

1)

ii)

iii)

iv)

Simulation techniques can be used for prob-
lems which carnot be handled through analiyt-
ical modeling technigues.

Simulations provide a means of experimenting
with proposed systems before they actually
are developed and implemented.

Simulation models do not require as great a
degree of abstraction, simplification, and
approximation as do anpalytical models; simu-
lation models may be fairly true representa-
tions of the real world.

The procedure of preparing an algorithmic
flow diagram 1is a very useful tool in
designing a model which represents a systenm
adeguately; the orderly thought process
required can aid the experimenter in picking
up flaws in his logic.

d) Heaknesses:

i)

ii)

Simulation cannot be used to find the "best™®
solution for a system problen. Rather, it
is an aid to analysis which can be used to
compare various alternatives--but does not
find a Letter one if the experimenter has
not already thought of it. Optimization is
done via trial and error.

Simulation models must include a great Jeal
of detail in order to be successful repre-
sentations of a system. Thus model building
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iii)

v)

vi)
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effort is much greater than for an analyt-
ical model. '

The answvers reéulting from stochastic simu-
lation must be considered estimates, and are
subject to statistical error. A large
namber of simulation runs are necessary in
order to achieve statistical significance
(similar to other forms of experimentation).

Simulation nodels, being complicated,
frequently can eat up computer time at an
enormous rate. Large numbers of runs can be
required to validate that the model behaves
like the real systenm, to estimate model
responses to various parameter settings, and
to determine relationships among these
parameters. The process is expesnsive.

Although many simulation studies concern
investigation of systeams that operate
continually in a steady-state condition,
simulation models cannot operate
continually; they must start and stop. The
performance of the simulated system cannot
be representative of the real one until it
essentially has reached a steady-state
condition, through many runs. This makes it
especially difficult to use these models to
predict steady-state behavior.

Selection of values for starting conditions
(initial states) is important in determinircg
how soon a simulated state similar to the
real system's steady state is achieved. Yet
estimating such values with an adegquate
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- degree of accuracy can be impossible~--
indeed, may bLe the purpose for which the
. simulation is intended!?

vii) The assumption of statistically independent
random observations from a given probability
distribution often is not correct, when
modeling the real world. For example, the,

NN -
T

waiting time of one customer in a gqueue is
If definitely dependent on the waiting time of
y the person ahead of him in line.

e) Procedures: Not all of the procedures listed here
will be appropriate for any one simulation model;
the user nmust pick and choose according to what

L the system actually is like.

: i) Define the system of interest, setting

l; limits on just what portions will be modeled

. and to what deqree simplification and

approximation will be allowed.

;} ii) Specify the classes of entities to be
- : included, and enumerate the entities
themselves.

iii) Assign attributes to the entities, including
only those attributes which are appropriate
for this system and this degree of system
representation. Give a range of allowed
values for each attribute (numerical or

otherwise descriptive).

iv) Determine the relationships anong the

entities--what similarities do they have,

}; and how does a change in one affect another?

= Identify appropriate sets or files 1into
9
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;{t which entities will fall during the
- simulation.
V) For each entity, define what activites it

will be allowed to perform, ani what opera-
tions can be performed on it.

vi) Define the allowable states for each entity,
and specify the initial value which will be
used for the state of each entity.

vii; Determine the events which will occur during
the simulation process, including both those
that are exogenous and those that are
endogenous. Ascertain which events are most
appropriately represented as deterministic
inputs and which are better modeled as
stochastic inputs. For stochastic values,

decide what probabiity distribution will be
used to generate thise values. Find the
correct mathematical transform formula to
convert randomly-generated numbers into
values of that probability distribution (for
inverse transformations, see Daellenbach ani
others, p. 469%; Hillier and Lieberman, p.
650; or Wagner, p. 930).

viii) Lecide whether fixed-time or variable-time

incrementatiorn will be used.

ix) Prepare the set of decision rulas which will
be used in the program. These should be
based on the entities, attributes, relation-
ships, activities, and states of the systenm.

X) Design the experiment which is to be run via

simulation. - This includes both the
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xi)

xii)

xiii)

z2iv)

selection of the constants, independent
variables, and dependent variables, and also
determiniation of the statistical procedures
which will be used to evaluate experimental
results. Use of statistical analysis
computer packages (SiS, SPSS, etc.) caL be
very helpful.

Draw an algorithmic flow diagram describing
the system and the process it will go
through durinyg the simulation runs.

Write a coamputer program for the algoritha
(or have it written by someone who does that
for a living). Use of one of the specially-
designed simulation languages is highly
recomnmended (SIMSCRIPT, GASP, SIMULA, GPSS3,
etc.). For some simulation problems, canned
software packages may already be availatlie
(for human factors use: SAINT, HOS, CAPABLE,
COMBINMAN, CAFES, etc.; see literature

references at the end of this section).

Osing the wvalues of the indepandent vari-
ables previously decided upon in the
computer program, run the simulation to
validate its ability to represent the svstenr
being modeled. Modify the progran, if
necessary. orce the model is wvalidated,
continue the runs until the desired degree
of precision 1is reached for the resulting
dependent variables (for a stochastic
simulation).

Use the pre-selected statistical evaluation

techniques on data obtained from the
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sinmulation runs to determine
statisfically signifiéant, etc.
analysis also is
to determine vwhich variables are

ical ones.

f) Other

of purposes for which
field is

the literature references.

used 1in the human factors

below in

certainly will be found, as human

neers become familiar with simulation techniques.

MILITARY EXAMPLE (adapted from examples inmn

and Lieberman, and in VWayner; see
Texts)
a) Situation:

i) Essentially the same situation

modeled here as was

if results are h
Sensitivity ~
especially important here, 4
the crit-

The variety
simulation models are being
illustrated
Other uses
factors engi-

Hillier
References and

will be

- aaie - e Shai e Bak St s e a't‘v‘

described in Chapter 6,

Section H., Queueing Processes. However,

interarrival times and service times will he
assumed to follow a2

uniform (syuare) prob-

ability distribution rather than an exponen-

-, VT Te
Do llat o 8 0o o

tial one.
cannot be made in the usual way.

ii) A fighter aircraft is ingressing toward a
fixed target, crossing hostile territory.
Various enemy ground-based radar systems

Thus, queueing model calculatiomns

illuminate the aircraft from time to time, :
with time distribution approximately that o:f 2
1

a continuous uniform random variable with J
range 6 to 24 seconds (average time 1S -
seconds). i
]

1

‘4
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) iii) Warning that he is being illuminated by a
threat radar is proviied to the pilot omn his
7 ‘ radar warning display (RWD). He must take
,}i some kind of defensive or decsptive action
: when this occurs: drop chaff or fiares, jam
: the radar, or make jinking maneuvers with
5 his aircraft. The time required to take an
' appropriate action also approximately is a
continuous uniform random variable, with
range 1 to 19 seconds (average time 10
seconds) .

iv) At time zero (the start of the scenario
being modeled), the aircraft will be consid-
ered to be in a steady state condition,
since it has been behind enemy lines for

el

five minutes. No radar systems presently
N are illuminating the aircraft, and no defen-

sive countermeasures maneuvers are underway.

oy i) The system of interest will be defined as a
single-server queueing systen.

ii) There are two classes of entities: radar
o illuwninations (threat warnings), which are
R the "customers"™, and aircraft pilots (the
- "servers"). There is only one entity in the
- class of pilots: the single pilot of our
X aircraft of interest. The <class of threat
.- warning entities is infinite in size, with
o entities considered all egquivalent, and
% identitifed only by the sequence of their
arrivals.
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Select next
imminent
event time
Either Or

Threat Service

ends

Pilot enters
free state

Service
begins

!

Pilot enters
busy state

w 1

Increase threat .Decrease threat
A number by 1 number by 1

P

Pigure 6.5 Flow Diagram for Sismulation Hodel
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iij) Threat warning entities have only one attri-
bute of interest for this study: their
. interarrival times. As previously noted,
these are considered to be uniformly
distributed, with range 6 ¢to 25 seconds.
The pilot also bhas omly one attribute of
interest: his countermeasure response times.
These also are uniformly distributed, within
a range of 1 to 19 seconds.

iv) Relationships between the entities that are
of interest to this study are: (a) a threat
warning must preceed a pilot response, and
() a threat warning will not jo away until
the pilot has responded to it.

v) Activites of the two entities will be
limited to the following: (a) a radar illu-
minaticn will result in a threat warning to
the pilot, and (b)the pilot will take a
defensive countermeasure action which will
result in disappearance of the threat
warning (and presumably supression of the
threat).

vi) Allowable states of the radar illiuminations
are (a) absent, or (b) present. Allowable
states for the pilot are (a) f£free, or (b)
busy.

vii) Only two kinds of events will occur: (a)
arrival of radar illumiration threat warn-
ings, as stochastic inputs, and (b) comple-

tion of a defensive maneuver by the pilot,
also as a stochastic input.
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. x)
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xi)
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viii) Time incrementing for this example will be

done using the event-step procedure for
variable time increments.

Two decision rules may prove useful in
programming this situation: (a) If the pilot
is free when a threat warning arrives, then
the threat is countered, else the threat
joins the queue; (b) If a pilot countermea-
sure is completed when at least one threat
is in queue, then the next threat will be
countered, else the pilot is free.

The experiment  to be performed for this
simulation is to determine the perceant of
time the pilot will not be able to complete
his mission, given these circumstances. It
will be assumed that "mission conpletion"
will be equivalent to "no more than two
threats in tahe system at any one time" (an
extremely simple Jdefinition, but one that
can be tested and measured). A. "mission"
will be coansidered to be one complete cycle,
or that period of time between gueues: a new
mission will be started (for testing
purposes) each time the number of threats in
the system drops to zero.

The statistic to be calculated is:

Expected % of mission failures =

100 X no. of cycles containing 3 threats
"“““f%fiI‘ﬁET‘Bf‘E?E%EEE"""“

An algorithmic flow diagram of the system of
interest is shown in Figure 6.5.
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xii)

xiii)

xiv)

6. USED IN L

One-digit random numbers can be used to
generate the random observations from the
two uniform distributions. If random number
0 is drawg, this will represent an interar-

rival time of 6 seconds, or a service time

of 1 second; 1 will give an interarrival
time of 8, or a service time of 3; 2 will
give' an interarrival time of 10, or a
service time of 5; and so on, incrementing
interarrival times by twos, ap to random
namber 9 representing 24 seconds, and incre-
menting service times by twos, up to randon
number § representing 19 seconis.

Although a computer program could be written
to perform the required simulation (and
certainly should be, if enough runs are to
be made for statistical significance), the
required procedure can be illustrated here
sipply as is shown in Table 6.

This table follows the simulation through
five cycles (rumber of threats drops to zero
five times). In only one cyzle does the
number of threats in the system climb to
three--criterion for mission failure.

The resulting statistic for mission failure

is:
Expected % of mission failures =
100 X 1/5 = 20%.
TERATURE:
T, A.C. Jr. Computerized Accomodated
ercentage Evaluation: T~EHeview and Prospectus.




TABLE 6
SAMPLE SIMULATION ROUNS: PIVE CYCLES
Arrival Service Next
_time time service Number
Random incre- Next Incre- comple- Event of
number ment arrival gent tion tine threats
Cycle 1
9 24 24 ces .ss 0 0
2,6 10 3y 13 37 24 ]
4 14 48 34 2
6 13 50 37 1
4 14 62 48 2
1 3 5 50 1
Cycle 2
o O 53 o
1,1 8 70 3 65 62 1
Cycle 3
.o 65 0
3,9 12 82 19 89 70 1
i 8 90 82 2
4 9 98 89 1
1 8 98 90 2
1,5 8 106 1 109 98 2
& 18 124 106 3
2 5 114 109 2
1 3 117 114 1
Cycle &
e es 117 0
5,6 16 140 13 137 124 1
cycle 5
ral 137 0
9,3 28 164 7 147 140 1
“ee 147 0

b)

Pacific Missile Test Center Pt. Huau ca,
December 1976. (PMTC-TP-76-4b6, AD-4035 205f.

.About _a dozen «research, effo;ts are reviewed
which employ Monte Carlo simulatiom for comguter-
ized accomodated percentage evaluation (CAPE).
These models are used to determine what proportion
of the porulation will be able to use a given
system, based on anthropometry.

Bonnei, M.C., and ¥Williams, R.W. "CAPABLZE: A
Computer Program to Lay OQut Controls and Panels",
Ergonomics ol. 20, No, 3, 1879, gp. 297-316,

X compﬁ&er program called Controls and_ Panel
Arrangement by LoJdical Evaluation (CAPABLE) is
described, and resiults of its use are discussed.
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; c) Budson, E.HM. "Adaptive Techniques on

o Multiparameter Problems", Human Factors, Vol. 11,
:,. NO. 6' . ppo 561‘568-

A simulafion technique is used for conductin

multiparameter experimefits so that the number o
- data points investigated is a minimum. The method
" is based on_observations that human _responses to
. psychophysiological inputs are _lawful rather than
s random, "and so can be predicted from mathematical
: eguatlons, Data collected from a_few points in
the experimental matrix are fitted with a low-
order polynomial, _using a computer program to

evaluate the coefficiénts. Various values
. predicted from this _equation are compared, with
X other data values, and improvments are made in the

fit as needed.

d) McDaniel J. W Computerized Biomechanical
Man-Model. Aerospace” Nedical™ ReSearch  Lab
=Patterson AFB OH, July 1976

Ti

(wﬂL-m-n-so, AD-2032°402). | ] ,
COMBIMAN is a computerized interactive graphics

technigue for _workplace design. _  The simulation

allows manipulatioii of a thfee-dimensional nale

form of variable anthropometry, and_the designing

of a workspace around him, using a lightpen.

e) Meldrum, W.G. A Digital Simulation with Human
g Interaction of Qne vS. dany Air-to-Air Inter eﬁg.
N Master's thesis, Raval PosStjraduate 5chodl, MNarch
1973 (NPS T 154600). ) ] ]
- . A_ 'single- vys, multiple—aircraft intercept
- mission 1s modeled u51ng. digital simulation,
incorporating comgu;er grapkics "and _dynapic human
interaction. MOE is prfobability of kill at each
3 position of possible vweapon release.
- f) Parks, D,L., and Springer, W.E. "Human Factors
- Engineering_  Apalytic "Process Definition and
~ Criterion “Development for CAFES"™ Ergonomics
Abstracts, Vol. 10, WNo.. 1, p- Su. .
“The Computer Aided function-Allocatioa

Evaluation System (CAFES) 1s evaluated for ability
to support uman factors engineeriny in systeas

development.

g) Shubik,  Martin, and Brevwer, G.D. Models
Sigg;gg%ggg, and = Games--a Surveg. “Rand
qgﬁggﬁ? ion, May~ 1972 {R=TU60-ARPA/KC, NPS U

Appr&ximately 450 active military models, siau-

lations, and gales were identified, from which 132

were chosen _for study. K Four t{pes were identifed:

apal{tlg models, machine simulation, man-machine

simylation, and free-form gamlng. Purgose,

usefulness, _and expense of eaCh model was anal-
) ysed. An inverse relationship between size and
usefulness was observed.

h) Siegel, A.I., and Wolf, J.J. Digital Behavioral

i Simulation: Sséte‘oigﬁhgzé_i and -E&Iigéﬁégns-

) Irplied Psychological Secrvices, Inc., ayne, F?&,
June 1981 %AD-A1 8 641).
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.. A revievw, analysis, and appraisal, along _with
- resentation of examples o current mddels.
- roblems in model des;gn cost-benefit tradeoffs,
= and future trends in ehavioral modeling also_are
T & discussed, along with recommendations fofl develop-
o0 ment and maintenance of current Army nodels.

i) Streidb, _ M.I., and Wherry, R.J., Jr. An
Introduction to .. Human Operator Simulator.
KniIgflcs"Inc., ¥illow Grove, y Deceémber 1979
(TR=1400.62-D, AD-2097 520).

. HOS is a digital computer Erogram used in eval-

- uation of peridormance in complex crewstations. The
activities of an operator perception, physical
movement decision making, etc. are simulated
dyngm;caily. The systed predicts how long each

. activity_ willl take. .

e See also The Human Operator Simulator, Vol. 9

N HOS Study Guide, by B.T. Strieb, F.2.  Glenn, and

r. ° (September 1978, TR-1320-V41-9,

R.J WherTy,
- AD-2094 353).

j) Wortman, D.B. and others. . The SAINT User's
Manual. pritsker and Associat@s, ~Inc., west
Iﬁfixette IN, June 1978 (AD-A058 724) .

SAINT iSyg ems Analysis of Integrated Networks
of Tasks) is a, network modelin and simulation
technique used in design and analysis of complex
man-maChine systens. . Systems Can consist of
discrete tasks, continpuous state variables, and
interactions between then. .

See , also Simulation Usin SAINT: A
Oser-Oriented InStructior Manual, by~ tTheé samé
authors (July 1 s AD-X058 .

ey

ggbach H.G. %ndhothers. sIntg%guct;%g to

erations Researc echnigues econd™ _Editiomn.

- FR SOk i 1 T Y t-rrem kL E I

) Good introduction to the subject.  Excellent
_ examples of flow diagrams, and of setting up data
: for simulation rums. Good discussion of simula-

tion programming languages.

- b) Hillier, F.S., and lieberman, G.l. Introduction
to Operations KEesearche. San Francisco:
Aolden-Day, IncC., - . . .
Sood eéexanmples. Good discussion of variance
reducing techniques (Monte Carlo technigques).

Cc) Wagner, H.M. Prin of Operations Research.

.- gﬁgles ons Research
& New Jersey: Prentice=-Hall, Inc,, 1975. ]

- . Excellent, clear introduction to the subject,
® with emphasis on the procedures used in building a
: simulation model.

...........
..........
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The technigues covered here are representative of those
used to obtain the best possible solution to a problem when
a number of constraints also must be met. These constraints
may be laid on us by physical laws (we cannot exceed the
speed of light, for example), man-made laws
(55-mile-per-hour speed 1limits), or simple economics (we
have only so much money to spend on gasoline).

In this section, we will consider 1linear programming,
nonlinear programming, network analysis, and distribution
models. These four operations research models (and corre-
sponding techniques) are used to find satisfactory solutions
to problems involving the allocation, use, or distribution
of scarce resources. The scarce resources usually are
money, time, equipment, or people--all available in less-
than-infinite quantities. The optimum solution for such a
problem may be one that maximizes some measure of benefit or
utility (such as profit or survivability), or minimizes some
measure of cost [Ref. 42].

Linear proqramming, the first of these four technigues,
is a geometric or algebraic procedure for optimum allocation
of some resource between two or more alternatives, in 1light
of certain goals and in 1light of <certain counstraints or
conditions [Ref. 43]. Emphasis is on optimum allocation or
mix, and om linear (straight line) relationships among vari-
ables. The term "programming" does not refer to computer
programaing (although that usually is involvei, for real-
life problems); rather, it is a synonym for "planning"--for
an orderly, step-wise approach to a problen.

Nonlinear programming also is wused for obtaining an

optimum allocation of resources, but does not require that
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relationships be linear. 0Only rarely can graphical or alge-
braic procedures be used "by -hand" to solve real~-life prob-
lems which have nonlinear constraints. Computer software
packages are widely used for this purpose.

Network flow models are useful for determining the best
path along which to transport resources, in order to meet
needs for these at various locations or times. In addition
to their use for transportation of physical goods, network
analysis technigues are used for project planning and
control--the flow of a project through the steps needed for
its completion. Two well-known network techniques for the
latter problem are the Program Evaluation and Review
Technique (PERT), and the Critical Path Method (CPH).

Finally, distribution models are used when a commodity
is available at a number of sources and is needed at a
number of destinationms. The goal is to identify the least-
cost transportation plan, from sources to destinations,
while meeting the requirements of the users at the destina-
tions and remaining within the amounts of the commodity
available for distribution.

A. LINEAR PROGRAMAING MODELS

1. PURPOSE OF MODEL/TECHNIQUE: Determining the best way
to allocate scarce resources among the demands of
competing activities so that either the level of

service (productivity) is maximized or the cost is
minimized--while operating within a set of
constraints.

a) Algebra, simple, linear
b) Descriptive statistics
c) Graphs and plots

d) Computer prcgramming

e) Computer packages
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3. HOMAN FACTORS APPLICATIONS:

a) Designing systens, where relationships among

system variables can be described 1in terms of a
set of linear equations, and an optimum allocation
of a scarce resource is needed.

4. DESCRIPTION:

—

[}

) Model: A system or process is described as a
function of seven things:

i) A set of decision variables (factors over
which the allocator has control) that repre-
sent the amounts of each scarce resource
{(people, dollars, weapons) to be allocated

among those who want thean.

ii) An objective function or mathematical state-
ment which relates the decision variables to
each other via a linear equation; for

examrle:
a(x1) + b(x2) = z,

representing the proportions, a and b, of
dollars, x, going to activities 1 and 2, to
yield a total of 2z dollars. This function
may be minimized (e.g., total costs, 1z, be
as small as possible) or npaximized (e.g.,
productivity, z, be as great as
possible)--depending on whether the decision

variable represents costs or benefits.

1ii) A set of maximum-setting constraints (supply

constraints), which say that various deci-
sion variables cannot exceed certain values
(that the amounts are lipited--by law,
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;; physics, economics, the nature of measure-
ments, etc.). These must be expressed as
] linear equations or as linear inequalities.

g iv) A set of minimum~setting constraints (demand
- constraints), which say that at least a
certain amount of some decision variables
must be available--again expressed as linear
equations or ineyuwalities. This includes

non-negativity constraints, which say that

the amount of each decision variable must be
greater-than-or-equal-to zero.

V) At least one feasible solution which simul-

taneously satisfies all constraints. If
there are more than one, the set of feasible

solutions is called a feasible region.

vi) At least one optimal solution, which is a
feasible solution that yields the nmost
favorable value for the objective function
(sometimes there will be an infinite nuamber
of ‘these, if the 1line representing the
objective function happens to be parallel to
the constraint 1line that is setting the
limits).

vii) A stopping rule (needed for the algetraic
simplex method) which specifies a way to
recognize an optimal solution and to discon-
tinue the iterations that bhave been seeking
that optimum.

b) Assumptions:

1) Diwvisibility. All variables can assume any

real value--fractional or integer (integer
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linear programming is a subcategory which
does not reguire this assumption; see
Daellenbach and others, p. 519; Hillier and

T AR VPP A O N

Lieberman, p. 714; Wagner, p. 469).

ii) Non-negativity. All variables are non-

negative (exist in quantities greater-than-

L. LYY T

or-egqual-to zero). If it should happen that
an activity can occur at negative as well as 1
positive levels (e.g., we have the option of
either buying or selling one of the items we

N IO

consider to be decision variables), tvwo
separate decision variables are introduced:
x+ for non-negative levels and x- for non-

positive levels. Their difference,

x = (x¢) - (x-)

i R W § v+l. LR

represents the actual level of the activity.

1ii) Linearity. All relationships among vari-

ables are linear or <can be represented

LI O et

linearly through transformations. That is,
the contribution of each variatle is

P

strictly proportional to its value, coanstant

CRL S |

over the wentire range of values that vari-

able can assume. Also, the contributions of
the variables are additive: the total
ejuals the sum of the individual contribu-

tions, regardless of the values of the vari-

PPy S’ [N R

ables (i.e., there are no interactioans).

Even if this assumption is not met exactly,

linear programming remains a convenient and
powerful approximation, if relationships are

4 ala alal

close to linear within the range of solution
values [Ref. 44].
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Enown constants. All parameters of the
model are known constants. That is, the
relationships expressed in the describing
eguations (the coefficients of the decision
variables in the objective function and in
the constraints) have already been deter-
mined. This assumption also is violated at
times, since linear programming models are
used to select some future course of action.
This reguires that the parameters be based
on predictions of future conditions--
introducing some uncertainty.

Convexity. The set of constraints must form
a feasible region which is a convex polyhe-
dron. This guarantees that any locally
maximum solution is also globally maximum,
and that no two constraints are mutually
exclusive.

Cc) Strengths:

Commercial computer programs are available
that are capable of solving huge problems
with thousands of variables and constraints,
using variations of the simplex method.
This is possible since the number of itera-
tions needed to find a solution increases
otly linearly with  the number of
constraints.

Smaller problems (two or three variables and
a half-dozen constraints) can be solved
graphically (as is illustrated below). Axes
on the graph represent the decision
variables, and the contraints are shown as
lines setting bounds for these variables.
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d) Weaknesses:

i) It is necessary to set up both the objective
function and all constraints as linear equa-
tions or inegualities. Thus relationships
among the variables must be expressable in
the same general terms and be approximately
linear.

ii) Even with the use of efficient computer
programs, solving large systems of eguations
simultaneously is time-consuming and
expensive.

iii) While the algebraic simplex wmethod caa be
used “"by hand" for problems of up to half-a-
dozen variables and constraints, computa-
tions are arduous and prone to error.

e) General Procedures: .

i) Define clearly the resources that are to be
allocated (the decision variables); deter-
mine what units these will be expressed in
(dollars, man-months, kilogranas, years,
piles, etc.--as is appropriate to the
problen). Assign a different symbol to
represent each decision variable (x1, x2,
x3, etc., for dollars going to activity 1,
activity 2, activity 3, etc.). Determine
whether maximizing or minimizing will Dbe
done.

ii) Determine the mathematical relationships
among the decision variables, and express
these in the form of linear eguation

a
(objective function). Linear regression may
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be useful for setting up this equation, if
emapirical data are available but the linear
relationships among thea are not obvious.
The resulting egquation should be of the
fornm:

(a1) (x1) + (a2) (x2) ¢ ... = zZ, (7.1)

where a? and a2 are the coefficients
relating the variables, x1 and x2, and z is
the total value to be maximized or
mininized.

iii) Enumerate the constraints which must be net.
Formulate these into linear equations or
ireyualities, using the same symbols and
units for decision variaktles as appear in
the objective function. These constraints
usually will be in the form of inequalities,
such that the sum of some of the variables
cannot be greater than some specific number

(or less than a given value, in other
cases).
f) Procedures for a Graphical Solution. (no more

than three decision variables; two praferred; see
example below).

i) Label the <coordinate axes of a standard
Cartesean coordinate system to represent the
decision variables.

ii) Plot all constraints (including Lon-
negativity constraints) onto these axes to
define the feasible region.
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iii) Lay out the objective function as a series
of contour lines which represent the
constant slope of that equation, at several
values of z, as it intersects the axes at
various values of the decision variables

iv) For a @maximizing problen, that point
farthest to the "northeast" where a contour
lies within the feasible region represents
the best (biggest) possible combination of
decision variables, and the optimum solution
for the objective function within the
constraints.

v) For a minimizing problem, the optimum point
will be found in the "southwest"™ corner of
the feasible region, in that non-negative
quadrant.

g) Procedures for an Algebraic Solution (using a

computer software package; see references below,
for details of how these computations are done).

i) Convert all inequalities to 2agquations by
introducing slack (for < inequalties) or
surplus (for 2 imnequalities) variables. )

These represent the amount by which the sunm ]
of the decision variables could be increased ]
(slack) or decreased (surplus) and still lie
within the feasible region. For example, if
a constraint says that )

5(x1) + 2(x2) < 30, (7.2) d
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we can introduce a new variable, {s1), and

say that

S(x1) + 2(x2) + (s1) = 30. (7.3)

Represent the entire linear programming
problem in the form of a table, in detached

coefficient form (see example below) .
Variatles are laid out across the top of the
table to form columns (x1, x2, x3, s1,
etc.). The far right-hand column contains
the right-hand side of each constraint equa-
tion. Each row represents one of the
constraints. The coefficients for each
variable in each constraint then form the
body of the table (or matrix). For conven-
ience in entering data, the objective func-
tion also is laid out in this form, either
at the top or the bottom of the constraint
matrix.

Follow the instructions that came with the
computer package, for data entry and for
running the progran.

The computer program will provide an optimunm
solution for the problem (or say why it
cannot do so), yielding the recommended
amounts of each scarce resource to be allo-
cated to each activity.

XAMPLE (Hypothetical)

uation:

A one-on-one engagement is planned between a
fighter and a simulated adversary, in a
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practice dogfight. The fighter is testing

the concept of <carrying two types of pod-

. mounted guns, each using a different
ammunition. The pilot's performance in
being able to switch between the two, as
needed, will be measured.

ii) One type of ammunition (UR) uses spent-
uranium rouads. It weighs 250 1b per 1000
rounds, compared with 200 1b per 1000 rounds
for standard rounds (SR). The aircraft can
carry a maximum of 1500 1lb of ammunition.

iii) Since this is a practice engagement, it is
necessary to keep the cost of ammunition
below $20,000, while enabling the fighter to
be as "lethal" as possible in the dogfight.
The OUR ammunition costs more than the SR
($7000 per 1000 rounds, versus $4000)--Dbut
is «considered twice as lethal (a fact to
use, if we wish to maximize "lethality'
value).

iv) The gun using the UR ammo is less efficient,
firing rounds at a rate of 75 rounds-per-
second (13 sec per 1000 roundsy, to the SEK
gun's rate of 100 rounds-per-second (10 sec
for 1000 rounds). Por this engagement, a
total of at least 30 sec of Jun employment
time is desired.

v) In order to ensure a fair test, at least
1000 rounds of each of UR and SR must be
carried.
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b) Procedures:

i) Decision variables are UR and SR, repre-
senting the amounts of the two kinds of
amaunition to be carried on one engagement,
in 1000-round units.

ii) The objective function, to be maximized, is
the lethality of fighter performance. Since
UR contributes twice as much as SR to
lethality, the equation is

2U0R ¢ SR = zZ. (7.4) °

our goal is to f£ind the values of UR and SR

vhich will yield the wmaximum value for z,
while meeting the constraints below.

iii) oOur constraints, placed in inequality form,

are costs:

70R + 4SR < 20 (in $1000 units), (7.5)

0.25U0R + 0.25R £ 1.5 (in 1000-1t
units), (7.6)
ipe:
130R + 10SR 2 30 (in seconds), (7.7) X
N
quantities: ;
.
OR 2 1 (in 1000-round units), (7.8)

IR TR
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SR 2 1 (in 1000-round units) (7.9)

(note that this also satisfies non-
negativity requirements).

iv) This same constraint information can be
represented in tabular form:

Per 1000 Rounds gR SR Total
$1000 cost 7 4 <20
1000 1b weight 0.25 0.20 <1.5
Firing time, sec 13 10 230
Quantities, 1000s 1 1 22
c) Graphical §glgg;gg. Figure 7.1 illustrates how

the constraints are mapped onto a two-dimensional
representation of the decision variables, UR and
SR [the axes) and the objective function, z
(dashed 1lines). The point where the 1largest
possible z-contour still lies within the feasible
region (cross-hatched) is at (2.2, 1), and repre-
sents the optimum values for UR and SR, respec-
tively, for this 1linear programming problem.
"Lethality value™ of 5.4 1is the largest we can
get, within the constraints. Note that the weight
constraint 1is not a determining factor in the
solution--maximum weight allowance 1is generous
enough that it dJdoes not limit the amounts of the

decision variables, in this instance, and the line
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Figure 7.1 Graphical Solution to ACM Ammunition Problem

representing it does not help define the feasible

region.

d) Checking the Graphical Solution. Substituting the

values of 2.2 for OR and 1 for SR in each of the
constraints, we <can show that these are indeed
met:
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(2) (2.2) + (1) (1) = 5.4 “"lethality units®

(7) (2.2) + (W) () 19.4 < $20K
(0.25) (2.2) + (0.2) (1) = 0.75 € 1.5 K 1b
(13) (2.2) + (10)(1) = 38.6 2 30 sec

(2.2) 2 1 (1y 21 1000 rounis

i) Introduce slack and surplus variables:

70R + U4SR + s1 = 20
0.25UR + 0.2SR + s2 = 1.5
130R + 10 SR - s3 = 30
OR - sh =1
SR - 85 =1
ii) Prepare a detached coefficient table:
constraints OB SR sl s2 s3 s4 s3 RS
costs 7 4 1 0 0 0 0 20
veight «25 .2 0 1 0 0 0 1.5
time 13 10 0 0 -1 0 0 30
gquantity 1 0 0 0 0 -1 0 1
quantity 0 1 0 0 0 0 -1 1
object. funct. 2 1 0 0 0 0 0 BaX. Z f
b
i
R
5
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iii) Enter the above data values into whatever
linear programming software package you have
available on your computer, and follow
instructions for obtaining a solution.

a) Axoub, M.A., Agoub g.m. and Walvekar, A4.G._ "2
Biomechanical odei or the Upper ExtremltI Using
Optimization Technlgues", Human Factors, Vol. 16,
No. 6, 1974, pp. 585-594. T

. Three apgroaches are used for solving an opti-
mization model for arm articulation joinfs: linear
and geometric programming, dynamic  programming,
and Simulation.

b) Benjamin, R. "Resources De logment", Ergononmics,
ol. 15, No. 2, 1972, pp. 192-208..

A basic ogtlmlzatlon technique is used to allo-
cate skilled workers accordlng to job require-
rents. The technigue should e usa2ful for small
scale problenms.

c) Bland, R.G. "The Aallocation of Resources by
Linear Programaming® Scientific American, Vol.

244, No. 6, June 1981, Pp. T26-T04%

£ he simplex method 1is discussed in terms of a
"polytope"  (three-dimemusional solii). Several
a551gnment problems are considered 1in depth. An

excellent tutorial.
d) Freund, , L.E.,_ . and Sadosky, . T.L. “"Linear
Programmin lied To Optimization of Instrument

A
Panél and aorﬁglace Lagou ", Human Factors, Vol.
9, No. 4, 1967, . 295-300. - .

Small linear pLogrammlng groblems are solved bg
bhand via the Hungarian method (see Daellenbach an
others, p. 5) and product method (described).
The simplex me%hgd is used with 'a_  computer
program, for a slightly larger problem in instru-
ment layout.

e) Reid, R.A., and Sheets, E.E. "gpplxing Linear
Programming to Logistics Planning, Defense
Han%ggggg; Journal, Vol. 20, No. 2, 198%, pp-

Use of ‘"canned " linear prograaming _ packages
for desktop microcomputers is deScribed in detail.
A fine tutorial.

REFERENCES AND TEXIS:

a) Bazaraa, K M.S., and Jarvis, JaJa Linear
Proggammlng and Network Flows. New York: JOER
wiley and Sons, 197Z. o .

Highly technical; requires much comfort with
mathematics to follo
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b) Daellenbach H.G. and others. Introduction to
Operations ﬁesearg_ Technigues second Edition.
oston: ALlyn § Bacong InC., 19583. ,
An excellent lntroagctory text, for both linear

and nonlinear programming; easy to read.

c¢) Hillier, F.S., and Lieberman, G.L. Introduction
Qperations Research. San Francisco:

to
HGlden-Day, Izc., 198U, .
A readable explanation, for both linear and

nonlinear models.

d) Nagel, S.S., _and Neef, Marian. = _Qperations
Research 6 Technigques. Beverly Hills: “Sage
PupIications, 19706, ] ~

. Provides a _very clear, brief example «of how
linear programing can be used.

e) Wagner, H.M Principles of Operations Research.
New Jersey: Prentice=Hall, Inc., 1975. -
A large number of examples are_  provided--
clever, but not always easy to follow. Both
linear and nonlinear caSes are included.

BONLINEAR PROGRAMMING MODELS

1'

PURPOSE OF MODEL/TECHNIQUE: Determining the best way
to allocate scarce resources among the demands of

competing activities so that either the level of

service (productivity) is maximized or the cost is
minimized--while operating within a set of
constraints.

There is no "universal" NLP alogrithm or technigue.
Algorithms are tailored to specific program classes.
Computer software packages vary widely, Eoth in
applications and in requirements for use. Thus is it
quite 3ifficult to generalize about this technigue.
Potential users are advised to determine whether a
nonlinear programming package is available to them;
if so, they should study documentation on that
particular software package.
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] 2. MATHEMATICAL TOOLS REQUIRED OR DSEFUL:
- a) Algebra, simple, linear
i: b) Calculus, single variable, multiple variable

c) Logic and set theory
d) Descriptive statistics

e) Graphs and flots

f) Computer programming

g) Computer packages

3. HUMAN FACTORS APPLICATIONS:

a) Designing systeas, where relationships amcng
system variables can be described mathematically
in a form acceptable to whatever nonlinear
programing computer package is available, and an
optinum allocation of a scarce resource is needed.

e
or. —Aif  Fo
og%A Wright-Patterson
E/EZ/74-42, AD-2008 707),
unded random search techniques are used to
tify Rarameters of interest, which are input

clustering algorithm which_ identifies the
human's (modeled? j-dimensional hypersurface.
Newton-Raphson or gradient_ search_ techniques then
are used to determine local and global maxima for
the performance parameters.

b) Glass, B.C., and Vikmanis, K H.W.
0 Observer Model for Antiaircraft
CEILT (BX3) Tracker Respoise. Systens
Research Labs Inc, Dayton, q, August 1979
(SRL-6872-7, AD-1080 §32£.

Luenberger reduced-order observer theory, least
squares curve fitting, and the Gauss-Newton
iradlent algorithm are"used in an iterative sipu-

ation of human tracking error.

o)1 9}

5. REFERENCES AND TEXTS:

a) Daellenbach H.G. and others. Introduction to
%ggrgtlons ggsearg_ Technigjues Secdnd ~Editiom.
6ston: AIlyn E BaCony INc., 1983. r
An excellent 1ntroauctory text; easy to read. :
b) Hillier, F.S., and Lieberman, G.L. Introduction 8
Qperations Researckh. San Francisco: g
g .

to
Holden-Day,_ Inc.,_ 1980,
A readable explanation.

A
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c) Nagel, S.S., and Neef, Marian. Operations
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i

Research Techniques. Beverly Hills: Sage
? ications; . ]
Provides a very clear brief example of how
nonlinear programing car be used.
- d) Wagner, H.M, Princi les of Operations Research.
N New Jerse : PrenfIce=-Hal Inc,, 1975,
g number of examples are provided--
clever, ut not always easy to follow.

C. NETWORK MODELS

1. PURPOSE OF HMODEL/TECHNIQUE: Determining the best

possible path through a series of events or loca-.
tions, in order to maximize flow (or minimize cost or
time) between the start of a process (or a source of

goods) and a specified endpoint.

2. MATHEMATICAL TCOLS REQUIEKED OR USEFUL:

a) Logic and set theory

b) Probability theory ([for PERT)
c) Descriptive statistics

d) Graphs and rlots

€) Computer programming

Hh

) Computer packages

3. HUMAN FACTORS APPLICATIONS:

a) Describing systeas, where one or more G[faths

through a system of events caan be determined.

b) Designing systems, so that the best possible path

is determined.

I
del: A network system or process is described

as 1 function of eight things:
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i)

ii)

iji)

iv)

v)

vi)

vii)

Nodes (vertices): points in time or space
which represent events, tasks, or locatioms
(usually shown as circles on a network

dgraph).

Links (lines, arcs, edges, or branches):
connections between any two nodes, associ-
ated with a flow from one to the next.

Direction of the flow, as it moves between
nodes (shown by an arrow head). All links
can have a flow in either direction
(although flow capacity may have a value of
zero in one direction); pet f£flow is ‘the

.difference between the two opposing flows.

Capacity (distance, cost) of the flow along
a link between two nodes; a numerical value
which is used in maximizing or minimizing
the quantity of interest, over the entire
network, by choosing the best links. A flow
direction that 1is not permitted is given a
capacity 1limit of zero. Positive excess
capacity is whatever capacity is unused, in
a given link.

Source: a node which has all those links
that are connected to it directed away from
it.

Sink: a node which has all those links that

are ccnnected to it directed toward it.

Path: a set of connected links such that

any node is passed through at most once.
Excess capacity of the path is the minimunm
of the excess capacities of all links in

136
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that path. A feasible path 1is a path that

has positive excess capacity, as it goes
from the source to a given mnode.

viii) Tree: A network having one more node than
links; i.e., the path through the network is
unique for each pair of nodes.

i) Divisibility. Flow capacity can assuble any
real value--fractional or integer. This
assumption often is violated in the case of
discrete units, if they are sufficiently

numerous to be "essentially"™ continuous.

ii) Conservation of flow. No flow is 1lost

within the network.

iii) oOptimality. The solution is optimal if
there is no path from source to sink which
has positive excess capacity in every link.

iv) Non-negativity. All variables exist in

quantities greater~than-or-equal-to-zerc.

v) Linearity. All relationships among vari-
ables are linear (contributions proportional
to values, constant over the possible range
of values, and additive).

vi) Known constants. All parameters of the

model are known constants--have been empiri-
cally determired in some manner.

vii) Homogeneity and equivalence. The product or
commodity is homogeneous, regardless of its
source or destination. All sources are
equivalent (as are all destinations), except
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= for flow capacities along the  links.
Otherwvise, we do not care from which source
any destination gets its product.

c) Strengths:

i) The procedure is simple to follow, appeals
to logic, and is easy to defend.

ii) The algorithm is easy to program for
computer use, as is illustrated in the
references below (Daellenbach and others,
Hillier and Lieberaman).

d) Neaknesses:
i) Only rroblems with less than a dozen nodes
and links <can be done using the graphical
method shown here.

ii) The capacity values for the links are crit-
ical, and must be known with fair accuracy
and precision if a useful answer is to be
obtained.

e) Procedures: The process described here is known
as the labeling technigue. It 1is used to keep
track of a feasible path (if one exists) from the
source to each node, and to record excess capaci-
ties of the feasible paths to each node [Ref. 45].
i) Identify nodes and links for the problem of

interest, and assign capacity values, using
a network graph to lay out the problem (as
is illustrated in Figure 7.2, in the example

below). It is convenient to identify nodes
with alphabet letters.

ii) Starting at the source, find any path from

source to sink that can accoammodate a

TR,
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iii)

iv)

V)

positive flow of material (or whatever the
flow consists oif). Oonly one path through
the network should be kept track of at a
time; it 1is not necessary to consider all
feasible paths for each iteration. The
smallest capacity value of any link in that
path will determine the total flow for that
path.

Write down the amount of the excess capacity
that will be regquired for the total flow
along that path, for the link from the first
node to the seconi. Also write down the
letter-designator of the previous node in
the path (A, in this case). These are the
labels for that second node (B), and are
noted next to it in vector form: (excess
capacity value, previous node letter). Do
not label a node if the flow equals zero;
even though a link exists there, no feasible
path exists.

Taking the nodes in alphabetic crder
{convention), continue labeling, taking in
turn each node in that path, as atove.
Continue until the sink is reached. At the
sink, note the maximum amount (m) that can
be transported along this path.

Subtract the value m from the excess
capacity (in the source-to-sink direction)
for each link along that path. Add m to the
reverse-flow (sink-to-source) capacity for
each link. This process yields the "updated
excess capacity" value for each link, once

139
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vi)

vii)

viii)

iii)

that first path has been considered--the
amount that still can be carried along that
link, if another feasible path can be found.

Return to the source, and choose another
path to the sink. Using the updated excess
capacity values, repeat the above process.

Add the amount of flow resulting from this
new path to that obtained from following the
first path. This is the updated total flow,
m1, which is also subtracted from each
link's capacity, to obtain a new "updated
excess capacity" value.

Continue this path-definition process, from
source to sink, until all feasible paths
nave been traced. At this point, an optimum
solution for the maximal flow from source to
sink has been obtained.

calculations that may be made: See refer-
below, for details of these calculations.
Determination of the shortest route through
a network, from source to sink.

Minimization of the total length of connec-
tions among all nodes ("minimal spanning
tree problea"), neeied (for example) for
transporting goods which are used at a
number of 1locations along a network of

roads.

Project planniny and control, for which
events are scheduled along a timeline so
that scheduled project completion date 1is

met, at minimal cost.
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5. ACM EXAMPLE (Hypothetical)
a) Situation:

i)

ii)

iij)

iv)

A total of 25 fighter aircraft aboard a’
carrier must be moved to the catapult area
and launched, for a combat air patrol (CAP)
mission.

There are three rcutes along which the
fighters may be transported. One of these
is a direct route from parking area to cata-
pult, on the carrier deck. The other two
routes involve moving aircraft from below
deck, via elevators, to the deck.

Based on accessibility and conditions of the
aircraft in their present locations and on
the personnel available to move them, ten
aircraft (maximunm) can be moved to one
elevator area (node B) and seven to the
other (node () within the alloted time.
Five aircraft may be transported between the
tvo elevator loading areas, in either direc-
tion (or both directions, if needed), within
that timeframe. From elevator B, four
aircraft can be gotten to the catapult
within the time 1limits, and ten may be
transported from elevator area C.

The maximum quantity of aircraft possible
must be gotten from storage to catapult,
within the time available.

b) Procedures:

Prepare a network graph, as is illustrated
in Figure 7.2, to describe the problem and
the initial information that is available.

141




(8,A)
(4,B)
(7,C)
3,0)

G »

s ppeme R s i 1 v 1«
EPEMESE T Sl RIS

Figure 7.2 Netvork Graph Illustration for ACH Exaample

ii) Taking first the direct route (A,D), latel
g node D as (8,4). The total flow resulting
‘ from path (A,D) is 8.

;I iii) Subtract the value of 8 from the (A,D) 1link
N capacity value, leaving a remainder of 0.
Add 8 to the reverse flow value (originally
zero), yielding a value of 8.

RO

iv) Returning to the source, A, trace out path
(A,B,D). The label for node B is (4,2), and
for node D, at this iteration, is (4,B).

v) Flow resulting froam this path has a value o

. 4, which is added to the value of 8 from th.
first path traced, to get a current total
flow of 12.

v v R

v

vi) Retracing the pathk just followed, 4 1is

)
WA AMAF A o

v r v

subtracted from liok (B8,D)'s capacity,

Sy

- ~
l.-. :{
A
R | '
L
\I. -
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vii)

viii)

ix)

X)

leaving a flow capacity of 0 (and added in
the (D,B) direction, to yield 4). For the
(A,B) link, subtracting 4 from 10 leaves an
unused capacity of 6 for this link (and a
reverse direction value of 4).

At this point, either the path (A,B,C,D) or
the path (a,C,D) may be traced. For
simplicity, {a,C,D) will be wused next.
Labels at this iteration become (7,A) for
node C and (7,C) for node D. Total flow is
increased by 7, yielding a value of 19 at
this point.

The final path (A,B,C,D) now is traced.
Labels for this iteration are (3,A) for node
B, (3,B) for rnode Z, and (3,C) for node D.
It should be noted that the remaining excess
flow capacity of 3 at link (C,D) has limited
this entire path to a maximum of that value.

The final total fiow value 1is 22, when 3
aircraft are added from this final path
iteration. Within the time constraints,
this is the maximum number of aircraft which
can be gotten to the catapult.

The reverse-flow values which were calcu-
lated during the problem-solving process
were not needed, for this example. 1In other
cases, hovever, it will be found that
increased flow values will be obtained some-
times by what at first appears to be
"hacktracking"”.
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}ncludes a brief  review of approaches to
weapons_ systems modeling a_review of network
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air defensSe network.

Fakan, J.C.  Application of Modern Network Theor
to Analysis ~ _of Nanned.  Sysieas. ~Nationa
Xeronadtics and~ Space Rdminystration, October
1970. (TN-D-6034, NPS U 135276). L

Network theory is wused for describing man's
fuactional roles in a human subsysten. Human

parameters include heart rate, as a pmeasure of
work output. A FORTRAN program is provided which
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og input of human performance “characteristics,
etc.
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dalysts of Bsspormane, fodels, Mashicadle 13
Tewma Inc. ambri ° March 1977 (BBﬁ No.

1 n 8e, X
3846, AFOSE-TR-77-0520, 'AD-aD38 597). e
Pive network-based techniques for _predicting
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part of this 300-page couprehensive raport. these

include the SAINT, PERT, and THERP models.

a B.¥. A Computer 1ided Wor

w Operations--WOSTAIS.  Nor

versity, ag 19820 [ED"RO. A1l1

A network-based model which art of the
ti-Man-Machine Work Area Design and Evaluation
System (MAWADES). WOSTAS_ _groups activities or
tasks of a _crew so that all” job stations have a
fairly egual amount of work, in terms of time to
perforam fasks. .

oty

Randolph, P.H., and Ringeisen R.D. "A Network
Learning Model with GER Anaigsxs", Journal of
H%E%% atical BPsychology, Vol. 11, No. 1,7 T137%, pp.

Graphical Evaluation and Review Technigue
(GERT) 1s used to analyse the teachiny and learning
process, when that process 1is repfesented as a
Stochastic netwvork. A topology eguation for a
closed network is used to obtaln parameters for
the teaching-learning process.
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g) Smillie, R.T., and Ayoub, M.A. "Job Performance

b Aids: Evaluation of Design Alternatives Via
] i Network Simulation", Ergonomicés Vol. 23, No. 4,

Network simulation is used as an alternative to

laboratory experimentation to evaluate different
combinations of job performance aid formats,
combined with the effects of stress.

' h) Wortman, D.B. and others. The I_g Us

Hanual. britsker and Assoc1ates Iﬁc W f
xette, INy June 1978 (AD-X058 724) .

SAINT (ays ens Analysis of Integrated Networks
of Tasks) is a_, network modelin and simulation
technique used in design and analysis of complex

. man-machine systeas,, Systems can  consist® of

e discrete tasks, continuous state variables, and

i interactions between then.

e See also Slmueag;gg Using SAINT: A
User-Oriented Insf’ucflon Manual, by  thée same
authors (July 1978, ZD-1058 &71y.

'i 7. REFERENCES AND TEXIS:

B a) Bazaraa, 6 M.S., and Jarvis, J.Jd. Linear
Progggggzng and  Network Flows. New York:™ Jonh
¥iTey and ons,,1972. )

Highly technical; regquires much comfort with
mathematics to follow.

! b) Bronson, Richard. Schaum's Qutline, Theo;;

o Problems _of O erations ﬁesegggﬁ? ofE

" NcGraw=HilT Book Company, 19870

- A brief but cleaf diScussion of the maximal=

L flow, minimum-span, and shortest route problems.

c) Daellenbach, H.G. and others. Intro ductlon to
0 ratlons Researcﬁ Iechn_gues Second Edition.
sfon. I ~Bacoan, Iac ~1983.

An excel ent Lntroauctorx text; easy to read;
good sections on CPM arnd PERT tecﬁnlgues.

. d) Hllller, F.S., and Lieberman, G.L. Introduction

. to 0 ratlons Research. San Francisco:

i Holden= Inc., 1

p An exceilent readable explanation, with clear
applications of’ the technique to four classes of
problems, including CPM and PERT

- e) Wagner, H.HM. Principles of Operations Research.

: New Jersez: Prentice=-Hall, Toc ST Y975.

1 Severa examgles are pEOV1deé--clever but not
alwvays easy to follow.
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5 D. DISTRIBUTION NODELS

PURPOSE OF MODEL/TECHNIQUE:
distribution schedule for transporting a commodity

Finding the least-cost

between a number of sources and a number of destina-
tions, to meet demands from current inventory.

MATHEMATICAL TOOLS REQUIRED OR USEFUL:
a) Matrix or 1linear algebra

b) Logic and set theory

c) Probability theory

d) Descriptive statistics

e) Graphs and rlots

f) Computer programming

g) Computer packages

HUMAN FACIORS APPLICATIONS:
a) Describing systems, where they can be considered

as a set of starting places and end points,
connected by paths.

b) Designing systems, in order to find the most effi-

cient path between points.

=

ESCRIPTION:
) Model: A system or process is described as a

(Y]

function of four things:

i) Sources, each of which has available a given
quantity of wunits of a specified, homoge-
neous commodity or product.

i) Destinations, each of which requires a given

gquantity of units of that same commodity or
product.

iii) Cost of tramnsporting one unit of product
from one of these sources to one of these
destinations.
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iv) Variables, that is, the to-be-determined

number of units to be shipped between a

- given source and a given destination. Basic
variables are variables which are assigned

numerical (non-zero) values 1in the current

solution. Nonbasic variables are ‘'unas-
signed variables"; that is, they have a

value of zero (no goods are shipped from
that source to that destiration, for this
solution).

b) Assumptions:

[ad

i) Integral units. The product occurs in
integer urnits omly; that is, a unit carnnot
be further broken down or fractionalized.

ii) Non-negativity. All variables exist in

quantities greater-than-or-equal-to-zero.

iiji) linearity. A1l reiationships among vari-
ables are linear (contributions proportional
to values, constant over the possible range
of values, and additive).

iv) Known constants. All parameters of ‘the
model are known constants--have been empiri-

cally determined in some manner.

v) Conservation of flouw. No product is lost

within the transportation uetwork.

vi)  Egual supply and demand. Total supply and

total demand are equal. If this is not true H
in actuality, either a fictitious source or q
a fictitious dJestination is created to ;
provide or absorb the extra product. ﬂ
3

-9

.
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RN vii) Homogeneity and equivalence. The product or

{f commodity is homogeneous, regardless of its
o source or destination. All sources are
equivalent (as are all destinations), except
for cost of distribution. Otherwise, we do
not care from which source any destination
gets its product.

c) Strengths:
i) The procedure 1is siample to follow and
appeals to logic, so is easy to defend.

ii) The algorithm is easy to program for
computer use (see Daellenbach and others,
pp. 157-168).

d) d#eaknesses:

—— o

i) The procedure of optimization becomes
arduous, if there are more than a handful of
sources and destinations. In this case, the

aid of a computer is mandatory.

ii) Degeneracy is a frequent occurance in the
distribution problen. This results in the
"stepping stone"™ alyorithm goingy from itera-
tion to iteration without any improvement in
the distributiorn. See Daellenbach arnd
others, p. 165, or Bromsomn, p. 72, for a
treatment of this problen.

e) Procedures: These procedures are illustrated
below in the example.

i) Set up a matrix or tableau (see Figure 7.3)

showing complete data for the problem:

sources and availability (supply) of prod-

ucts (rows), destinations and requirenents
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o (demand) for products (columns), and distri-
bution costs (noted in the upper left corner

. in each cell).
ii) Find an initial solution, via the "Northwest
Corner" rule. Beginning with the northwest

(top left) cormer cell in the tableau, allo-
cate from the amount available at Source 1
as many units as possible to Destination 1
(up to the total amount available or the
total regquired). Write this number in the

cell. Thereafter, continue by moving one

cell to the right (if some product remains),

P

allocating wunits of product to the next

Destination. If no supply remains in Source ]
1, aove down the matrix one cell. Now the

PR

product from Source 2 will be allocated to

the Destinations, untii it is all used up.

The procedure is continued until the "south :
east" (lower right) corner of the matrix is é
reached. This yields an initial feasitle 1
solution. i
iii) Test this solution for optimality, which is 1
a function of the cost of this particular ]
solution for the given problem. To do so, ]

create testing variables, u (associated with
the "supply" rows; see Figure 7.3), and v
(associated with the "demand" columns). For

FI N SNV Ny vpey.)

each cell, the sum {(u + v) must equal the
cost value, ¢, for that cell. Arbitrarily

choose some u variable associated with one
supply row, and set it equal to zero. Now
we can set up sufficient (u + v = c) equa-
tions to solve for u and v for each coluan
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iv)

and row, starting with the Dbasic variable
cells. Note that some values of u and v may
be negative at this point. Next, subtract
both u and v from c, for each ngonbasic vari-
able cell in the matrix, to find the value
(c - u- v) for cells that presently have no
allocation of product from that source to
that destination. Place this number in the
lower right-hand corner of this nonbkasic
variable cell. If at least one of these (c
- u - vVv) values is negative, the current
solution is not optimal. A better solution
will he found by increasing the allocation
(presently zero) in the cell having the most
neqative value for (c - u - v). Place a "s"
sign in that cell, to signifiy that increase
is desired.

Inprove the solution. Identify a lgop in
the matrix, so that the loop cont;ins the
cell with the "+" and at least three other
cells all of which «contain values for basic
variables. The sequence of cells in a loop
must be such that each pair of consecutive
cells lies weither in the same &row or the
same column (no diagonals), but no three
consecutive cells do. No cell can appear in
a loop more than once, and the loop must be
closed, with beginning and enl lying in the

same cell. Increase the allocation to the
e cell as wmuch as possible, while

adjusting other cell allocations in the loop
so that supply, demand, and nonnegativity
constraints are not violated. This results
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in a new solution to the distribution
problen. Prepare a new tableaun showing the
solution (see Figure 7.4).

v) Once again check for optimality, as in step
(iii). If the solution still is not

optimal, repeat step (iv). Continue this
process until a solution 1is obtained for
which no value of (¢ - u - v) 1is negative.
This solution will be optimal.

f) Qther calculations that may be made:  See refer-
ences below, for details of these calculations.

i) Transshipment problems, with "warehouses"

available to facilitate shipments in two

stages, rather than directly from source to

destination.
ii) Assignment problems, where a given number of

candidates must be assigned uriguely to a
specified number of jobs (one-to-one) in
such a way that all jobs are completed in
the minimum total time. The Hungarian
method is the most efficient technique for
this problem (see Daellenbach and others, p.
175, or Bromson, p. 85).

iii) Iraveling salesman problesms, where one indi-
vidual must leave a base location and visit
a number of other locations, one time each,
then return to the starting location.
Objective is to aminimize the distance or
cost of travel (see Bronson, p. 85, or

Daellenbach and others, p. 662).

151

.............

................................




R R N d N a WSS W oy WoWe it Rl AR A AT A A

5. ACM EXAHMPLE (Hypothetical)
a) Situation:

i) A new cockpit is being designed for a

tvo-man fighter aircraft. The crew station
will contain several CRT-type displays, ]

capable of providing a wide variety of ' ;i
information to the crev from a number of »

sources. These displays will be placed so %i
that each is available for monitoring by ;f
either crew member during a typical air-to- EI
air mission. However, it is critical that ia

each display be monitored, and that neither
crew member be overloaded with monitoring

tasks, which also include radio communica- )
tions and visual out-the-window inspections Ej

of the area.

T

ii) Task analyses indicate that the pilot nmust
spend 60% of his time in flight control
tasks, leaving 40% for monitoring the infor-

2w IR

mation displays, etc. The radar officer

s
s

(RO) will be busy with navigation and weapon
delivery tasks 40% of the time, leaving 60%

for monitoring-type tasks.

iii) Five sources of information must be moni-
tored: a radar warning receiver display
(RWR), a tactical information iisplay (TID),
and the air-to-air radar scope (RDR), plus
radio conmmunications (COM) and frequent
out-the window (OTW) checks of the surround-
ings. Table 7 shows the percent of time

each must be monitored, based on analysis of
the @mission (totaling 90% of available
time). Since it is desired to account for
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100% of the crew's “"spare" time, a "dumny"

column is included for the remaining 10% of
the time--perhaps representing time to
stretch, scratch, etc.

TABLE 7 _
PERCENT OF TIME INFORMATION SOURCES MUST BE NONITORED

INFORMATION SOURCE
BER OTW IID COM BDR DUMNY

R
% 15 30 10 10 25 10

iv) Honitoring each of these information sources
is not equally easy for both crew members,

due to 1locations, to interference with
primary tasks, and to difficulty of inter-
preting the information. “Costs" or diffi-

culty values have been assigned to these
monitoring tasks, as is shown in Table 8.

b) Procedures:

i) Set up an initial tableau for the problea,
using all the information that Las been
provided. The tableau is shown in Figure
7. 3.
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L TABLE 8 |
“‘ RELATIVE DIFFICULTY OF MONITORING INFORMATION SOURCES .
INFORMATION SOURCES
CREW MEMBER
RAR OTH TID COQM RDR DUMMY
: [ Pilot s 3 9 1 9 0
s Radar Officer 5 7 6 1 7 0
Ny
.
RWR OTwW TID COM RDR Dummy rSupply u
GOl o O o
Pilot 15 comfmme 25 40 -4
R O O
1] 2] el Ll 2] [
RO + em—t— g 10 10 25 10 60 0
‘ [
T Demand | 15 30 | 10 | 10| 25 | 10 | 100
< v 9 7 6 1 7 0
s Figure 7.3 1Initial ACM Distribution Tableau, First Solution
' ii) The initial solution, shown in Figure 7.3,
. is found wusing the Northwest Cornmer rule.
The pilot would spend 15% of his time moni-
e toring the RWR display and 25% looking out
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the window. The RO would spend 5%, 10%,
10%, and 25%, respectively, with the window
monitoring, TID, radio communications, and
radar display tasks, and 10% oo the “dumny”
task (unassigned time).

iii) This solution 1is tested for optimality by
finding, first, the values of u and v, via
solution of the equatioms, (u + v = c): For
ease of computation, uZ is assigned the
value of zero. Then, froa the cost for cell
(2,2), v2 is found t> be 7 (0 + v2 = 7, or
v2 = 7). Similarly, v3 =6, v4 =1, etc.
Now from the v2 value of 7 and the cell
(1,2) cost of 3, we can determine that u?l
must be -4 (ul +7 = 3, or ul = -4).Finally,
we determine the value of v1 from (ul + v1 =
5): -4 #+ v1 =5, or vl = 9.Now we examine
the nonbasic variable cells to find the

values for (¢ - u - v). For cell (1,3), (S
- (-4 -6=17, as is noted in the lower
right-hand corner. For cell (1,4), (1 -
(-4) = 5), etc. Continuing the process, we

discover that the value for cell (2,1) is (5
-0 -9 = -4). Thus we find that this solu-
tion is not optinmal. This value of (-4 1is
the most negative (only negative, in this
instance), so a "¢" is placed in cell (2,1).

iv) A loor is now constructed (as is shown by
the heavy lines in Figure 7.3), containing
the cell with the "+* (cell (2,1)) along
with the three nearest cells with Lasic

variables (adjacent cells, in this
instance). The most by which cell (2,1) can
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L,

o be increased is 5, in order to remain within
L the "demand" constraints of 15 for the RWR.

L Thus, 5% of the RO's time will be taken away )
4 from monitoring OTW so that he can spend 5%
of his time on the RWR display. The
- resulting new solution is shown in Figure
7.4,
o RWR oTwW TID COM RDR  |Dummy |Supplv u

Pilot 40 0

RO ® @eoo

L Demand 15 30 10 10 25 10 | 100

v 5 3 6 1 7 0

Pigure 7.4 Second Solution to ACM Distribution Problenm

v) The optimality of this solution now is
tested, as above. This time none of the (c
- u - v) values is fouad to be negative (see
Figure 7.4). The solution is optimal, with
the pilot spending 10% of his time moni-
toring the RWR display and 30% looking out
ol the window. The RO has no out-the-window
tasks, but instead spreads his time over all
the other displays and has 10% "“free" tinme
.- : to do things not called out in the model.
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f c) Caveat: This example points up the importance of "
7 . assumptions. For simplification, we have assumed
o ) here (assumption (vii)) that it makes 1little -

. difference whether each of the tasks is performed
,;E by the pilot or by the RO, as long as the assigned
N costs are considered. Thus, under the formulation
" here, the pilot ends up doing all the out-the-
window monitoring, and gets none of the "surplus"
n (dummy) time. OUnder the Northwest Corner initial-
* ization process, a completely different allocation _
of tasks would result were the RO assignments .
listed 4in the first row of the matrix and the ?
pilot assignments in the second. Whether the :
resulting allocation under this set-up would be

vl WL
-,
1%

equally good is debatable.
6. USED I LITERATOURE: No examples of use of distribu-
tion models were founi in the human factors
literature.
o 7. REFZRENCES AND TEXIS:
a) Bazaraa,. M.S., and Jarvis, J.J. Linear -
Pro rammlng and Network Flows. New York:®~Johfk !
Wiley and ons,,1972. _ :
2 Highly technical; requires much comfort with :
X mathematics to follow. .
b) Bronson, Richard. Schaum's Qutlins, Theo _; and :
_ Problenms of gferat; ns _Research. Ne ork:
P NcGraw-HilT . Bo Company, 1982, .
e A brief but clear discussion of the transporta-
o tion problem and degeneracy.
oy c) Daellenbach, H.G. and others. Introduction to
- Ogeratlons Researcﬁ Technigues Second Edition.
L ston: K ~Bacon, InC., 83.
o An excellent lntroéuctory text; easy to read.
2% d) ﬁllller, F. S., and Lieberman, G.L. Introduction
e to erations Research. San Francisco:
o H‘lden pay, Inc., 198U."
g v
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.A good general explanation of the transpor-
taion proﬁlem and related algorithas.

Wagner H. M. Principies of Operations Research.
Neg JefseI: prentice~Hall, Inc. .

Severa examgles are provided--clever, but not
always easy to follow.
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n . '~ VIII. MODELS FOR DECISIONS

A decision usually is considered to be a <choice among
alternatives. If there 1is only one solution or course of
action worthy of consideration, there is no decision, as
such, to be made. Instead, optimization techniques may be
used to make the best of the situation (as described in
Chapter VII). Or descriptive models may be developed to
describe the situation better, and make predictions about
the results of taking that course of action (see Chapter
vI) .

The various alternatives may be discrete, separate enti-
ties ("Shall I hire John Smith or Mary Jones?"); or they may
Le continuous functions (or nearly so) within a given range
{("How certain should I be that an aircraft is unfriendly, on
a target recognition continuum scale, before I shoot it
down?").

One factor common to decision models is the need for at

]
.

I TR
s ln"l"l R

least one measure of effectiveness (MOE) and for some

o

criterion or standard for making a choice. The decision

. Y e

model will not provide these; they come from the decision
maker himself, out side the nmodeling process. A MOE 1is
needed if we are to measure the "acceptableness" of a given
alternative. A criterion is required to tell us exactly how
good an alternative must be, on that "acceptableness scale",
in order to be '"good enough" (in terms of money, tine,
pleasure, etc.). This concept is called "satisficing" (as
opposed to the process of Moptimizing", or finding the
optimum solution).

If no numerical MOES and cut-off criteria are available,
it still will be possible to rank alternatives. However,
subjective technigues then will be needed to choose the most
value-effective possibility.
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In the first section of this chapter we consider 1in
detail the models and procedures used in what variously is
described (with differing emphasis) as decision theory, game
theory, or utility theory. Decision theory is the broadest
of the three, and may be considered to include the otbhers.
Decision apalysis is the basic technigue used with these
decision theory models.

Game theory emphasizes decisions where two or more indi-
viduals are in conflict over their opposing goals.
According to Raiffa [Ref. 46], classical game taeory
attempts to offer advice to each of the conflicting individ-
uvals (a jointly prescriptive approach). More recent theo-
retical studies have considered coanflict situations from a
one-sided prescriptive point of view, with the goal of
helping one (and only one) party win.

Otility theory emphasizes the expected usefulness or
value of the various outcoaes. Its major feature is devel-
opment of a utility function (usually linear) that trans-
forns payoffs (say in dollars) into a utility scale, based
on some useful value of each payoff (perhaps whether that
many dollars will be enough to pay the renmt). The resulting
scale is then used in the decision analysis procedure.

Signal detection theory models are briefly covered in
the second section. These models already are used exten-
sively in human factors analyses, so are not discussed in
great detail here. They can be valuable tools in evaluating
the wvarious outcomes of <choosing different alternatives
along a continuum of values. Interasted persons may refer

to the listed references for more details.

A. DECISION THEORY BODELS AND DECISION ANALYSIS

1. PURPOSE OF MODEL/TECHNIOQUE: Choosing one of several
well-defined alternatives that will meet an
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aspiration level, or predetermined criteria or stan-
dards of adeguacy.

MATHFMATICAL TCOLS REQUIRED O
a) Algebra

(B
(o=
]

g
(e
(1)

b) Boolean algebra

c) logic and set theory
d) Fuzzy set theory

e) Probability theory

f) Descriptive statistics
g) Graphs and rlots

HUMAN FACTORS APPLICATIONS:
a) Describing systems, where a system includes alter-
native outcome states, with varying probabilities

of occurance.

b) Designing systems, where a <choice among alterna-

tive systems or subsystems must be nade.

c) Evaluating human performance, when utility values
can be assigned to various levels of performance,
along with criteria for acceptable performance.

A system or process is described as a

function of 11 things:

i) A problem which requires that at 1least one
decision (choice) be made.

ii) A time horizon within which that decision is
required.
iii) The sequence of decisions which are

required, in a multiple-stage problen.

iv) A well-defined set of alternative actioms

(decision variables) from which a choice
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v)

vi)

viji)

viii)

ix)

nust be made, for solution of the problen.
These are under the decision maker's
control.

A set of events that possibly may occur
(future states of nature, or chance points).
If possible, these should be mutually exclu-
sive and collectively exhaustive. These are
not under the control of the decision maker.

The probabilities £ occurance for these

events.

The set of payoffs or outcomes (outcome
variables) whick accompany these alternative

actions and events.

The structural relationships between

alternatives/events and their correspoading
outcomes, expressed as a mathematical func-
tion, if possible. The parameters of these

relationships are included in this function.

The utility values or "expected worth" of
each of the outcomes. This may be the same
as the outcomes themselves. If more than
one factor is included in assessing the
value or worth of a given outcome, these are
considered multi-attribute utilities.

Associated with the utilities are measures
of effectiveness (M0Es), used to evaluate
the outcomes. This may be as simple as
"more is better". If more than one MOE will
be used, the importance of each should be
weighted. Then the MOEs may be aggregated

into a single criterion function (usually a
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X)

xi)
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linear combination), which can be used for

evaluations.

At least one criterion or aspiration level,
which is used to determine that amn alterna-
tive and its associated outcome will result

in a satisfactory solution.

A payoff matrix and/or a decision iree.

These 1lay out the above information in

logical form, so that the analysis can be

performed. A rpayoff matrix usually is
adequate for a single-stage decision
problen. A decision tree 1is required if a

series of alternatives and events must be

evaluated in order to reach a final outcoune.

b) Assumptions:

i)

ii)

iii)

Steady state conditions. The system is in

egquilibrium; we are considering a problenm

that is not in a state of flux.

Relationship validity. The choices open to
the decision maker may be adequately
described in terms of payoff values or util-
ities and their associated probabilities.
The payoff matrix/decision tree used to
describe the systea is an adequate represen-
tation of the systean, for purposes of

obtaining useful results.

Certainty, «risk, and uncertainty. It is

possible to place the decision being made in

one of the following categories:

e under certainty: we assume that one given
state will occur, and all others have zero

prokability.
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future state, and two or more of these
probabilities are positive.

o e under uncertainty: we are unable to esti-
mate the probabilities of various future
states (although we can 1list - those
states).

iv) Known constants. All constant parameters
and utilities used in the model are known
values, obtained through some empirical data
collection process (objective values) or
through logical deductions (subjective or
Bayesian values).

v)

l?i

nown probabilities and probabilitiy distri-

e S e e —

o

utions. Randomly distributed events can be

T characterized kty known discrete or contin-
fﬁ uous probability distributions. These prob-
f¥j abilities may be strictly objective,
f;' obtained through observations and measure-
ih ments (the limit of long-term relative
L3 frequencies) . They also may be subjective
e (Bayesian), based on a priori probabilities
- assigned by experts.

o vi) Stationarity. Probabilities of events and
- outcomes do not change with time, within any
{?j one stage of a decision analysis process.

2o vii) Independent alternatives and avents. All

e — —— ——

>.‘ alternatives and all events are mutuaily
f? exclusive., Thus, joint probabilities may be
Y obtained by multiplying individual probabil-

b
PR Py

ities together.
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viii) Logical consistency or coherence. Rational

L beliefs and actions all are logically
® consistent with one another, involving no
mutual contradictions. Note that coherence
is not sufficient to guarantee rationality,
but it is necessary.

ix) ordering. It is possible for the decision
maker to express preference or indifference
between any pair of payoffs. That is, he
can rank payoffs in order of value to hinm,
or he can express no preference at all among

then.
x) Linearity of nmulti-attribute utilities. If

several MOEs are considered in developing a
utility value, relationships among them may
be expressed as a linear combination
{(contributions are proportional to values,
constant over the poséible range of values,
and additive). h

c) Strengths:

i) The technique of decision analysis is an
excellent way to provide greater insight
into a decision problen, and especially to
open it up for discussion and conflict reso-
lution. It encourages scrutiny of the
problem as a whole, and forces the decision X
maker to determine quantitative relation- .
ships among the various parts of his .
problenm. New sources for gatkering and
organizing information may be suggested by
the process, and new alternative actions may
be uncovered.

e
e e R L.
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ii) The structures of payoff matrices and deci-
sion trees provide a convenient basis for
conmunicating and justifying an analysis.

iii) The process can aid in identifying who the
decision maker actually should be, for a
given problen, once alternatives and
outcomes are laid out. The person most
affected by (and affecting) the system then
more easily can be identified.

iv) The decison maker's preferences for various
outcomes can be separated from his judge-
ments about probabilities, using this
technique.

Weaknesses:

i) Emphasis on the construction of a disci-
plined structure (payoff matrix or decision
tree) may divert attention from the value of
creative inputs to problem solving. This

apalytical pattern of thinking does not take
advantage of other styles of thought, such
as intuitive, lateral, and imaginative.

ii) It is easy to oversimplify a problem during
its decomposition into manageable pieces.
This is especially true in utility function
assessment, where simple, contrived ques-
tions may be used to elicit relative values
in some usable form--when the values actu-
ally are much more complex than the process
would indicate.

iii) Analysing the wrong problenm is a real

hazard. The decision analyst seldom is the
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e)

iv)

v)

vi)

decision maker. The analyst must take great

care to learn precisely the nature of the
problem being faced. Otherwise, he may
seize on some facit of the situation that
interests him (and that he can handle)--but
that is of no real concern to the client.

Independence of variables is rare, in the
real world. It may be necessary to parti-
tion uncertain quaptities into <categories
that then may be nearly independent. Oor
mathematical transformations sometimes nmay
be used (for example, using differences
between values rather than the values thenm-
selves), which more nearly meet the require-
ments of independence.

Otility functions are not always linear, in
real life. A given risk when a person is at
one state in a system ("I'm broke anyway")
will be viewed differently than when at
another state ("I'm already comfortakbly
off™). Also, differences between utility
values usually express merely the rapnk of an
outccre, not the actual proportional
strengths of preference.

Utilities are not comparable £from person to
person. A utility function is a personal
statement of an individualt's risk attitude,
and cannot be aggregated with the utility
function of another individual without the
use of normalization techniques.

Procedures: Not all of the procedures listed here

will be applicable (in this exact form) to all
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decision problenms. The user nmust select those

that are appropriate to his situation, and revise

the steps as necessary. This general procedure is
illustrated below in the example.

i) Define the problem: what is tae immediate
decision to be made? Determine that choices
among alternatives are required, and that
some measure of effectiveness and criterion
of a satisfactory solution can be found.
Check that the required assumptions can be
(approximately) met. Strip away irrelevant
factors from the situation and systen.
Determine who the actual decision wmaker
should be.

ii) Set the time horizon which will be consid-
ered for this study. #ill we begin with the
situation right now, and look at the next
two days? Or might we begin with hypothet-
ical states five years hence, and consider
the period of the following 20 years?

iji) Determine whether this is a single-stage or.
multiple-stage decision. After the problen
has been laid out, will we make one decision
and be done? Oor will a series of decisions
be made, each relying on the preceding deci-
sion? If multiple-stage, lay out the
sequence in which choices will be made.

iv) List the alternative courses of action open
to the decision maker. Be as coaprehensive
as possible; less useful options can be
eliminated as we go along. Remember that
"do nothing" and "delay the decision" also
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v)

vi)

vii)

viii)

ix)

Bl S o S POy B i adi R ot R Y

are alternative courses of action. Insofar

as possible, the alternatives should be
mutually exclusive.

Lay out the events that possibly may occur,
in their expected sequence. These events
will determine the "state of nature" of the
system by their occurrence. Decide if this
will be a decision under «certainty, under
risk, or under uncertainty.

If this will be a decision under risk,
assign probabilities to the occurrence of
each of the above events. These probabili-
ties should be based on available data, or
on some logical process of determination.

List all possible outcomes that can result
from the above-noted alternatives and the
possible events. If possible, state these
in terms of payoffs--though not necessarily
in money alone, Remember that payoffs can
be negative as well as positive.

If possible, express the relationships
betveen alternatives/events and their
resulting outcomes in the form of a mathe-
matical equation or other function. This
will be easiest for decisions ander
certainty. A logical flow diagram can be
used if numbers cannot be assigned to the
various parameters, showing relationships in
time.

Determine the utility value for each listed
outcome, based on the decision maker's value
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X)

xi)

systea. If a number of attributes of each
outcome wmust be considered in valﬁing it
(cost, weight, color, size), this must be
considered a multi-attribute utility
problen. It will be necessary to add extra
sub-steps here to combine these into a
single, useful utility function--a process
beyond the scope of this presentation (see
References and Texts below for books that
cover this situation). It is preferable to
choose one significant, numerical result
that easily can be determined and ranked
(such as profit or time saved). This
utility value may be considered the measure
of effectiveness, or it may be some function
of the MOE (which then also must te defined
here).

Set the aspiration level, or criterion for
satisfaction, success, or usefulness, based
on the MOE, outcome, and/or utility values.
Barly determination of this criterion,
before the actual analysis begins, lessens
the chance of biasing criterion point selec-
tion by knowledge of "what is possible".

Prepare a payoff matrix incorporating the
above information (see Figura2 8.1 for an
example). The various events that may occur
are listed at the top of the matrix, along
with their respective probabilities of
occurrence. Down the left side are listed
the alternatives from which the decision
maker may choose. The body of the matrix
contains the payoffs which result from each
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. xii)
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o xiii)
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o xiv)

®

.

pairing of alternative and event. The
completed matrix organizes the informationm
needed to make a decision into a convenient
form for beginning the analysis. If this is
a nultiple-stage problen and parameters
differ for the various stages, a separate
payoff matrix may be needed for each stage.

Check the payoff matrix for dominance. If
one alternative is as good as or better than
another under all states resulting from the
events, the dominated alternative should be
eliminated from the analysis.

For a multiple-stage problen, drawv a deci-
sion tree similar to that shown im Fiqure
B.2. In such a diagram, time @nmoves fron
left to right. A square box indicates a
decision point, where the decision maker

chooses one of his alternatives. A circle
denotes a chance point, where an event

outside the decision makert's control occurs
(or its pre-existence comes to light).
Branches and twigs represent the alternative
paths leading to the various outcomes--with
the outcomes themselves at the ends of the
twigs. Prokabilities are noted alomng the
branches and twigs, wherever they apply.

The completed decision tree now is used to
determire a strategy which will achieve the
aspiration level or criterion set earlier.
If more than one alternative path results in
a satisfactory outcone, the first one
encountered may be selected or all

171




strategies may be evaluated and the one
yielding the "best" outcome may be choosen.

S. ACM EXAMPLE (hypothetical)

i) A fighter aircraft is on a combat air patroil
(CAP) mission, protecting a carrier worth $2
billion. Replacement cost for the aircraft
itself and for similar friendly aircraft is
$25 million. It carries long-range and
short-range air-to-air missiles (each
costing about 3%$1 million), and also carries
an internal gun (negligible cost per
encounter).

ii) The fighter 1is equipped with an automatic
target recognition system which can tell the
pilot whether an observed aircraft is
friendly or hostile with 90% probability,
when in range. He also knows that 70% of
the aircraft 1in the area are friendly and
that 30 % are hostile, from pre-briefed
information.

iii) The rilot has observed an aircraft beyond
the range of his target recognition systen.
He has four alternatives:
e assume it 1is a friendly aircraft and

continue his patrol pattern,
e assume it is an enemy and fire a 1long- '
range missile at it immediately, o
e approach closer for better identification

N O

and use his short-range missiles on it if
it is an enemy (with 20% chance he will be
downed himself),

g &
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e approach close enough for positive identi-
fication and attack with his aircraft gun
(with S0% chance he will be downed
himself).

b) Procedures:

i) As defined above, the pilot must be the
decision maker, choosing one of the four
alternatives.

ii) The time frame for this decision is the next

few seconds, during which one of the alter-
natives (which are considered to be exhaus-

tive and mutually exclusive) must be
selected.

ijii) This is a multiple~stage problea. If one
alternative is considered 'to delayv, a

second decision point will be reached. At
this point, the pilot must decide to use his
short-range missile, or to delay further and
use his gun.

iv) The alternatives open to the pilot are

listed above.

v) The events (world states) are:
e the approaching aircraft is either enemy
or friendly,
e the pilot either downs +the approacking
aircraft or is himself downed (if it is an

eneny) . We will make the simplifying -
assumption that, as a result, his carrier ;”

is destroyed. =

vi) This is a decision under risk. The prob- -
abilities of the above events are based on j@

F

o

:
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the stage of the decision problem, as noted
abbve; i.e., the probability that the pilot
himself is downed is zero if he fires imnme-
diately, 1is 20% if he delays and uses a
short-range missile, and is 50% if he delays
and uses his gun. The probability that he
fires on a friendly aircraft is 70% if he
fires now, 10% if he delays, and zero if he
wailts for positive identification.

vii) There are eight possible outcomes:

e the aircraft is friendly and he chooses to
continue on patrol (cost: nothing);

e the aircraft is hostile, he continues on
patrol, and his carrier is attacked and
destroyed (cost: $2 billion);

e the aircraft is friendly and he fires his
long-range missile at it (cost: $1 million
for the missile + $25 nmillion fdr the
destroyed friendly aircraft = 326
million) ;

e the aircraft is hostile and he destroys it
with his long-range missile (cost: 31
milion for the missile) ;

o the aircraft 4is friendly, the target
detection system says it is hostile, and
he destroys it with his short-range
missile (cost: $26 million);

e the aircraft is hostile, and he has an 80%
chance of surviving to destroy it with his
short-range missile and a 20% chance both
he and his ship will be destroyed
(expected cost, based on probabilies:
{ (0.8) (31 million) that he kills the
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viii)

ix)

X)

eneny] + [ (0.2) ($2025 million) that he and
ship are killed] = $406 wmillion);

e the aircraft is friendly, and he kills it
with his gun (cost: $£25 million, except
this event will occur with zero
prokability);

e the aircraft is hostile, and he has a 50%
chance of surviving to kill it (at negli-
gible cost) and a 50% chance it destroys
both him and his ship (expected cost,
based on probabilities: { (0.5) (£2025
»illion) ] = $1012 million).

For purposes of this study, money will be
considered to be the payoff, with minimum
cost to be considered the utility value and
MOE.

Aspiration level for this problem will te arn
expected 1loss (based on probabilities of
occurrence) no greater than $500 million--a
highly artificial situation, on the surface.
However, it is convenient for Jemonstration
of this technigue.

Both a payoff matrix (Figure 8.1) and a
decision tree (figure 8.2) are useful to
structure the situation for analysis
(although each shows essentially all of the
information--in different forms). From the
matrix we can determine that none of the
alternatives exhibits dominance over any
other. Thus they all will be retained for
consideration.
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Probability

State-of-the-world

dosaslin ‘astisastve Eneny _OFfien

Gowns Lim actions sneny Friendly Eny
0.0 Do nothing 2000 0 -600
0.0 Shoot now 1 26 -18.5
0.2 Short-range missile 406 26 -368
0.5 Aircraft gun 1012 25 -1012
Figure 8.1 Payoff Matrix for the Example Problem

xi)

Although the problem could be evaluated in
several ways, it will be useful to use the
concept of expected monetary value (EMV)
here. Remembering that cost 1is a negative
value, we make use of the expected costs
calculated above for each of the eight
outcomes. The cost of that outcome is
multiplied by the probability of that
outcome occurring, to obtain an expected
outccme value. Then these expected values
are summed for a gyiven alternative.
e do nothing: (0.3 probability it is
hostile) {2000 cost) ] + [ (0.7 probability

it is friendly) (0 cost) ] = -600 EMV;

e shoot now: { (0.3 proktability it 1is
hostile) (1 cost)] + ([ (0.7 probability it
is friendly) (26 cost) ] = -18.5 ENV;
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Expected
Out- Path outcome Path
come, proba- value, value,
$M bility SM $M
0 0.7 0
-600
-2000 0.3 -600
-26 0.1 -2.6
Friendly
Do -368
nothing Short-
range -406 0.9 -365
missile
Friendly -26 0.0 0
Long- -1012
range
missile
-1012 1.0 -1012
Friendly -26 0.7 -18.2
-18.5
Enemy -1 0.3 -0.3

Figure 8.2 Decision Tree for the Example Problea
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c)

o use short-range missile: [ (0.9 probability
it 1is hostile) (406 cost)] [ (0.1 prob-
ability it is friendly) {26 cost)] = -368
EMY;

® use gun s [ (1.0 probability it is
hostile) (1012 cost) ] + [ (0.0 probability
it is friendly) (25 cost) ] = -1012 ENV.

xii) Making use of our aspiration level, we now
can see that two alternatives are satisfac-
tory: shoot now (at an expected cost of
$18.5 million), or use the short-range
missile (expected cost of $368 million).

Caveat: This example points up the importance of
choosing a good measure of effectiveness for
determining the usefulness of a decision.
Obviously shooting down a friendly aircraft is
considerably less desirable than cost/value alone
would 1indicate. Some nmulti-attribute utility
probably should be developed that would include
such concepts as morale and the loss of life.

USED IN LITERATURE:

a) Findler, N.V., Sicherman, G.l., and McCall, Bede.
A, Multi-Strategy Gamifg fiviroment. State
University of New YoTK, uf£faIo,_ NY,~ March 1982

b)

C)

(GCSS-TR-9, GCSS-TR-196, AD-A115 380). ]

. Human recognition behavior and  machine
intellegence-oriented, competative strategies are
used to study how decisions are made undér uncer-
tainty and risk. Work on automatic analysis and
synthesis of strategies also is described.

Puscheck, H.C. "Sequential Decision Making in a
Conflict Environment", Human Factors, Vol. 14, No.
. 1972, pp. 561-571. ] ]

A two-slided wargame simulation was developed,
to study game-playing strategI. Four decision-
making models alSo were developed, to play one
side Of the game.

Rouse, W.B. "A Tbeorg of Human Decisionmaking in

Stochastic Estimation Tasks", IEEE TransactionS on

Systems, Man, _and Cybernetics, VoI.” 7,  Fo. T,
) pp.?n‘283.
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- Concepts from stochastic_ estimation theory are
- used to develop a_ theory of human decision makin
- that enmploys optimal sStochastic estimators wit

short-term and long-term memory models and esti-
. mates tradeoffs.

d) Slovic, Paul, Fischhoff, Baruch, and Lichtenstein
Sarah. Behav1oral Dec1alon rheorg Decisions an
%eﬁlgns, “Inc., HRclean, September 1976 (AD-A036

k survey of the fleld to _determine what is
known, what it is good for, and what else must be

learned, _with emphasis on research on how people
do _maké decisions versus how they should make
decisions.

7. REFERENCES AND TEXTS:
a) Bunn, alvsis. New York:
) Bunne Da¥y, $BB%ed,Ds535198,40alsls
A clear and completé short text on how to use
decision analysis echnlques. Good sectlon on
multi-attribute uwtilit Y, problens though more
nathematical than Raiffa's explanations.

b) Raiffa, Howard. Decision Analysi
Lectures on Choices Under anggfa [«6%
Hass..'Idalson:We‘Ieg‘PuEIl h1ng C 8.

A _delightful ort text, very readable.
Excellent Continuing _example used to demonstrate
the procedures. Includes choices unier risk, as
well as those under uncertainty.

ol
[Va]
-

¢) Sheridan, T.B., and Farrell, FW.R.
Systems: Information, Contorl, and D
% Himan Perrormance. Camﬁtldge, a
Fress 1979, 1981,
DlSCﬂSSlon of utilities

¢ decision
making, and of games, in a fheoret r

amework.

d) williams, J.D, The Compleat Stratgg1§3. New
York: McGraw-Hill Book Company,

This is the <classic primer on game theory and
game strategy. Intended forl the non-
hathematician, it 1s ﬁleasant reading, while being
a tcomprehens;ve 00 the wusés of payoft
matrices.

B. SIGNAL DETECTION THEORY MODELS

1. PURPOSE OF MOLEL/TECHNIQUE: Describing the grob-

ability or percent of time that two classes of events

will be discriminated by an observer. A relative ‘]
operating characteristic (BOC) curve is used to show o
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a cross plot of hit rate versus false-alarm rate, for
a given situation and observer population.

For example,.a series of observers may be shown fuzzy -
CRT images of ships, in a laboratory, and told to
identify each as friemndly or hostile. Their
responses are classed as: correct identification as
hostile (hit), correct identification as not hostile
(correct rejection), incorrect response as non-
hostile (miss), and incorrect response as hostile
(false alarm). The proportions of the various
responses under laboratory conditions are used to
prepare a ROC curve. This then will be used to
predict how good ship identificaiton performance will
be under real-world conditions with similarly fuzzy
images from TV system on a tactical fighter aircraft.

2. MATHEMATICAL TOOLS REQUIRED OR USEFUL:

a) Algebra

b) Probability theory

c) Descriptive statistics
d) Graphs and plots

3. HOMAN FACTORS APPLICATIONS:

a) Describing individual differences, such as the
relative [proportion of hits, misses, etc.,
obsarved in given population groups, or individual
differences in sensitivity versus decision
criteria.

b) Describing systems, such as the relative propor-
tion of hits, misses, etc., observed in operators
using two different systenms.

c) Designing systems, when a choice must be @made
between systeas, based on observers' relative
accuracy of discrimination with them.
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Evaluating human performance, where it is neces-
sary for observers to meet some criterion or aspi-
ration level which can be described and defined
easily in signal detection theory terms.

USED IN LITERATURE:

a)

c)

d)

e)

Blignaut, C.J.H. "The Perception of Hazard. II.
The Cogirlbutlon of, Signal  Detection.to Hazard
Perce%tlon“ Ergonomics, "Vol. 22, No. 11, 1979,
pp-_1177- 1183 == o

. The_ ability of wmine workers to discriminate
visually betweéen dangerous and safe rock_ condi-
tions was_ Z examined. ~  Responses to stimuli vere
analysed in terms of sxgna detection theory, _and
results 1indicate tha experience and " skills
training imprrove performance.

Boone, M.P. "Subjective  Visual Differences
between Geometrically Similac High= and
Low-Accident Rural Roadway Curves", Procéedings of
the 23rd Annual !eetlgs of the Hu@Banm™ Factofls
Society, Boston, Ma, 1979, pp. 267-277.

AR~ accident causation model,  based on the
theory of signal  detection, is developed.
Differences in~ drivers' visual perception of
curves is used, along with driving experience.

Eubanks, J.l., and Killeen, P.R. "An Application
of , Signal Detection Tﬁeory to Air Combat
Tralﬂtggzssggman Factors, Vol. 25, No. 4, 1983,
PP Signal_ detection theory was used to study
changés 1in pilot decision makin behavior as a
function _of training time. Pilo erformance was
separated into distinct and theore lcallg orthog-
onal measures of sensitivity/accuracy (d') and
response criterion (g)-.

Pastore, R.E., and Scheirer,  C.J. "Signal
Detection Theorg: Considerations, for Genéral
Application " _§§§holo§;gg; Bulletin, Vol. 81,
No. 12, 1974, ppd 5-958,

The assumptidons, procedures, limitations and
ractical considerations relevant to 51gna1.3etec-
ion theory are summarized,  and application to

cognitive processes 1is described.

Young, J.M¥. The Fffect of Signal Incidence Upon
Detectability. = Tracor, INc. ustin,  TX, April
Y968 {TRACOR-68-531-0, 1D=-a07% 770).

An experimental deiermination of probability of
detection, as a function of signal incidedce,
showed that the probability of detéction decreases
linearly but remains finite, as signal incidence
is reduced and approaches zero.
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IX. SUMMARY

This thesis 1is intended as a primer for human factors
engineers who wish to understand and make use of applicable
models and techniques used in operations research. Nineteen
of these techniques are listed here. Seven are discussed in
detail, including illustrative examples related to human
factors and to military systems. The other 12 are described
briefly. Possible uses are notegd, and sources of further
information provided.

Apn extensive literature search was conducted as part of
this study. It is interesting that numerous reports and
other publications had keywords indicating that operations
research and human factors were being combined. In actu-
ality, however, these reports usually involved one or the
other; rarely were both tied together. The logical pairing
of these fields was pointed out in 1970 by DeGreene
[Ref. 47], yet little progress has been made in the inter-
vening years. And what has been done mostly is written by
operations research analysts, and is unreadable by most
(nathematically unsophisticated) human factors engineers.

The most valuable thing obtained from this study is
strorng evilence that many operations research technijues
indeed can be useful in modeling human performance. darkov
chains, gueueing processes, and simulations all provide
useful insights, along with 1linear programming, networks,
ani distrikution models. The human factors engineer \is
strongly encouraged to consider whether one or more of thkese
might be useful to hinm, as he goes about his job of
describing people and systems, designing new systems, and
evaluating performance.
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Perhaps the most useful (and overlooked) techniques,
overall, derive from decision theory. These models are
relatively easy to use. Algebra and some understanding of
logic and sets is useful, but otherwise little mathematical
sophistication is reguired. Yet the straightforward devel-
opment of payoff matrices and decision trees is a marvelous
way to clarify a set of alternatives, and enable selection
of one that will be satisfactory. It is highly recommended.
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APPENDIX A
GLOSSARY

Air Combat Maneuyering (ACM): air battles between two or

more fighter aircrait.

Algorithm: a .set of logical and mathematical operations
perform%d in an or erlg, specific sequence, usually using
a computer.

Analogy: .viewing a new problem as if it were an old problem
fof’ which one has 1insight or a solution, in order to use
available tools.

hnalysis: the ieparati n of a hole 3nto its comgogent
E rts,  usually 1n order to understand its nature and to
etermine its essential features.

Analyst: a person who uses the techniques and tools of anal-
ySis.

Arithmetic operateors: sxmbols which indicate a process that
1s to be'carried out on two or more numbets or other
characters, or a relationship between them, such as +, -,
<, or an integration sigmn.

Continuous: variables which can take omn a continuum of
possible values.

Descriptive model: a_model givi

ng a description of a systea
or process, usually in “matheé

matical -o other symtolic

terns.

Deterministic; a model or process that ygive an "exact"
answer that is, one that yields a numbér or numbers as
its end product.

Discrete: variables which can take on only a finite or
countable number of values.

Event: anx subset of the set of all possible outcomes or
occurrafices in an experiment, study, or any other process
being followed.

Exhaustive; . enu?eration of all possible states or events in
a situation of interest.

Ruman Factors [HF): the, stud¥ of human capabilities__ and
limitations i1n performing wolfk activities, plus agpl;ca-
tion of this kiowledge to design of equipment,” facili-
ties, ~ and environménts, and to thé enhancement of
capab111t1es through training.

Human Pactors Engineering éHFE): a subcategor¥ of  human
factors which émphasizés design of egulpmen + Facilities,
and environments  to match the capabilities and limita-
tions of people.

Iteratgon: the seguence of operations (usuallg in an algo—
rithm) leading fo a new and (hopefully) better solutiof.

185




Linear: a "straight-line® relatipnshig among variables, so
that contributions of the variables are “proportional to
their values, constant over the possible range of values,
and additive.

Man-machine system: an entity comnsisting of human and non-
human components which exists to carfy out some purpose
which transcends the individual purposes of these
components.

Mathematical tool; a mathematical procedure which does not,
in and of itself, answer a _systems or organization gges-
tion, but which is needed in" order to uSe an operatfions
research technigque.

Measure Of Effectiveness (MOEl: criteria of overall systenm
performance used to evaluate _proposals and _designs;
usually measurable, numerical values when possible.

Mechanistic: another term for deterministic.

Model: more or less abstract representation (phgsical, math-
ematical, and/or verbal) of"a system or subSystem, used
to define that system sufficiently well to answer ques-
tions about 1t usling various technlgques.

Mutuallz exclusive: enumeration of a set of states or events
wrich do not overlap (are orthoyonal).

QOperations analysis: analysis, of the operation of an
Qletlgg system; often u3ed interchangeably with systems
analysis.

Operations Eesearch (QR): Application of the technigues of
the behavioral sciences and mathematics to models, 1in
order to make tradeoffs in, solve problems of, or make
decisjons about complex problems = (usually concerning
organizations or systems). .

Operations research technigue: a proceduyre that clarifies a
specifi¢c question about’a system, condition, or event, or
that ives a  quantitative answer to such a gquestion,
through operatidns on a model.

Optimum; _the most favorable value obtainable, or the best
possible solution to a problem, within given comnstraints;
one that maximizes someé measure of benéefit or minimizes
some measure of cost.

Paradigm: a _model 6 or agalog¥_which is widely accepted and
recognized within a given fieid.

Prescriptive model: a model that prescribes a course of
action needed to obtain a desired outcone.

Probabilistic: a model or procsss that yields probabilities
of occurrance as its end” product. -

Proyramnmable method: an orderlz steg-wise,agiroach to solu-
ion of a roblem, 1laid out in ogic sequence (not
direc.ly related to computer programmnifg).

Quantitatiye: Ehe degree or level of sone ualitI or attri-
bute, _including fumerical values, prdbabilities, and
ordinal compariSons.

Sensitivity analysis: evaluation _of how_ a given optimum
solutioh would” change if input data values were changed;
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used to _determine the range within which input values can
vary and still yield a satisfactory solution.

State: the condition or status _of an object of interest, as
a result of its initial conditions afid events which have
occurred subsegquently.

Stochastic: a time-related probabilistic model or process.

Stogﬁing rule; carefully specified conditions, _used durin

e 1lteration process of  obtaining better sglut_lonsr i
order to recognize when the presént solution is "good
enough", and iterations should stop.

System; , _an assemblage of constituents, that intexact_ to
fulfill a common purpose, transcending the 1individual
purposes of the components.

Systems analysis: . the scientific discipline of_ apalysing
systems by examining their component parts and the rela-<
tionships ' among thelm, in order to solveé system problems.

Systems engineering: apflication Qf scientific and engi-
neering knowledde to plannirg, desigm, evaluation, aand
constriction of "systets. -

il i oo
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