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ABSTRACT
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Consideration of the usefulness of edge information for use
in segmentation or other intermediate-level picture oper-

{ ations has motivated a comparison of the accuracy and reli-
' ability of a number of directional edge operators. The

' Hueckel operator is singled out for comment, and an error in
¥ its derivation is noted. Another regional edge operator is

g introduced as being better suited to application on discrete
i pictures.
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In any system for interpreting picture information, a stock
of low-lev L operators is neededs. One essential component of

such a grcu~ is o dependable edge-extraction procedure or set of

£ LSSt Pl — B

croceduress As a result, a great many such algorithms, each with

-

é jts particular merits, have been devisede In the past few years,
x some attemcts have Ddeen made to systematize this array, with
ﬁ surveys by Davis (Ref 1), Fram and Deutsch (Ref 2), Pratt
g (kef 3), anc by Frei and <Chen (Ref 4) viewing the field from
iﬁ somewhat . different points of view, and suggesting rather
3 ciftferent rankings of the edge-detection algorithms they
f examined. “arylana”s Computer Vision Labecratory ijs particularly
. interestec¢ in aeveloping intermediate-level procedures (e«g.
ﬁ relaxation, edye-suiced segmentation) which require primitive
S eise information far their successful applicatione. In this
3 contexty the visual figelity of an edge-detection operation is of
i ceccndary interest, as only at a later stage will final images be
F: formede Th - mest commonly used class of edée-detectors_are local
E- cr resional operators (but see Ref S) which produce, at some set
;; of ticture locations an “edge response” which may include any or

alli cf the following:

SR

a) sagnituce of the edge (either height or slope)

A

ﬁ; L) cirection of the edge

E: ¢) reliacility of the edge description

@f a) width, or blLure.

i

Ei As inf -rmaticn about an image to be wused by some other
& prccessy all of these measures can be useful. A number of

¥
Fak

~nrocedures which proguce measures of the first three quantities

T
¥ have opeen descriceds, The present study has Llimited ftselt to
ﬂﬁ such operators. Those included were:
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» Local and regional edge detectors ' PAGE 1-2 ’
2 .

Kt: a) Hueckel”s edge-detection algorithm (Ref &)

L b) The Sobel operator, with Least-square goodness of fit
2 (Ref 7)

.2 ) c) Mero and Vassy“ s approximate Hueckel operator (Ref 8)
.3 d) Hummel”s optimal local template (Ref 9)

Y e) A new discrete Hueckel-like operator (Section 3)

‘; Comparison of the operators, never an easy process, was
:' comolicated further by the fact that b)y, ¢), and d) (as
,; implemented, at least) are purely Llocal operators, evaluated

separately at each image point, while a) and e) are intended to
be evaluated only on overlapping regions. The ¢two kinds of

.

operators are sufficiently different that direct comparisons are
very hard to make. The approach taken was to measure the

PRI ML ¢

dejradation in the edge response when various sorts of distortion

-

were applied to the images These self-comparisons, then, act as

--r-

measures of stability and discriminatory power that allow

s

comparison hetween the different techniques,
v 1ele Characterizing an ideal edge

5 Eaoge detection procedures may be divided 1into two sorts:

local and regional. The former, typically applied on very small
s (Ix3 or 4x4) picture windows, can 'usually be interpretéd as
¥ differentia l operators of some sort, used to define the
X “edainess” at each point of the image. Rebional operators, on
the other hand, may be applied on windows several times the width
of the edges to be detected, and are expected to give responses
when the entire region is well described by two constant Llevels
separated by an edge of some specific sort. For both, the
guestion “what is an edge” must be asked, but for regional
"’ operators, the answers are less clear.

b Directional local operators, though plentiful, all appear to
. measure sométhin, Like the gradient at a» point, the differences
being predominantly due to different ways of responding
4 agequately to imperfections such as blurriness and noise, or to
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Local and regijonal edge detectors PAGE 1-3

considerations of computational speed. Regional operators have
not teen so widely discussed, Hueckel”s operator being the only
widely quoted one -of this type. (Mero and Vassy described a
loscal operator, ana a regional extension of it. It is the local
version that we wuse in these comparisons.) For such operators,
three properties of edges are of concern which are not of great
importance for local detection. Firsty, how broad should an
“dueal” edje bey, and should the width be wvariable. Second,
should a rerfect edge be necessarily straight, or should some
class of curves ve alloweds Finally, if several edges appear
within the vregion, should the rebponse give a total vatue, a
maximum valuey, or no strong edge value at all? Sections 2.2 and
Iy in cescriuini operators a) and e), introduce two different

resobonses to these questions,
1e5e¢ cvalu=ztion criteria

The ed:e detectors descrived were all evaluated on the same
set of imecges, and a common measure of adequacy employed. The
imases include a set of synthetic “perfect polygonal” images,
which nave tony, straight edges inclined at five degree increments
from wvertical or horizontal. A “real” image (a picture of a
g5irl”s face) was included as well, to give some idea of response
to textured edgyes of various curvatures. The evaluafions are
descrited in Section 4, Brief descriptions of the first four
detectors comprise Section 2. In the course of this study some
errors in the dJderivation of Hueckel”s operator were founc
(describec in A,pendix A), suggesting that an edge detector with
the same qualitative behavior be devised which did not share the
technical defects of Hueckel”s, Such an operator is described in
Section 3, and an explicit algorithm constitutes Appendix B.
Finallyy an attemgt is made to tie together the results of the
studyy Ly making some estimates of the wusefulness of the
operators descrivead as inputs for further picture interpretation.

An attempt s mace to describe the features of each operator

which are important, so that the results may be carried over to
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Local and regional edge detectors PAGE 2-1

2. ULefinition of the edge operators

Z2el.  Locak operators

2.1+1. General gescription

Althou:h some variation exists in the form of the local edge

cperaetors usea in practicey the three chosen here are

rerresentative of a common class. ‘for each of themy an

crientation-sensitive mask is defined, which achieves its maximum

T " i ¢ 8 =
ST F K T AR T LA _ R A Y Y Wk A CONEET.™ -l.b.w
. .

response at a horizontal edge. A second mask is defined to be a

-~

70 cesree rotetion of the first. Commonly, only these two masks

o P

are applied; however, Hummel”s operator includes two aaditional
mesks, again 9U uegree rotations of one another. From the result

of convolving each of these masks with the given region,

(zenoting the first two results by “horiz” and “vert”) a response

ano a airection are found as:

response —-=- sqrtlvertxx2 + horiz*+2)

anale -- arctan(vert/horiz)

In actual application, it is common to avoid taking the
square root by using some other combination of the two responsese.
The angle 1is usually obtained as the arctangent, although
cometimes an alternative =-- forming more rotated masks, and

selecting the maximum response and associated angle -- is used

N e e s T ™y = W P R T kT AT TR A e X,

insteau, Finally, if more than two coefficents are calculated

Hurmel) a somewhat more involved calculation is required

:' (as Dby

i to extract the response.

f ALl of the local operators applied here are of the general
i farm described, differing only in the masks used. For
E consistency, reliability of the edge is obtained in the same
! (slow) way for  every case: by obtaining the mean squared error
; from the estimatec edge explicitlye.
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Ltocal and regionual edge detectors ' PAGE 2-2

Telece The Sorei operator

The first operator is explicitly derived as an approximate
directional derivative. The horizontal mask employed is:

12 1
9 6 0
-1 =2 ~1

The double weighting of the center points is motivated by
low=-cruer cancellation of derivatives, The operator is applied
21 a 3n x 3n winuow (usually 3x3 or 6x6), with each weight
applieu to the appropriate nxn average value, The magnitude of
the response is cbtained by taking a square root, as indicated

alOVee

ce1+3. The Mero-vVassy operator

An operator intoduced by Mero and Vassy (Ref 8) is the

simclest onc possivle, employing as a horizontal mask:

1 1
-1 -1

That isy, tne first n/2 rows of the mask are +1, the last n/2 rows
are -1 (for odu cuiameter n, the central row is set to zero.) For
this operatory, the vresponse is measured as the sum of the
avsolute values of the vertical and horizontal responses., (Not
only is this consistent with the “minimum cost” philosophy behind
this «operatory wut it is in this case more accurate than use of
*he szuare root turm.) Clearly this mask is motivated by a simple

moael of an edge as a step discontinuity.

Z2e1e4e Hummel’s onperator

One car lLook at edge operators of this sort as attempts to
Jdescrive tne imaye by expansion in a basis set in which the terms
included h:ve high overlap with an ideal edge (an idea due to

Huecke ly, as noteu cvelow)e Hummel (Ref 9) has gxtended this 1idea
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tocal and regional edge detectors PAGE 2-3

to give maximum overlap for arbitrary a priori estimates of eage
direction. For uniform edge orientation his bases are of the
sort already described, both when only two basis functions are
retained (as in the previous examples) and when four basis
functions are included. The lLatter is recommended as the more
reliable proceaure, and is adopted for the operator tested here.

For & cx6 window, Hummel“s horizontal mask would be:

00 =475 -1.0 -1.0 -.75 .00
—el5 =1.0 =1.3 =13 =1.0 -.45
-¢20 =445 -,80 -¢80 -.45 -,20

«20 445 .80 .80 .45 .20

e45 10 13 1.3 1.0 .45

s00 75 1.0 1,0 .75 .00

Regional operators

no
.
n
-

2e2241e General comments

Regional operators are computationally sensible only if they
can be applied at'many fewer points than their local competitors.
Hueckel originally proposed a sequential scheme for application
of such templatesy poput they are perfectly suitable to parallel
application on a regular pattern of overlapping regibns, with
some means of selection of “the” edge among the several that
mijht be recortec on a given subregion (for this study, the
maximum response at each point in the region was selected). A
convenient pattern is to apply the operators on 2Nx2N regions,
overlapping by N points on every side. The final result is then
a lattice of outputs, each representing an NxN cell, for each of
which a well-determined edge, orientation, and position within
the cell are given., Because of this data compression, it is
probably most accurate to consider the output from regional
operators as being comparable to thinned or similarly processed

output from Llocal operators, rather than to the raw local edge

output.
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Local ano regional edge detectors ' PAGE 2-4

while regional operators aytomatically produce thin edges,
anu have sore advantages over lLocal operators simply because more
of the image <can be seen at one time, the lLarge domains bring
with them scme disadvantages as well, The need to find only one
edye in a region means that one may expect such operators to fail
if “clutter” (closely adjacent edges) or substantial textural
varitation is expectecd within a single region. pifficulty may
alzo arise in distinguishing ramps from wedges (a ramp will
wrocduce larce gray level differences at extreme points of a large
window, ever if it is only just noticeable on a small one).
finatly, the operator may not respond to “real” edges which do

not watch the “jueal” type assumed.

deieie Hueckel”s operator

Huecke L (Ket o) introduced a novel edge-detection algorithm,
which nas prompgtcd a number of recent commentaries (eege. Ref 9).
The &slgorithm <can best be describeo by a summary Llisting of its
Characteris tic features,

First: The chcice of “ideal ec3e” is unusual. 1In fact, for
totn theorcticat and practical reasonsy, what is definea is an
iceal ecge~-line. Two parallel Llines divide a continuous
0iak=-shaged domain into three regions. A template on which each
cf these rejzions has a constant gray-level 1is called an
ec,e~-lLine. To iuentify an edge with such a template, the edge 1is
defines to be ,arallel to the given lines and to lie within the
center regyt .n, wei,htea to Llie nearer the greater gray-level
giscentinuitys - The Peight of the edge is the difference between
the yrey~levels ¢f the two outer regions; the breadth of the edge
is *aken to e tne width of the center regione. (An earlier paper
lkef £.] usec & more conventional edge definitions)

S5ccond: This ¢lass of edge-mocels is specifiable with six
carsneterss A bacis of functions over the disk is specified. It
«ill not ~=enerally be possible to match more than six expansion
coz*ticients of an arbitrary image on the region with the
corres,onding coefficients for any dideal edge-line. One can,

tnerefoure, speak of the best eage as the edge associated with an

e T e B e e T L L T s T e S L

E ol o « « .‘- -
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Local and regional edge detectors PAGE 2-5

edge-line which matches some set of expansion coefficients of an
image most nearly.

Third, Hueckel stated that by restricting a particular expansion
to nine terms, an analytic solution to the optimization was
possiole, while sufficient “extra freedom” was present to allow
the mismatch between a best edge and the given function to act as
a measure ot aage  uacy of the edge description. Hueckel”s final

alyorithmy then, consists of the following steps:

a) Cover the region to be examined by overlapping
approximately disk-shaped windows, within each of which the
Lest edge is to be found.

) In each window, evaluate the overlap of the otserved
function with nine predetermined basis functions.

¢)> Pe rform a calculation to determine the edge-line which
cest fits the agata.

a) If the fit is sufficiently good, the height of the -edge
sufficient, and the breadth not too great, an edge 1is

reported with the calculated parameters.

This innovative approach to edge detection suggests a numoer
of possitle moaifications which might make it computationally
less expensive. However, Hueckel “s basic approach to
ootimication suffers from an error that would appear to hamper
any otvious mouification of the method (noted as Appendix A),
The cractical eftect of this difficulty is largely to make the
farameters obvtwineo for borderline fits extremely erratice

Occasicnally, however, apparently reliable fits are similarly

Skews
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ﬁ- Local and regionadl edge detectors - PAGE 3-1
o
185
"¢} 2« A regional operator on a discrete domain
-
= 3.1« Assumptions of the algorithm
,:
0 Hueckel”s algsorithm is an attempt to find an optimal fit of
:j ' a reasonably aweguate edge model for a region of moderate size,
l:j at moaerate computational cost. To achieve that goal, a
2 continuous <class of edge-models was <chosen so that the usual
analytic procedurcs for extremization of a function <could be
Sj applied, tgain, for simplicity of this kind, the domain chosen
o fcr analysis was a disky, and the procedures used were strictly
b appropriate only for a perfectly resolved (not discrete) imaje.
. The algyorithm resultingy, however, is theoretically inadequate
§~ (Appencix A J, anc might be expected to be rather less reliable on
fj textured dimages than on simpler scenes. It is not obvious that
o any simple modification of Hueckel”s procedure will remove either
- inadequacyy yet regional edge extraction seems a worthwhile idea,
13 at least for comparison with Llocal methods., The edge mogel
?g descricec :elow differs from Hueckel”s in almost every possible
P way =-- except that both are regional operators. (This
: similarity of type in many ways outweighs the differences in
Y detail; in actual use, they are more alike than Hueckel”s and
e Hummel”s onerators, despite the similarities in the underlying
) theory of the latter twos)
9 if analyticity seems unattainable, there is little advantage
ﬁt in using a circuiar domain of definition for the edoe model, and
[y definite practical disadvantages, as disks overlap rather poorly
; compared to rectunyless Further, for domains of the order of 10
", pixels by 10, the graininess of a real digitized image need not
&; be neyligiovle, so an intrinsically discrete model seems
X appropriate.
, What. is an eoze to be, then? Suppose we examine a small,
é rectangular ima,e of a windowe For each separate row, we can
i: surely find a pbest left/right division into a bright side and a

7 e
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Local and regional edge detectors . PAGE 3-2

dark side, witn the dividing line allowed to fall between any
pair of adjacent pixelss If the window overlies a true edge, we
woulc expect all the divisions to be consistent in their sense,
and to well represent the image in each separate row. Moreover,
we would expect the division point to vary in a smooth way from
row to rowe If no edge exists, any “clear” edges from single
rows should bte contradicted by nonexistent or opposing edges from
nearvy rows.

An ed3ze will therefore be called (in this section) “perfect”
if in each row (aﬁc column) it is a perfect one-dimensional edge,
and tfurther, the givision point is strictly monotone as one moves
from the tor of the window to fhe bottom (or from left to right).
The latter restriction is required for the definition to be
symmetric for rows and for columns; it includes all straight
eiyes and mdiny well-behaved curved ones, and excludes jumbled
“eures” that one would not normally wish to call perfects The
resultent ecje templates consist entirely of +/-1, forming two
unifcrm connected regions divided by a monotone boundary. The
corresponcing “perfect” edge would be a scalar multiple of such a
temclatey, plus a constant offset.,

An algorithm for obtaining the template of this type having
maximum overlap with a given ijnput is given as Appendix B. The
mininum mean-squere—-error of fit between a given window and an
ez,2 templste ¢f this class would provide the most rigorous
criterion for the ©best match. As this criterion is not
decomposabl~ (f.¢. a perfect fit over part of the window need
not te part of the perfect fit over the full window), it appears
to reguire : fulL aynamic programming or other state-space search
to assure optimality. This seems computationally inappropriate;
therefore the maaximum sum criterion, which is decomposable, was
selected as the more useful. The given algorithm finds, rather
guickly, a reasonably good edge exemptar for any window.
D.tirization of this quantity will, in many cases, also optimize
the better criterion.

PO SASLRE EE SRR
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Local and regional edge detectors PAGE 3-3
3¢<¢ Description of the algorithm

The point of the algorithm Js wvery simples ~Since the
adequacy criterion being applied is decomposable, the idea is
simply to find the best template for the bottom k rows, then
extend that result to the bottom k+1 rows, iterating until the

full template has been defined.

Let the input picture be represented as I1(iyj)e. First, it
is transformed to have zero meane An intermediate matrix is then

given ty:

A, = B 16,0 10, k)

(on an NxN domain)

N
k=9+1

Tne remaining transform is then:

3(1,3j)
3Ci,j)

A1, §)
AGiyj) + max{B(i-1,k); i>1, k € j)

tach cell of A gives a “score” for a one-dimensional edge
template for its rowy with the positive/negative boundary locateco
between the cell and dits right neighbor., Each cellt of B then
sives the score of a partial termplate, monotone as requirec of an
jgeal edyey, but including only the giver cell and the rows below
ite The ed_.e description is extracted from B8 by beginning at the
last rowy and selecting the element with the largest score.
After an el ement is selected from row j, the element of row j-1
is selectec wnich has the largest score of any cell whose column
numoer s not greater than this cell”“se The edge selected passes
to the right of each of the cells thus <chosens The basic
alyorithm 14s repeated four times (for vertical and horizontal
eayesy with left and right slants) with minor modification. The
eogé with the highest score of the four candidates is the edge

reported by the algorithm,.

Though the uescription above may appear somewhat awkward,
the algorithm exerutes rather faster than Hueckel”s algorithm,

anc cannot exhicit pathological behavior as the Llatter may

.',-;—.". o0 o oy AN o T -~ \..'\." R e L AL Lt wt At e e
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Local and regional edge detectors

4, Experimental comparisons

4ol Me thod

The ex erimental study included two kinds of comparisons of »
the adequacy of the operatorse. The first group of measurements t
) were all of a typee. In each casey » given operator was applied

-,

4 to the “perfect” version of a picture (those used are shown as
Fige lagybycle The operator was also applied to “distorted”
versions of tne same picturey, and the signal/noise ratio '3
measured, #ith the original edge output defining the signal
! strength, 2nd with the difference attributable to the distortion i
interpreted as noise. The distortions examined were

(approximately Proisson) wide-spectrum, uncorrelated noise, edge

clurring, and imposition of an overall Llinear ramp on the entire
picture, AlL of these are common imperfections, and -all
interfere to somc extent with edge extractione.

The intent of making the measurements in this way ds to é
prcvide a measure of consistency which can be applied to atll of §
the operators tested, despite substantial differences in the type
of euze picture produceds Unfortunately, some mental rescaling
{ of results remains necessary, as the broad response of a local 4

: operator invarisably overlaps better with 1its perturbed version k
. than do the narrow edge images produced by the regional *
3 operatcrse The experimental results are shown as Table 1.,

In addition to these stability measurements, the simple
nature of the polygonal images atlowed a comparison of ideal

1 values of edge parameters with ¢the extracted values for the 5
undistorted ima.es, as well as for a single “distorted” version, {
blurrec over acjascent points then combined with Poisson noise (as

) in the earlier test) giving a signal=-to-noise ratio of about 2:1. )

The results of these measurements are given as Table 2.
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(a) (b) (c)

Figure 1. Test images.

a,b: Synthetic polygonal images.
(Edges are inclined at
integer multiples of 5°
from horizontal.)

c ('girl'): "Real image for
reliability study.
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Leccal ana ragional edge detectors PAGE 4-2
4e2e FKesul ts ang Discussion

Ltelele Loc al operators
442e1s1s Generai

ALl of the Llocal operators tested were able to detect
distorted edge directions on small (6x6) domains to an accuracy
’ of about 1) degrees. Edge magnitude was normally accurate within
ctout ten percent. On larger (9x9) regions, angular resolution
was improved (though at substantial computational cost) but ramps
regan to «cecome a significant source of spurious response.
Accuracy measurements were included on 12x12 domains for
comparison witn regional methods, though local operators are very

costly on such large domains.
teielece Tha Sovel and Mero-Vassy operators

Though thesc operators are of comparable accuracy when
arpliec on regions of the same size, Sobel”s operator seems
uniformly superiur, ana not much higher in cost than the simpler
Mero=Vassy Opelrators some of the difference is systematic, and
coulc be siminishec by wuse of a slightly modified angle
calculation in the Mero-Vassy case, but on typically ndisy images
tnis effect woulc Llikely be neagligible compared to the local

irrecularities.
beZele3e Hummel“s operator

This ouverator is computationally more expensive to apply
tnan the <other Llocal operators and, on very small domains, not
very differ:nt in response. On larger regions (9x9) it is better
asle to reject Low-frequency imperfections, such as ramps anc

off-center :2dgjes.
4eZece Regional Operators
The two ojerators performed similarly in these tests.

Sescite th= theoretical shortcomings noted, Hueckel”s operator

wias accurat: to within a few degrees 1in the presence of milag

L Gt g GG B SIS S 34
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Local and regional edge detectors PAGE 4-3

noise or blurriny, while edge height was similarly accurate. The
discrete edge operator, as it does not report an angle directly,
was compared by matching the actual edge points reportesc within
the 1images examineas No substantial differences were found on
relatively undistorted windows. The discrete operator, however,
was Lless cffectea by the presence of imperfections., Eoth
operators produce goodness-of-fit measures that can be used to
cCause a “no eu.e” response if the edge fit doesn“t meet some
criterion. For coth, these bounds were made as permissive as
cussible, as for wuse with higher-level processing “btest guess”
edges are of far more use than .simpty “not-edge” . In a few
casesy these Llax <criteria allowed ridiculously bad parameter
estimates to be output by the Hueckel operator. Where this
occcured, .these responses were not included in the accuracy

estimates, tut tne resulting measure is marked by an asterisk.

becoele Gen~ral remarks

In comparin, operators for wuse with higher-level picture
processing systems, it dis clear that, for better or worse,
rec;ional op2rators are best thought of as already ©processing
their output somewhat, compared to local operators. As a result,
regyional oceratours provide their information in a rather more
compact form, anc may well be preferred for that reason for the

retatively expensive processing of Later stages.

The scecific comparisons revealed nothing surprisinge
Accuracy in anjular dinformation, 1in the presence of slight
aistortion, was Largely a function of the area of application,
not ocf the -perator selected. All operators were comparably aple
to find the size of the edge in their domain, A particular
feature of the Hummel, Mueckel, and discrete regional operators
is that atl report some sort of goodness-of-fit measure as a
result of t*e fitting process itself. For the other operators,
accurate extraction of such a quantity would be more expensive

than actual apgplication of the edge operator.
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Local ana regional edge detectors ‘ PAGE 5-1

S« Appendices

A: Hueckel“s =dge/Line algorithm

In Hueckel”s 1973 description of an edge/ line detection
algorithm (Ref 8), as in an earlier, similar paper (Ref 6b), great
stress is placed on the theoretical basis for the algorithm opeing
introduced. A major point of this algorithm is that determination of
the optimum values of the edge-line parameters can be carried out
enalytically, recucing by elementary means to the solution of
gquartic equation in a single variable, plus a few simple ancillary
eausticnse Independent of the effectiveness of the algorithm in
cractice, it is important to realize that the analytic method
Jdescriceu need noty in facty give optimum parameter valuesy, and that

the “proof” of its adeguacy was incorrect in an essential way.

A brief cuttiine of the attempted procf is sufficient to make the
zifficulty clear. 3Siven expressions for the nine basis coefficients
for an id=al eadge~-line described by the parameters o and
(x1yeeeyx5) = “tuple”y, it is required to find values for 6, tuple

which minimize tne expression
N = (a(i) - s(i: &, tuple) ) ,

where the a(i) are measured coefficients, and the s(i) are “ideal”
values., The apprcach taken was to notice that the above expression

coulu te rewritten as {
N = a (i) + f1(6 , turle) + f2( 6 ),

In this expressicny the first term, being inderendent of the
oarameters, <oes not affect ¢the minimization. For each @ , the
ajuation f1( © , tugle) = 0 was shown to be analytically solvable.
Thusy minimization of N was stated to amount simply to minimization
of f2 as a function of theta, followed by evaluating the best “tuple”

values for that cptimum theta value.

The avove proceaure would, in fact, minimize N iff f1 coulad tLe
shown to be nonne,atives For real parameter values, this is in fact
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the cases Unfortunately, solution of f1 = 0 requires, in general,
complex values for some parameters. When complex parameter values
are allowed, f1 is no lLonger non-negative, and zero need not be an
extreme value, Therefore,'uhenever complex parameters are obtainec
oy Hueckel”s altgorithm, it has failed to determine the optimum
sarameter values for the edge. (The explicit algorithm included in
Ref & always selects the real parts of <complex parameters as the
octimizeu values actually reportede This aspect of the algorithm is
nowhere cescribea or justified in the text, and does not regair the
jnaccuracy notec.) Moreover, assuming the optimum f1 contribution
always to be zeroy when it sometimes is not, causes the algorithm t¢
mcke excessively optimistic estimates of the reliability of such

misassignment s,

A relate  difticulty, rarely encountered, is that while the
sntire uomain visible to the operator is descrited by an “r”
carameter. petween UL ana 1, it is perfectly possible for the algorithm
to report an edge at r=2, for instance, completely outside the
ovserved regicon. There is no reason why such an “edge” should not bte
founa to be highl, reliable. Both these sorts of eccentric behavior
are rarey, and can ce explicitly watched for by the algorithm, which
coula then assume that no edgey, in fact, was present. They are,
how2ver, outs ide the framework of the discussion of the method
provided oy Yueckele This sort of difficulty seems to appear in any
smnall mocification of the method intended to retain the general
structure while uecreasing the computational loady or while using a
setter-nehavec, rectangular domain. It is largely for this reason

that the regsionai operator introduced 1in this paper takes such a

different foras fron Hueckel“s.
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3: A discrete,y regional edge detection algorithm

procedure edge(inputy,succeedstemplate);
integer array input, template;

zoolean succeed;

<<gparams criterion = minimum total edge response in the
region consistent with the existence
of an edge. >>

cesin
integer array NORMAL{1:size,1:sizelyAl1:size,0:sizel,

“TflisizeyUssizey1:4];
<< ** * norpolize jnput *x*x >>
forr_ncrmnalized_inputCINPUT, NORMAL);
<< ry summing over the region to get the mean value,

then subtracting throughout >>

Sudsar = sum_of_squares(NORMAL);

succeec = “false”;
if(SU™Sa lss criterion) then return
eLse

<< »*% form input transforms #**%>>

vegin
for JP:= { step 1 until size do
for X:=1 steo 1 until & do
vl1,4 FyK1 = ALI,JPI;

for I:= T steg 1 until size do

segin
CLI40%413 = ALIZJPI+max{BlI-T,Ky1] : K Lle JP);
w0I190792) := ALI4JPI+min(BLI-1,Ky3] : K Le JP);
L{1,37y37 22 ALI,JPlemax{(BL1-1,Ky2] : K ge JP);
blIgdPybd = ALLIyJPI+min{(BLI-1,Ky4] : K ge JP);

enag;

PAGE 5-3
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<< *x* th 'n extract the optimum edge template *** 3>

crocedure t-st(inal,ina2,sign,position,value,which’;

intezer indl, indd, which;

integer srray nosition

real sijgn;

real arr2y valiue;

sesin

f if _Zind1l,inc2,which] > sign*valuelwhich] then
vecin

vilue[wnichl := BLind1,ind2,whichl;

po itioniwhichl := indZ;

! enc,
!

f for K=l istee, b untat 4 do edgelbkil == B[N,O.Kjf

for d::=1 steo 1 until N co

cesin
t2"t(NyuFy1e9possedge,1);
test(nydPy=Teyposseage2);
testlimyJPy1e9posyedge, 2);
test(NyuFy=1eypossecge 4);

cny;

mest := celect_max(edgelkl, K:=1 to 4);

<< set “Lezt” to incex of template with maximum score >>

for T:=%=1 step =t antil 1 <o

for J%:=4L step 1 until N do

| if —est=1 anc JP le edgel1] then test(I,JPy1.yFrosyedge,1);
if rest=c ang JP le edgel?] then test(I,JP,-1.,p0S,edge,2);

and JP ge edgel?] then test(I,JP,1.,po;,edge.3);

if ~est=4 anc JP ge edgyel4] then test(I,JP,-1.,p0oSsedge,4);

-
S
)
w
-t

n
L

tempolate 7JPS := ecgelbest];

|
.

i
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