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SUMMARY

Technical Problem
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Network Analysis Corporation's contract with the Advanced Re-
search Projects Agency has the following objectives: (1) to study
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the properties of packet-switched computer communication networks

»
Ll N |

el
}l

for local, regional and large scale data communications, (2) to
develop performance measures and analyses for integrated command,

ol

control, and communication networks, (3) to determine the cost/
throughput/reliahility characteristics of large packet-switched

networks for application to Defense Department computer communica-

tion requirements, and (4) to apply recent computer advances, such

as interactive display devices and distributed computing to the &

analysis and design of large scale networks.
C ) (n I3
- ~ /. .
General Methodology fre ck “‘é
< J,an’r C/g
. 0"/-1 ,'\-*L)
The approach to the solution of these problems had been the
simultaneous:
. Study of fundamental network analysis and design
issues.
. Development of efficient algorithms for large
scale network analysis and design.

. Development of an interactive distributed dis-
play and computational system to deal with
large scale problems.

. Application of the new analysis and design tools
to study cost and performance tradeoffs for large
systems including both terrestrial and satellite

links.
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Efforts have concentrated on the following areas:

. Packet Radio System Network Studies.
J Packet Radio System Network Algorithms and
Controls.
. Local and Regionél Data Network Performance
ASERS and Cost Comparisons.
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. Integrated Scale Packet-Switched Network Costs
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and Performance.

! 4
S

. Support Facility Development.

Technical Results

Major accomplishments achieved during the reporting period in-
clude:

. Alternative architectures for liocal, regional,
and large scale integrated networks were defined.
Models and measures for throughput, delay, and
reliability for the network alternatives were
developed. An array of individual network anal-
ysis and design programs, which previously oper-
ated in stand-alone modes, were integrated in or-

der to perform a family of network architectural

design studies.
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. A major study of alternative Defense Communication
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design strategies for data networking was completed.
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The study encompassed optimization of 35 separate
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DOD data communication systems, and integration
of these systems using multiplexing, concentra-
tion, and packet switching. Overall network de-
signs for AUTODIN II were developed. The use of
a fully distributed ARPANET for handling unclas-
sified DOD communications was investigated. Costs
for providing high reliability to critical users
and end-to-end and link by link encryption for
designated secure users were calculated, as were
hardware, access and backbone communication line
costs for projected 1976 DOD traffic leels.

. A plan for evaluating the applicability cf broad-

cast packet techniques on satellite channels for

the Defense Communications System requirzments
was developed. This forms the basis for ARPA's
Atlantic Satellite Tests scheduled to begin in
fiscal year 1976 and for the evaluation' of the
use of packet satellite technology in an inte-
grated command and control communications environ-

ment.

. The ARPANET design tools were made available to
DCA personnel via the ARPANET. The tools are
presently being trane“srred to DCA computers,
and DCA/DCEC personnel are being trained in
their use for their AUTODIN II studies.

. A design for testing the performance of the packet
radio signaling scheme on an in-house laboratory

packet cable system was completed.
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. A joint experiment with Project MAC in distri-
buted computing for solviﬁg network problems was
completed. This experiment involved use of AR-
PANET, an IBM 360-91, two PDP-10's, and an inter-
active terminal and was aimed at facilitating the
use of batch processing for large network problems

while operating in a timesharing mode.

. The interactive Network Editor t» serve as a gen-
eral tool for establishing, editinrqg, and displaying
network data bases was completed.

. Packet transportation protocols, initialization
procedures, network monitoring, control proce-
dures, routing algorithms, and-labeling algori-
thms were developed for the experimental Packet
Radio System. Specifications for station pro-
grams and procedures for initialization, connec-
tivity monitoring, and stability control were
developed. Station-to-station packet rhdio unit
communications procedures werc devised. Defini-
tions of packet types, packet headers, and for-
mats were produced. Procedures for monitoring,
control, and measurements were integrated. En-
hancements of the simulation system for the
packet radio network were incorporated and re-
cent proposals for modification of the hierar-
chical routing algorithm for the experimental
system were implemented within the simulation

program and tested.
. The Packet Radio Simulation System was extended

to handle multi-station systems. An efficient

initialization procedure was dcveloped, installed

iv
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n in the simulator, and the times required for
‘ total network initialization under various
operating conditions were determined.

o W,

This report summarizes major accomplishments during the re-

A |

. porting period as well as tasks in process. The body of the report
describes detailed results in the area of Packet Radio. Extensive

descriptions of procedures for Packet Radio Network initialization,
connectivity monitoring, and stability control are given. These
issues are addressed at two levels: (1) procedures proposed for
implementation in the Experimental Packet Radio Local Area Demon-
stration System, and (2} extensions and additions for application

in second generation DOD systems.

Department of Defense Implications

The Department of Defense has vital need for highly reliable

and economical communications. The results achieved over the re-

porting period establish that packet switching can be used for
massive DOD data communications problems in a cost-effective manner.
n A major portion of the cost of implementing this technology will oc-
cur in providing local access to the netwofks. Hence, the develop-
> ment of local and regional communication techniques must be given
high priority. The results on packet radio demonstrate that this

technique can provide rapidly deployable, reliable, and efficient

AN NG L i

local access networks.

L s ik "l

Implications for Further Research

Further research must continue to study the practical issues
involved in the integration of DOD networks. Research must in-
clude investigation of tradeoffs betwecn terminal and computer

density, traffic variations, the effects of improved local access
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._ schemes, the use of domestic satellites in broadcast mode for

‘ backbone networks, and the effect of link and computer hardware

- variations in reliability on overall network performance. The
potential of these networks to the DOD est.blishes a high priority

= for these studies.
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CHAPTER 1

SUMMARY OF ACCOMPLISHMENTS AND TASKS IN PROCESS

1,1 LOCAL, RE"TONAL, AND LARGE SCALE PACKET DATA NETWORK
PERFORMANCE AND CO3T COMPARISON

During previous contract years, a variety of tools were devel-
oped to allow economical cost/performance tradeoff studies within
the local, regional, and large scale packet-switched network environ-
ment. The goals of the current year's study have been to evaluate
an array of candidates for potential technologies for local, regional
and large scale integrated data networks. The goals have beermn
to determine the conditions under which one technology is preferable
to ancther, ard to developr a multi-dimensional picture of cost
and performance tradeoffs for integrated networks including satellite,
ground radio and terrestrial links.

At the initiation of the curreat contract year, few adequate
methodologies were available to predict cost and performance for
large networks. However, during the preceding contract year,
laboratory hardware and software had reéched £he stage where a
number of significant, never previously attempted investigation
could be uridertaken. These investigations required the integration
of families of computer programs and techniques which previously
operated only in stand-alone modes. In addition, methods of com-
parison for alternative systems had to be developed, and analysis

and design medels had to be extended in order to perform comparisons
of various network alternatives.

Progress during the current contract year has been substantial.
All of the previously projected tasks have either been completed or
will be completed within this year. In addition, major inputs for
the evaluation of DOD networking strategies have been provided, and
the transfer of applicable network software to the Defense Communi-
cations Agency was initiated. Major accomplishments during the
year are summarized as follows:
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E E . Alternative architectures for local, regional
y and large scale integrated networks were defined. The
?, architectures consist of multiple hierarchical levels,
T with packet switching and packet satellite technology
" used for backbone éommunications, multiplexing,
; concentration, and polling techniques used for local
. access. Alternatives for communications carrier '
j: selection, topological structure, and backbone switched
_ implementations were derived.
- . Models and measures for throughput, delay, and
" reliability for the network alternatives were
¢ developed. The performance models developed o
allow efficient designs of the global backbone
. ne :work and for each of the individual local
access networks. The techniques derived enable
E the verification for each subsystem that indivi-
dual reaquirements are met at each step of the
& design process.
! . The array of individual network analysis and design
_ o . programs, which previously operatéd in a stand-alone
. ;ﬁ mode, were integrated in order to perform the network
;; % | studies. Major steps in the integration include:
i 5 - Development of an efficient data base
i structure for the system parameters including
: &‘ host and terminal location:c; traffic volumes

.

and characteristics, and backbone switch

T

v candidate locations.
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l - Integration of local access and bac<bone
network design modules to enable the

| automatic design of the overall network,
given the requirements and the backbone

- node locations.

' - Development of an interactive graphic

A capability for the purpose of display-

s ing network topology and important

i  graphical properties, and enabling
manual intervention at any stage in

s the design process.

C Complete development of a grapnical network editor
system, including a network file management sub-
- system, macro input capabilities, a hierarchical
. tutoring system for novice users, and a non-graphical
transportable subsystem which operates with any stand-
ard interactive terminal. The system has been used in
project for ARPA, DCA, and the Army Material Command
iF (AMC) , and portions have been transferred to DCA and
the AMC,

. The suitability of alternative network approaches
W for use in local and regional data distribution were
evaluated for the AUTODIN II environment. Alterna-

tives included were dedicated point-to-point lines,
- multiplexing, and concentration within the local

access area. For 35 ADP systems, the following

r-r
X #
L4

%

alternatives were addressed:

"y

[ - Separate systems with hosts and terminals
on dedicated lines.
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- Separate systems with local line
sharing, using concentrators, multi-

plexers and terminal control units.

= Separate systems with local and
regional line sharing using the

same array of devices.

- Limited system integration, through
intersystem line sharing.

User requirements including cost, reliability,

survivability, security, traffic volume, and

delay wer= explicitly addressed and <he com-

paritive costs of these alternatives under the

same set of performance requirements was derived.

A design for testing the performance of the
packet radio signalling scheme on an in-house

laboratory packet cable system was completed.

The ARPANET design tools were made available

to DCA personnel via the ARPANET, The tools

are presently being transferred to DCA com-
puters, and DCA/DCEC personnel are being trained
in their use for ongoing AUTODIN II work.

An extensive and detailed study of alternative
integrated network packet switching approaches

for AUTODIN II was completed, The terminal and
traffic requirements for 35 ADP systems containing
87 host computers, and 1,103 terminals generating

1.26 megabits/second traffic were examined. Designs

fcr three basic network approaches were developed:
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= A fully integrated network with
packet switches located at 8 AUTODIN I
store-and-forward switch sites.

- A fully integrated network in which
switch locations are selected to mini-
mize the overall communication line
plus hardware costs without regard to

specific security issues at each site,

- Two independent packet-switched networks,
one handling only encrypted traffic
generated by the 12 systems requiring ¢
encryption and the other handling all
remaining traffic. .

. For each of the above alternatives the cost impact of
two different packet switch aiternatives was assessed
as were the costs of link and end-to-end encryption.

. A model for studying the impact of channel priorities
on integrated packet network delay performarce was
developed. This model allows the evaluation of network
delay for different classes of messages under given
channel priority structures. The model is currently
being applied to the AUTODIN II network example to
evaluate the effect of priorities on average delay,
throughput, and buffer utilization, and to establish

criteria for the selection of efficient priority schemes.

C A program and procedure was developed
(jointly with Project MAC) to facilitate
the use of distributed computing on ARPANET

8 s e B e e
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'n for large network problems. The procedure
was demonstrated via an IBM 360-91, two

; PDP-10's, and an interactive graphics terminal

= for a number of large scale network relia-
bility problems. The new procedure provides

E < much faster turnaround time for solving large

; network problems. It eliminates the need for

a user to have explicit knowledge about the

status and control language of the 360-91 and

%-j; automatically handles all communications be-

: tween the PDP-10 and the 91, If, for example,

% n the 91 is down when the interactive work is

: e being done on the EDP-10, the connections,

- file transmissions, and job submissions are e
A if made automatically when the 91 comes up, and

% the output is automatically returned to the
i PDP-10 when the 91 completes the computation.
This allows a variety of parallel computations
2 to be going on and increases the efficiency,

effectiveness and power of the network design

! programs.

. A plan for evaluating the applicability of
L. broadcast packet technigues on ‘'satellite chan-

nels to the Defense Communications System was

developed. This plan will form the basis for
the Atlantic Satellite tests scheduled to be-
gin in FY-76 and for evaluation of the use of
packet satellite technology in an integrated
DOD command, control and communications network.

The plan addresses the requirements, measures

L of performance, user profiles and traffic analysis,

2
r

i
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E conduct of the experiment, and technical support

l activities. Additional efforts required for the
.

satellite tests and associated technical support
;: activities are also identified.
s
- . The impact of satellite technology on large DOD

data network integration is currently being studied.
A variety of ground station options, including
domestic satellite carrier sites, medium and large
private satellite station installations, and roof
top antennas are being considered. For each alter-
native cost, bandwidth, and reliabilityv character-
istics are being assessed. Alternatives under

study include: '

-~ - Integration of terrestrial and satellite
links at the backbone level.

- Backbone network implementations exclu-

o sively using satellite 1links.

F -  Satellite access modes (ALOHA, Reserva-
’ tion, etc.).

= Strategies for the selection of ground

.. station number and location.

The explicit cost and performance profile using

o satellite téchnplogy will be evaluated for the
< AUTODIN II example.
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u 1.2 GROUND PACKET RADIO TECHNOLOGY
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Network Analysis Corporation (NAC) has been actively involved
in the Ground Packet Radio Technology Project since its inception.
NAC's contributions have been in the arcas cf packet radio system
architecture, the study of channel configurations, the study of
tradeoffs of various hardware design proposals, the development of
routing algorithms for reliable and efficient packet transportation,
the proposition of communication protocols which take advantage of
the propert:ies of broadcast networks, and the development of tools
for quantifying network performance.

NAC's efforts during the current contract year have been di-
rected towards the following goals:

Lo To determine the effect of various hardware and
software design decisions on network performance, to
determine a performance profile for the packet radio
system, and to calculate effective network operating
parameters.

208 To develop, validate, and specify, in detail,
network algorithms and protocols for the efficient
and reliable operation of the experimental packet

radio system.

A T W W o Mg Pl = g2
F
w

- 3. To develop necessary support facilities to carry

i

out various system studies and algorithm development.

This includes the development and continued enhance-

]

-
R
M

ment of a dynamic system simulator which accurately
models the essential aspects of system performance

I including message flow, device logic, and algorithms.

o

T
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n The remainder of this section details specific accomplish-
- ments during the current contract period. Goals, nceds, and

B proposed tasks for further activity in the Ground Packet Radio
area are discussed in subseqyent sections of this chapter.

- During the contract year, substantive progress was made
! towards the project goals. Accomplishments include:
E; . Defined a complete set of protocols, procedures

» and algorithms, for implementation in the packet
- radio experimental system. These included:

{ = A virtual link communication protocol

between a terminal and a station: This

is an intra packet radio, end-to-end
protocol with the capability of sup-
porting various degrees of terminal

r
n sophistication.

= Packet transportation protocols: These
include a hop-by-hop echo acknowledgment

- protocol, a search protobol_uSed by the
alternate routing algorithm and by termi-

ﬁ: . nals for connecting to the packet radio

network, channel access protocols, and

e a single hop packet transmission protocol.

= Network initialization procedures: This

i set of procedures is used after network
deployment to transform a set of repeaters
and stations into a connected initialized

network capable of efficient packet trans-

e el i gl Ll ol s

{' portation. The functions performed by the

' 1.9
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l procedures include: mapping of functional

' location of devices, mapping the local ccn-
nectivity of devices, and a procedure for
cending initialization information to re-

= peaters, '

"\'

) - Network monitoring and control procedures:

W These include a procedure for monitoring the

‘ operational status of repeaters and terminals

ij in the network, a procedure for monitoring

- network connectivity and determining when

oo routing information assigned to repeaters

) should be modified, and a procedure for ob-

. serving traffic flow and determining when N

1 control information should be dispatched.

- - Routing algorithms: These include a routing
algorithm which does not require a priori

i: information, (for use during network initiali-

- zation to speed up the initf:ialization process),

| and a reliable and efficient routing algorithm

G for packet transportation in an initialized

o network.

- - Labeling algorithms: Two algorithms were pro-

posed: one which determines the set of repeater
labels to satisfy predefined requirements

for the entire network, and an algorithm which
determines labels for a specified subset of
repeatevs to minimize changes of lezbels of re-

peaters not in this subset. The latter is

1.10
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applied during network operation when changes
in network topology occur, and is required to
minimize the communication time for updating
routing information and to prevent the dis-
ruption of communications in the part of the

network not needing changes.

Specification of station programs and procedures for
initialization, connectivity monitoring and stability
control, This task included:

- Development of data structures and funda-

mental updatiny algorithms: The data struc-
tures maintain the connectivity of a re-
peater, its operational state, the set of
operational parameters, and the various
states related to initialization and per-
formance. The fundamental algorithms pre-
sented are those which are most suitable

for those operations most frequently per-

formed in maintaining the data structure.

- Specifications of the functional inter-

face of the station algorithms with the

communication protocols at the station.

- Station programs for initialization and

labeling: These include a program which
processes the "repeater-on" packet, a
program for constructing a "label" packet
to a repeater, a program for processing

the end-to-end acknowledgment to a label

1.11
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n packet, and . program for scanning the

active repeaters and determining re-

.~ initialization needs,

- - Station programs for monitoring device

2 status and network connectivity: These
include programs for maintaining status

£ of terminals, the station front-end packet
radio unit, and the repeater. The programs

e . erase "old" information related to network

‘ connectivity and r:peater initialization

. status, and reconstruct same from "new"

& information. The programs maintain the
status of the data structure related to
the reinitialization needs.

Stability control programs: This task

g
1

involved the initial proposition of a

set of programs to process incoming

¥ e ot |
e

-
¥

packets to observe the traffic level

and traffic sources in the network, and

E A
*
o

to determine the operational parameters
- which must be changed to prevent network
overload and traffic instability. Most
- of the functions which relate observa-

tions to controls will be manually operated

in the experimental system until further
experience is gathered.

. Station-to-packet radio unit communication procedure.
The packet radio unit can be & repeater, a terminal
o front-end, or a station front-end. The task included:

e s T T T T R
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- Basic station-to-packet radio unit
protocnl, characterized by one out-
standing pac' et between a packet radio
unit and a station, and an optional end-
to-end acknowledgment from the packet
radio unit to the station this protocol
assumes that the connections between the
communicating devices are always open.

-+ It is an asymmetric protocol in which the
station originates almost all communica-
tions, and the protocol at the packet
radio unit is very simple and confined

to responding to the station.

- Extended station-to-packet radio unit
protocol, characterized by adding to
the packet radio unit the functions
of end-to-end retransmissions and ack-
knowledgment. The extended protocol in
a terminal front-end can serve simple
terminals as an intra packet radio end-

to-end protocol.

- Functional interfaces of the protocol
with the processes it serves and with
the lower level communication protocols

it uses.,.

Definition of packet types for the experimental
system. The types defined constitute the minimum
set required to perform the communication and con-
trol functions; these include: information, end-to-

end acknowledgment, repeater-on packet (for control)

1.13
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pick-up packet (for measurements), and load/dump

packet (for control, debug and measurements}.

Definition of a packet header format including an
ordered list of fields corresponding to various

level communication protocols.

Integration of monitoring coni:rol and measurement
procedures: This task integrated the procedures
and the functions of the processes at the packet
radio unit and at the station. The interfaces

of the various programs were outlined and the
measurement task was incorporated as one of the
functions within the package of control programs.
Emphasis was placed on the various levels of
stability control functions recommended for im-

plementation.

Routing Algorithm for packet switching broadcast
radio networks: For this task, the properties

of packet transportation in broadcast radio
networks were identified and compared with

“hose of point-to-point networks. Three routing
algorithms which take advantage of the properties

of broadcast networks were perfected. These are:

- A broadcast routing algorithm which
provides high reliability at the ex-
pense of high overhead. Its advantage
is that communication nodes need not

have any information about network

topology.
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ﬁ - A reliable and efficient routing al-

: gorithm for broadcast radio networks

: o under the control of stations. The
algorithm performs point-to-point

n packet transportation in the broad-

cast network.

= A reliable and efficient directed
broadcast routing algorithm. The
£ algorithm is suitable for distributed
networks, but is not strictly a point-
b to-point algorithm. It is not suit-
able for highly mobile network nodes.

. Connectivity monitoring, initialization,; and stability

4 centrol in second generation packet radio networks.

‘ The algorithms and procedures for the functions identi-

i fied for the experimental system, were based upon a

) pragmatic tradeoff between capabilities of the original
packet radio units, ease of implementation and simplicity.
Increase in efficiency can be obtained by improved rout-

; | ing labels, reduction of time delay for initialization

33 , and for updating the routing information. The areas

addressed by this task provided preliminary description

o of an enhanced family of initialization and control
- procedures including:
.
4 0 = Network initialization: A faster
initialization'procedure for map-
; ) ping global topology and local con-
% ) nectivity was proposed. This was
. {‘ obtained by introducing traffic by
the station to stimulate repeater
e
W
! 1.15
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E activities. A criterion for optimum
%z labels was proposed, as was an algorif }
thm for optimum relabeling.
L. i
A - Additional procedures for monitoring .J
%f status of network devices and connec-
- tivity in multi-station networks were
ls devised. 1In this case, the station was |
i assigned the capability of initiating
a procedure to verify changes in con- . i
S nectivity rather than_ acting as a pas- ;
sive information sink. v é
k-
ts s
= Stability control procedures and ini- i

tial considerations of load balancing. .

. A new reliability proceduré, which provides exact solu- !

tions for relatively small packet radio networks in
much shorter computation time than previous methods i
waé developed. This procedure can be used in an

interactive design mode to optimize the number and

location of repcaters to meet specified reliability

W e g

criteria.

Enchancements and extensions of the basic simulation program
developed for the Packet Radio Project include:

9 . Enhancements of code efficiency and reliability. ?
X Improvements include addition of self documenta- i
N tion, reduction of running time, addition of new ?
ii performance measures, and extension of output .

P ]

capabilities.
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. A variety of recent proposals for modification
in the hierarchical routing algorithms were

implemented and tested.,

. Zero capture and perfect capture capabilities

of receivers were implemented.

. A set of preliminary initialization algorithms
and protocols were implemented. Initial time
estimates for mapping network connectivity and
for sending labels to repeaters, in a single
station network, were obtained. The results
obtained were instrumental in devising a new
family of procedures'for implementation in the

experimental system.

Tasks currently in progress which will be completed

present contract year include:

. Communication protocols: This is a systematic
derivation of protocols in data communication
networks and a detailed outline of the set
which constitutes the packet radio protocols.
The protocols are being classified into hier-
archical levels, with a correspondence between
protocol léve;s, sections of the packet header
and programs which process these. The packet

radio protocols include:

Inter packet radio unit protocols,
* consisting of the radio communica-
tion protocol and the channel access

protocol.
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- End-to-end protocols between devices in
the packet radio network, consisting of
the hop transport protocol, the station-
packet radio unit protocol, initialization

procedures, and network control procedures.

. 'Preliminary analysis of stability control in the packet
radio network, Simple analysis tonls are being developed
for modeling various levels of stability control. These
inéiude:

- Single hop control parameters.

- End-to-end protocol evaluation.

i n - Evaluation of input rate control.

[ 3 - Evaluation of centralired (global)

S control algorithms.

I! ! . Efficient computational techniques for reliability
. analysis of broadcast radio networks have been

G developed. Reliability is computed as a function

g of node (repeater and station) failures. Relia-
bility measures include: Probability that all up
repeaters can communicate with the station, the
expected fraction of repeater pairs which can com-

e municate through the station, the expected fraction

of repeaters which can communicate, probability

that each repeater can communicate with the station,
and probability that a specified pair of repeaters

can communicate. The reliability procedures developed

] will be used during the remainder of the contract
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period to derive basic relationships between packet

radio connectivity and reliability.

E 0 Comparison of network performance for zero capture

""v_.l
.
" gl

and perfect capture receivers. The objective of
this study is to determine whether improved capture
results in significant improvement in network per-
formance, thus, justifying the development of re-

E peaters with improved reception capabilities.

X . Evaluation of network performance as a function of
£ the maximum number of transmissions per hop used

by devices. This study is being performed for a
single station and moderate connectivity, thus,

resulting in a large number of hops. The objec-

TT—

-

tive is to determine the maximum number of trans-

missions, possibly as a function of the number

v
LG

of hops from the station, for practical systems.

! 0 Evaluation of network performance as a function

’ of terminal-to-repeater and repeater-to-repeater

NE data rates. The objective is to quantify the im-

| provement in network performance as a result of an
increase in the repeater-to-repeater data rate.

' = This will enable one to determine the proper ratio
of data rates, for potential DOD system applications.

. Initial study of network performance as a function
of the number of stations. The study is preliminary

because station-to-station protocols have not yet

i; been defined. The objective of the study is to de-
— termine the increase in network capacity and/or the
[ reduction in delay that results from additi- of a
“~
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station. This should lead to some initial
guidelines for determining the required number

of stations in a packet radio network design.

Incorporation of current initialization pro-
cedures and algorithms, to be used in the

experimental system, into the simulation program.

Estimation of time delay for network initiali-
zation and determination of the values of para-
meters used for initialization. The traffic
rate during initialization will depend on the
number and location of repeaters and stations,
the connectivity, etc. These factors are cur-
rently unknown under general network deployment.

The objective of this task is to estimate the

~interval between the emission of repeater-on

packets and the time out for sending labels to
repeaters, so as to minimize the nétwork initiali-
zation time. The results will be quantified as a
function of the number of hops of repeaters from
the station. l

1.20
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CUAPTER 2

PACKET RADIO NETWORK: STATION ALGORITHMS FOR INITIALIZATION,
CONNECTIVITY MONITORING AND STABILITY CONTROL

2.1 INTRODUCTION

The packet radio system is a broadcast data network aimed at
providing local collection and distribution of data over large geo-
graphical areas. The system is designed to be economical, reliable,
secure, and conservative of spectrum.

The Packet Radio Network (PRNET) includes three logical de-
vices: Packet Radio Terminals (PRT's), Packet Radio Stations (PRS's),
and Packet Radio Repeaters (PRR's) (see Figure 2.1). o8

The Packet Radio Terminal consists of:

1. A device which sends or receives digital data,

together with

2. An interface to the rest of the Packet Radio

Network.

The basic function of the Packet Radio Repeater is to provide
a network for connection of ferminals to one or more stations, theréby
increasing the size of the area that can be served by a station and
providing paths to alternate stations to insure reliable communications.
The Packet Radio Station performs accounting, buffering, direc-
tory, traffic stability control and routing functions for the overall
system. Furthermore, in the more general case, the PRNET may inter-
face with other higher level networks in which case the station per-
forms the functions related to "gateway control."
The physical implementation of these logical devices is based
on the Packet Radio unit (PR) which is an RF transceiver together
with a microprocessor, operating system, and appropriate inter-
facing electronics. 1In the’r simplest manifestations, a Packet

Radio Terminal is realized as a digital data I/O Device linked to

2'1
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PACKET RADIO NETWORK

FIGURE 2.1

; 2.2
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a PR which acts as the interface to the PRNET; The Packet Radio
Repeater as a stand-alone PR, and the Packet Radio Station as a
minicomputer and a PR acting as the interface to the PRNET, The
PR is a versatile and general radio data communication device in
that its logical function can be easily changed by reprogramming
the microprocessor.

The PRNET is characterized by a Centralized Network Architecture,
in which repeaters are provided with the minimum functional capa-
bilities (mainly for relaying packets); whereas the station is
given all the extra capabilities needed for reliable communication.
In particular;'it is assumed that:

1. A repeater does not have any information related to the
existance or addresses of other repeaters or stations to which
it can transmit packets.

2, Repeaters do not have the capability of updating their
operating parameters (e.g. the number of times a packet is
transmitted before it is discarded).

3. The station learns the network connectivity and assigns

and updates (via control packets) the above.parameters.
p

The algorithms of the station for performing the task in Item 3
are presented in this chapter. Other aspects of PRNET operation,
not directly related to these algorithms, such as routing algo-
rithms, communication of regular information packets, acknowledgment
schemes, etc., are not discussed in this chapter. These are pre-
sumed known, and can be found in [NAC, 1974].

For the purpose of the discussion in this chapter we may
consider the software of a packet radio device as being composed
of two parts: communication protocols, and destination programs
(or processes) of the device. Furthermore, we may assume that the

communication protocols are the software means for communication

2.3
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between programs which reside in different communication devices.
The emphasis of this chapter is on the outline of the station
destination programs needed for the control of proper operation

of repeaters and the interface of these programs with the communi-
cation protocols at the station.

More specifically, we present the station algorithms and programs
for network initialization, monitoring status of devices and network
connectivity, and stability control procedures. We also outline a
pcssible way for interfacing these programs with the commrunication
protocols at the station as well as propose a data structure for storing
active repeater files in the station. We sometimes refer to this pack-
age of programs as Station Algorithms for Monitoring and Stability
Control, or SAMSC procrams.

We present the algorithm or procedure, definition of the control
parameters used by the algorithm and a general flow diagram of the
program to implement the algorithm. )

The programs are outlined for a single station packet radio net-
work, although not many changes in the programs outlined are antici-
pated for a multistation network.

Three identifiers are used throughout this chapter in referring
to a repeater. A hardwired repeater identification, ID, a hier-
archical label for routing purposes, LL, and an Index number, i.

The operations performed by the algorithms described use the Index
identifier. The other two identifiers are used more in the context
of communication protocols, i.e., for finding the Index identifier
when a packet is received and for constructing a packet to be sent
to a repeater.

The following packet types are communicated between station and

repeater programs for the functions defined:

LDP - Load Packet: A load packet addressed to a repeater or a

set of repeaters causes code from the text of the packet to be read

2.4
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into the repeaters memory into the specified locations. This packet
can be used for changing programs as well as serve control and

management functions; such as:

AL On/0ff Packet addressed to a repeater causes it to
no Jonger transmit; it still receives, so it can be turned

on. Turning it on reverses the process.

2. Choke On/Off Packet, addressed to a repeater causes it
to no longer respond to terminal search packets. A choke off
causes the repeater to resume responding to terminal search

packets.

3. Parameter Packet. A parameter packet addressed to a
repeater causes the repeater parameters (maximum handover N
number , time out values, and maximum number of retransmissions)

to be reset according to values placed in the packet.

DMP - Dump Packet: A dump packet causes portions of ar. addressed
repea’.. memory to be copied into the text of a packet and sent to
the originator. The information dumped can be statistics, data or

code.

LLDP -~ Label Packet: A label packet is addressed to a specific

repeater and assigns to the repeater information for routing purposes.

ROP - Repeater On Packet: Packet is used by a repeater to in-
form the station that it is "on" and operating. The packet will be
used by stations to update, in repeater files, the time that the re-

peater last communicated.
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2.2 DATA STRUCTURES AND FUNDAMENTAL ALGORITHMS l

2.2.1 Introduction

Elements of data structure for maintaining network connectivity
and status of active repeaters are proposed in this section. We also ‘
compare two alternative methods for storing the connectivity infor-

mation in terms of storage requirements and fundamental operations ‘
needed for updating and using the information. The comparison sug- ‘
gests that a Bit Matrix representation of the connectivity information 1
is proper.

An Index obtained from a hardwired ID and/or a Hierarchical
Label via the application of a Hash fﬁnction will be associated
with every active repeater. All the information associated with
the repeater will be maintained in an array associated with above

index, as shown in Figure. 2.2.

The sections of the array include the following information:

o CONNECTIVITY: Repeaters to which connected.

_! OPERATION PARAMETERS: Values of parameters used by repeater
) in communication protoccls some of which can be modified by the
- station. (E.g., maximum number of transmissions, power level in-
A dicator.)

LABEL AND ID: Hierarchical Label and related information

(e.g., labeled successors), and the hardwired ID.

CONTROL PARAMETERS: Parameters which represent the state of

a the repeater as seen by the station and used to conirol the re-
peater,
The section PR Memory Locations indicates the locations in the
[ PR memory where the various parameters below are stored. This is
& used for constructing load and dump packets.
13 2.6
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PR MEMORY LOCATIONS

BIT CONNECTIVITY
MATRIX

CONNECTIVITY

LABEL
AND ID

OPERATION

CONTROL ‘
PARAMETERS

PARAMETERS

FIGURL 2.2:

REPEATER DATA STRUCTURE
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? 2.2.2 Repeater and Station Identifiers ‘ 1
- Associated with each repcater are up to three identifiers. The
» first is the repeater's (hardwired) number which is presumably fixed

at manufacture or at least not resetable by the PR system in its 4

normal m~'e. The second is the (routing) label which identifies
the repeatcr ile simultaneously specifying routes for the hierar-
chial routing gorithm. This label is volatile; it may be changed 1

frequently in response to hardware failure and repair, motion of the

repeaters, and variations in broadcast conditions. In varicus states
of initialization and reconfiguratior, a repeater may even tempor-
arily be without a routing label. The third identifier is the (in- "

ternal) index of the repeater which is used in the station to point -
Gata associated with the repeater. This also may change from time ¢ E
to time. ]

The first data structures and algorithms arise from the neces-
sity to rapidly translate from one ID to another. Labels are asso-
ciated with hardwired numbers by the labeling procedure described
in detail in Section 2.4. Labels and hardwired numbers of repeaters
should be associated with internal entries of the repeaters by means

of hash coding for simplicity and speed. Since repecaters will be

arriving and leaving the system rather rapidly and labels changed
even more frequently, the hashing scheme should be of the type which

. e15L.1y supports che deletion of elements as well as additions and

gy

| searches. 'The type which resolves collisions by simple "chaining"

E is probebly most appropriate [Knuth, 1973]). Thus, if we are dealing
w.th Nk repeoters, the hashing provides a rapid means of associating

E a ur.ique index in thc.range ¢, «++, NR with each numbe' (label) which -

points to the data associated with the repeater in the station memory.

4 We assume the station PR will always be assigned index = 0.

" For the Area Test and for the foresceable future, therc will be p

few repeaters and the inelegant expediency of doing away with the

4 hashing and using a simple linear search is also possible. However,
= since hashing will probably be necessary for other purpos~y¢, it I
. probhably worth the slight extra work.
] _
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2,2.3 Connectivity

In ordevr to perform initialization, labeling, ard network
monitoring functions, it is necessary to know which repeaters are
in "line-of-sight" of each other. Conceptually, if we have re-
peaters, we can think of a connectivity matrix where the element
(1,j) is 1 if the repeater with index i can "hear" the repeater
with index j (we will assume for convenience that the matrix is
symmetric; that is, if i can hear j, then j can hear i). If,
for example, we have 64 repeaters this implies a matrix with
4096 entries. There are two possible data structures to implement

this which come to mind:

A. Adjacency List Representatibn in which associated with
each repeater is a list of repeaters it can hear.

B. Bit Matrix Representation in which rﬁﬁ7ﬁﬁﬁ words are
used (where NB is the number of bits in a word) as a bit string.
For eisg_fspeater, i, the jth bit, or bit k = EZEEJ* NB of
word j/NB 1is set to 1 if and only if repeater i can hear re-
peater j. Where’i‘andlilare the least integer greater than x and
the greatest integer smaller than x. Thus, for example, if NR = 64,
and NB = 16, then if repeater i can hear repeater 24, bit 8 of thc
second word would be set to 1.

The basic operations to be performed on the connectivity in-

formation are:

Lo Adding a connection.
2. Deleting a connection.
3. Finding repeaters adjacent to a given xre-
pcater.,
2.9
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4. Finding if a connection exists.

54 Deleting all connections involving a

given repeater.

We compare the complexity of using the two possible data
structures in both storage and execution time for the 5 basic oper-

ations.

The following are the relevant parameters including nominal

values in parentheses:

NB(16) - Number of bits per word.

MR(64) - Maximum number of repeaters plus station.

ML(256) - Maximum number of links, that is, the maximum
number of repeater pairs which are in "line-of-
sight" of each other.

A. Storage Requirements

1. Adjacency List Representétion.
Assuming that pointers to the next repeater adjacent to

a given repeater are kept in separatc words from the pointer

to the data for the repeater we need a maximum of MR + 4 * ML

(1088) words.

2. Bit Matrix Representation

e )
For each repeater MR/NB (4) words are required, or

MR* '"MR/MB  (256) words in all.

.........
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t l B. Adding a Connection Repeater i to Repeater j

. L Adjacency List Representation

[ a The computations required are:

; a. Find out if connection already exists.

b. Get two elements from free storage (4 words)
:Q to add to the lists.

c. Attach repeater i to the list associated w.th

e
R

repeater j and attach repeater j to the list of i (re

i member that we are assuming symmetric connections).

2. Bit Matrix Representation

We assume throughout for the bit matrix representation
that there are available NB words U(0),..., U(NB-1l) such that
U(k) has all its bits 0 except for bit k which is 1. The

ﬂ steps to add a connection are:

9 a. Find k and & such that
j =k *NB+ 2 with 0 < 2 < NB

]
1
E
t'l b. Logically OR the (k+1l) st word associated

with repeater i with U (2). This sets the
‘('.: bit corresponding to repeater j.
] c. Repeat Steps a and b interchanging i and j.

NOTE: We do not have to test to see if the connection

is already represented as we had to in Step a for the

e Adjacency List Representation. However, it may be that
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one wants to know if the connection is "new" or not

for monitoring purposes.

Deleting a Connection Between Repeater i and Repeater j

l.
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Adjacency List Representation

a. Search for repeater j in list associated

with repeater i.

b. Delete j and close in list.
AL Add emptied element to free storage.
2. Link element preceding j to element
following. |

c. Repeat Steps a and b interchanging i and j.

Bit Matrix Representation

a. Same as Step a for adding connection.

b. Logically AND the (k+1) st word associated
with repeater i to the complement of U(R). This

resets the bit corresponding to repeater j.

c. Repeat Steps a and b interchanging i and j.

Finding Rcpeaters Adjacent to Repeater i

Adjacency List Represcntation

Run through the list associated with repeater i.

e e e T
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2, Bit Matrix Representation

Do MR logical AND's using the U(k), K =0, 1, ...,
NB - 1 plus a test for nonzero; or alternatively shift
MR times and test for overflow. I7 (2 * ML/MR)/NB is
small; that is, most of the bit matrix words are zero,
considerable savings can be obtained by testing words
(or bytes) for zero before doing the AND's and nonzero
tests for the word.

E. Test to See if Repeater i is Adjacent to Repeater j
1o Adjacency List Representation ‘

Search through list of repeaters adjacent to re-

peater i looking for j.

woxw e w oy

2. Bit Matrix Representation

L,

¥

a. Determine k and & by

j =k * NB+ & with 0 < & < NB #1
b. Logically AND U(2) with the (k+1l) st word E
associated with repeater j. %
L

c. Test for 0.

F. Deleting All Links Incident to Repeater i

i
1. Adjacency List Representation ;
a. Go through list associated with re- i
pcater 1i. ;
=
L

N
=
w

(]
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b. For each j in list delete j, then

c. Go to list for j; search out i and
delete.

NOTE: The search in Step c can be eliminated at the cost of extra
storage by keeping pointers to the reverse links.

2. Bit Matrix Representation

a. Zero out words associated with re-

peater 1i.

b. Determine k and 2 by i = k * NB + £ with
0 < & < NB. .

c. Zero out bit £ of the (k+1l) st word for
each repeater by taking logical AND of the
complement of U(L) and the (k+1l) st word as-

sociated with each repeater.

G. Conclusions

Most of the operations are fast and equally so for each of the
two data structures. The Adjacency List Representation is much more
convenient when trying to find repeaters adjacent to a given repeater,
on the other hand, it is easier in the Bit Matrix form to delete all
links incident to a repeater. The Bit Matrix Representation takes
less storage in the range of interest.

The two most frequently used functions will be adding a connec-
tion and deleting all connections to a given repcater (see Sections
2.4 and 2.5). Thus, it seecms the Bit Matrix Representation is pre-

ferable.
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H. Example

Consider an example where MR = 6, NR = 5, and NB = 2. That
is, there can be at most 6 repeaters; there are currently 5, and
our computer word consists of two bits. The network with its 3
ID's for each repeater and connections indicated is in Figure 2.3.

In Figure 2.4 is shown a possible hashing from the hardwire
ID's to the internal indices and for the labels into the interna.l.
indices. Many possible hashing functions can be used. The ones
chosen, for example, resulted in only one "collision." Namely,
hardwire numbers 1002 and 2101 hash into the same number so there
is a list associated with hash number 1.

Figure 2.5 shows a bit matrix map for the topology shown in
Figure 2.3 assuming a word size of two bits.

Let us now illustrate the operation of adding a connection.
Suppose a ROP is received which indicates repeater with hardwire
number 1004 can be heard by the repeater with label (1,3,0).
h(1004) = 3 which indicates the internal index is 3. h'((1,3,0)) =

3

which indicates the repeater with label (1,3,0) has internal index 1.

Thus, we want to set the bit corresponding to repeater 3 for
repcater 1 and set the bit correSponding to fepeater 1 for repeater
3.

3 =1%*%2+1

which implies we take the second word (10) corresponding to re-
peater 1 and logically OR it with U(l) = (0,1) to obtain (1,1).
Similarly, for repeater 3,1 = 0 * 2 + 1 so we OR U(1l) with the
first word associated with repeater 3 to obtain (1,1). The Re-

sulting Bit Matrix Map is shown in Figure 2.6.
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STATION

Hardwired Number

Hierarchical Routing
Label

Internal Index
Connection

Connection Used for
Routing

FIGURE 2.3: UPDATE OF ACTIVE REPEATER FILE - AN EXAMPLE
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h (ID) + hash # + IX

h (ID) = ID mod 7

Hash #

(a)

(Hardwire number, internali index)

(6209,4)

(1002,2), (2101,1)
(1004, 3)

(1006,0) v

HASH TABLE FOR HARDWIRE NUMBERS

(Label, index)

(b)

1]
h' (LL) h' (21,22,23)

((1,2,0),3)

]

*
(Rl 256 + 22*16 +23)mod 7
((1,2,1),4)

((1,3,0),1)
((1,0,0),0)

((1,1,0),2)

IASH TABLE FOR LABELS

FIGURE 2.4: HASH TABLES
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n WORD
IX 1 2 3
0 0 1 11 0 0
- 1 1 0 1 0 1 0
2 101 0 0 0 0
A 3 1 0 0 0 1 0
_ 4 c 1 0 1 0 0
- FIGURE 2.5: BIT MATRIX MAP
i ‘
A
= WORD
IX 1 2 3
L o |o 1 11 0 0
- 1 1 0 1 1 1 0
: 2 11 0 0 0 0
s
= 3 1 1 0 0 1 0
.
- 4 0 1 0 1 0 0
-
i
é FIGURE 2.6: MAP APFTER LINK ADDED
f
fas
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2.3 INTERFACE OF ALGORITHMS WITH COMMUNICATION PROTOCOLS

The functional interfaces needed between SAMSC programs (or
processes) and the communication protocols at the station are dis-
cussed. Assuming that a basic Station-PR protocol is characterized
by one outstanding packet from a station to a PR and an ete ack
from the PR in the form of a "reversed header." The only packet
which originates from a PR to a station is the ROP. The presen-
tation assumes a simple form of implementing these interfaces.

Packets which are originated by SAMSC programs or destined
for them use the highest level communication protocol available in
the station. The interface between the communication protocols
and SAMSC programs 1is shown schematically in Figure 2.7.

When confined to a single station network, a packet which ‘
arrives at the station can be either from a PR or from a terminal.
If the packet is from a PR, the packet dispatcheriat the station
will forward the packet to the SAMSC programs in the form of the
command RX T(LR) which indicates that a packet for these programs
has been rcceived and is stored in buffer Lpe

When SAMSC programs need to send a packet to a PR, SAMSC pro-
gramns reguest a sending buffer Ls, construct the packet in Ls, and
send the command Send P(Ls). The communication protocols append
to the packet a sequence number, and handle the packet in the same
manner as onc destined for a terminal. Specifically, the station
protocol is responsible for the end-to-end retransmission, whereas
the Hop Transport Protocol at the station PR is responsible for
the single hop retransmission (same as any other repeater). Let
MNTE and MNTH be the maximum number of end-to-end (ete) and single
hop transmissions, respectively. The station protocol will forward
a packet to its PR and time out for awaiting an end-to-end ack; if
one is not received within the time out period, the same packet is
forwarded again to the station PR, up to MNTE times. If an ete
ack from a PR is not received after forwarding the packet MNTE

times, the communication protocols send the command NAK P(Ls)
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to the 3AMSC programs. Note that the station PR need not send a NAK
to the station when it discards a packet since a copy of the packet
is stored in the station. Thus, the station PR operates the same way
as a repeater which repeats a packet over a single hop. That is,

the station PR will transmit the packet at most MNTH times and if

a hop Echo ack is not heard, the packet is transmitted to ALL, after
which it is discarded.

The SAMSC programs outlined in this document also perform the
functions of end-to-end Station-PR protocol. The reason being that
packets sent by SAMSC programs to a PR are sometimes needed for pro-
cessing after the ete ack from the PR is received. For example,
SAMSC programs maintain the operating parameters currently used by
each PR. When the SAMSC programs schedule a Load Packet for changing
some parameters in a PR, the parameter changes are not recorded in
the PR file until the reception of the ete ack from the PR, at which
time the parameter changes are taken from the stations copy of the
packet before its buffer, Ls, is recleased.

The fact that the SAMSC programs perform the Station-PR ete pro-
tocol is completely transparent to the communication protocols and
consistent with their standard operation. This is because a PR does
not construct an ETE packet code; instead, the PR changes the direction
bit of the packet received and then sends its Header. Thus, when this
header packet arrives at the communication pfotocois at the station,
it appears as a packet sent from a PR to the SAMSC programs, and is
consecuently forwarded .to these programs,

The SAMSC programs are activated by the RX P(LR) and NAK P (Ls)
commands from the communication prctocols, by events scheduled by
the SAMSC programs or as a result of traffic fiow observations.

The latter two are outlined in the section on Stability Control
Algorithms. When interrupted from the communication protiocols,
the entry is to a packet dispatcher at the SAMSC programs, which
pass the control to one of the SAMSC programs. This is shown

schematically in Figures 2.8 and 2.9.
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e

The Error Programs are not considered in this chapter. The

i1

other programs of Figures 2.8 and 2.9 as well as algorithms associated
% with these are presented in the next two sections.
A single control parameter is used by SAMSC programs to
) maintain the Station-PR Protocol. The parameter is:

PL - Outstanding Packet Indicator (one for each repeater)
0 - No Outstanding Packet

Ls - The Location of the Sending buffer

where the outstanding packet is stored.

As can be seen in Figure 2.7, the SAMSC programs do not have “
or Tanage buffers for sending packets. Although there may be buffers
reserved for sena..lg control packets, it is assumed that these will

be managed by a buffer management program, not part of the SAMSC

. .

programs. When SAMSC programs need to send a packet, the procedure

_—
l’l

shown in Figure 2.10 can be used.
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2,4 INITIALIZATION AND LABELING ALGORITHMS

2,4.1 Introduction

Initialization involves.the detection of repeaters, the deter-
mination of hierarchical labels for repeaters and the verification
of links on paths associated with labels. The philosophical ap-
proach adopted for the experimental system is the integration of
the procedures for labeling and connectivity monitoring. That is,
rather than detecting all repeaters and all the links in the net-
work before initializing repeaters and/or attempting to globally
optimize the labels by reinitializing all repeaters periodically,
the algorithms attempt to label repeaters as soon as identified.

The following packet types are used for initialization and
labeling:

ROP - Repeater on Packet
LLP - Label Packet

ROP is originated by a repeater every TROP seconds, independent
of its state of initialization. ROP is utilized by station algorithms
to detect new repeaters and identify communication links which con-
nect these to known rcpeaters. It is also used as a reassurance that
a repeater is still "on" even when known and initialized, as well as
for maintaining an updated connectivity matrix by removing "old" links
and reestablishing new links from more recent ROP's,

LLP initializes the repeater for efficient packet transportation.
It is originated by station programs and destined to a particular re-
peater. LLP contains the hierarchical label and possibly other pa-.

rameters to be used by the Hop Transport Protocol and Station-PR
Protocol.

...}.»
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The operation of a noninitialized repeater is limited to ac-
cepting a LLP and emitting ROP's. It does not engage in relaying
o packets or in responding to terminal packets.

The Hierarchical Routing Algorithm (IIRA) recommended for im-

i [ plementation in the experimental system does not utilize a search

N procedure when encountering blocking on the primary path. Thus,
. for simplicity and uniformity of operation of an initialized and
:é noninitialized recpcater in emitting ROP's, it is recommended that

a repeater not use a search procedure before transmitting the ROP.
s Instead, an initialized repeater which receives a ROP will append
to it its hierarchical label and forward it using HRA. Some or

all of the duplicate ROP's which are created due to the nondirec-

-~
Bk ¥ ey

tionality of transmission over the first hop may be eliminated along
N the path since all duplicates have the same Unique Packet Indentifier '
’ (UPI). (This procedure has an advantage in multi-station networks
] in that a ROP emitted from repeaters equally distant from more than
n one station will traverse to several stations).
"\
}: 2.4.2 Param=ters and Notation
' - The parameters and notation of variables used in this section
g !\‘
’ are outlined below. Parameters with indices in brackets are needed
) for each device. Parameters without an index are either used for
*» all devices or used for notation only.
- U - Set of active repeaters registered
_ in the station.
B - Number of bits per subfield in the
: hierarchical label.
F H ‘ - Number of subfields in the hierarchical
- label.
b
L -
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- A Repeater whose Index (see Data

Structures) is i.

e T R IPTIYY
=
—
|
S

(c(i,3)) = Pairwise connectivity matrix between
- C = repeaters.
§ c(i,3) = 1 if R(j) can directly receive from
g . R(i) and 0 otherwise.
g oS HL (1) - Hierarchy level.
L
NL (1) - Number of successors.
LL (1) ~ Hierarchical Label. B
LL(1i,3) - Value of subfield j in the Label.
SUCC (1) - The values of subfield HL(i) + 1 of
successors of R(1).
SINIT (i) ~ State of Initialization
, SO - Non-initialized
g - SINIT = Sl - In Initialization Process
E ) 52 - Initialized
? - PL (1) - Outstanding Packet Indicator
ro
S 0 - No Outstanding Packet
; PL =
¢ Ls - Address of sending buffer
g . where Outstanding Packet
¥
. L is stored
2.28
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n. LBFSH (1) - Indicates whether the label needs to be
. refreshed (i.e., old label resent for path
:q verification).
_ V1 when needs to be refreshed, and
- LBFSH = _ U
o 0 otherwise.
if SEQ(LS), SEQ(LR) - The sequence number of the packet sent
_ or received.
2,4.3 Station Initialization
The tasks that the station performs to activate an initiali-
zation and labeling process are very simple. The station is es- "
sentially passive and does not stimulate repeaters to emit ROP's.
The procedure carried out by the station to activate the
.. initialization involves:
g“ 1. Erase Files of Active Repeaters, and
! 2. Send an LLP to the station's own PR (or PR's).
K This procedure is carried out when a station is newly intro-
A duced or when it "comes up cold." The procedures for connectivity
+ monitoring and labeling outlined in this document are sufficiently
- dynamic in that "old" links and labels are refreshed. Nevertheless,
. one may introduce a protocol which will periodically activate the
reinitialization of the whole network either as a function of time

or as a result of network performance.
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2.4.4 Network Initialization

Network initialization programs include the labeling algorithm
and the programs for ROP, LLP, and NAK LLP. The flow diagrams for
the last three programs and their interaction with other programs
are given in Figures 2.11, 2.12, and 2.13.

The flow diagrams are self explanatory. However, it is noted
that in the NAK LLP program, if a new label can be obtained, it is
constructed in the sending buffer in which the unsuccessful packet
was stored. Thus, the program need not release the buffer since
otherwise another sending buffer needs to be requested from the
Buffer Management Program.

2.4.5 On Program Implementation

Some of the processing, in particular, the part related to the
Station-PR protocol for the various packet types, will be the same.
Consequently, rather than having separate programs at the exit of
the packet dispatcher shown in Figures 2.8 and 2.9, one can inte-
grate Programs A through D and F through H. Figure 2.14 shows one
way for integrating the programs activated by the RX P(LR) command .

2.4.6 The Labeling Algorithm and Program

The station algorithm for determining hierarchical labels to
be implemented in the experimental system is presented. Given a
set of repeaters and the pairwise connectivity matrix, the algorithm
does not determine a set of labels, one for each repeater, which

optimizes some global criterion. Instead, it is assumed that the

network is partially initialized and it is necessary to determine
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g a hierarchical label for a single repeater. The algorithm deter-
) mines a feasible label with the minimum number of hops for the

x given repeater. If a feasible label does not exist, the return
v is negative. The algorithm can be classified as a local optimum
F algorithm, for a given state of initialization.

b The algorithm for finding a label for a single repeater R({p)

proceeds as follows:

R
>

(el

g =

1. Construct the set S:

s = {R(i) in U|c (p,i) = 1}

lu,. al

2. If S is empty go to Step 10.

G

3. Construct fhe set SL C s:

Sy, = {R(i) in S[SINIT(i) = S,}
5 4. If SL is empty go to Step 10.
g 5. Construct S C S
_; Sp = {R(i) in sL]NL(i) < 2%*p-1}
piw 6. If SF is empty go to Step 10.

7. Find R{m) in SF such that:

: HL(m) = Min HL (i)
R(i) in S

woow Ty

F 1

Fy "¢ ¥ 0
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8. Construct LL(p):

Let K be an integer, o < K <2**B-],
which is not used by any of the successors
of R(m) in subfield HL(m) + 1. Then

LL(p,i) = LL(m,i), for 1 < i < HL(m)
LL(p,i) = K, for i = HL(m) + 1
LL(p,i) = 0, for HL(m) + 1 < i < H

HL(p) = HL(m) + 1

9. End. .

10. No Feasible Label.

11, End.

There is one possible simplification of the algorithm which
will determine "a fecasible label" rather than "a feasible label
with the minimum number of hops." The simplification will elimin-
ate Step 7.

The labeling program is shown in Figure 2.15. As shown in
the program, there is no neced to construct the various sets for-
mally defined in Steps 1, 3, and 5 of the algorithm. The para-
meter ITEM in the program is a temporary Index which records on
index of the home repeater. If ITEM = 0 when returning to the

calling program, it indicates that no label was obtained.
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2.4.7 The Relabel Program

Some of the active repeaters in the station files may be un-
labeled (non-initialized), or have wrong labels. One of the rea-
sons for having a non-initialized repeater is due to the unavail-
ability of a sending buffer when the SAMSC programs attempted to send
a lahel to the repeater. Labels may be wrong or unreliahic when
changes in network topology occur. When changes in network to-
pology are identified by the connectivity monitoring procedures,
the repeaters whose ,labels become incorrect are classified as
non-initialized. Furthermore, periodically, some labels are re-
sent to repeaters in order to verify the communication path de-
fined by these. '

The Relabel program presented in this section scans all the
active repeaters; it resends old labels to repeaters whose labels
need to be refreshed, and constructs and sends new labels to repeaters
classified as non-labecled (SINIT So).
from the program which maintains the status of network devices

This program is called

and network connectivity, described in the next section. The

relabel program is illustrated by Figure 2.16.
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é 2.5 MONITQORING NETWORK STATUS AND CONNECTIVITY

%

3 2.5.1 Introduction

i % The objective of the status monitoring procedures is t. main-

% Sh tain repeater and terminal directories in the station, and to up- :
- date the parameters associated with active repeaters and terminals. -
i '.\: . s . . .

E R, The objectives of connectivity monitoring procedures are the

. following:

8 ) :

j 1. Detect changes in network connectivity resulting

from power reduction, relocation of mobile repeaters,

or presence of an obstacle on the RF path,

:
3
L
E]
.

2. Update the connectivity matrix to reflect such

changes, and

Yo Update parameters used by the relabeling routine

for repeater relabeling.
There are three basic ways of monitoring the PRNET:

- , 1. Inspection of ROP's periodically emitted by

TR L TP g i [ T RTINS e R
-

repeaters,

2, Monitoring regular network traffic, and

LA A L b
.

3. Interrogation of the device by station via a
DUMP packet.

il
4

@ The monitoring procedures proposed here are based on a combin-

7 ation of the above approaches.

2.40




procedures:

TRLH(1) :

-. . 6" -

2.5.2 Parameters

The following parameters are used by the station monitoring

A, Repeater Parameters

TFRESL (1) :
SINIT(1):
DPFLG (i) :

!

%

C

é NPR:

1 ]

!

E! »

E TFR:

1

S

E I

1

3
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Time Repeater Last Heard. The time when
the most recent ROP from repeater i was

received.
Time when the row in the connectivity
matrix corresponding to repeater i was

last refreshed.

Status of initialization of repeater i.

SINIT(i) = SO: repeater not labeled.
SINIT (i) = S,: repeater labeling in
progress. SINIT(i) = SZ: repeater

labeled (see Section 4).

Departure Flag. It indicates departures
from primary route of packets originating
(or transiting) at repeater i, and directed
to station. DPFLG(i) = 1 if one or more
departures were detected at node i during
the last observation interval. Otherwise,
DPFLG (i) = 0.

Number of active repeaters.

Time interval after which network connec-

tions and repeater labels are refreshed.
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TROP: Time interval between successive ROP
generations.
TROPxK: If LBFSI(i) = 1, the label of repeater

i must be refreshed (i.e., verified by
delivering to repeater i a LLP with
present label). If LBFSH(i) = 0, the

label of repeater i need not be re-

freshed.
B. Terminal Parameters
TTLH (1) = ‘Time Terminal Last Heard. The time o

when the most recent packet from ter-

minal i1 was received.

HOME (i) : Label of the most recent homing re-

peater for terminal 1i.

TTER: Timeout after which a terminal is in-

terrogated to determine status.

NTER: Number of active terminals.

2.5.3 Repeater Status Monitoring Procedure
e The station reads originator ID from ROP and up-

dates TRLH (Time Repeater Last Heard) for corresponding

repeater. The station also updates TRLII for the re-

peater which relayed ROP.
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2. The list of TRLH(i) for i = 1, ..., NPR is periodi-
cally checked for old time stamps. The program that
checks the repeater list can be activated by a clc:k in-

terrupt or by a ROP interrupt (e.g., ROP from station PR).

3. If TIME-TRLH(i) > TROPxK (where K is an input speci-
fied parameter) a signal is sent to "repeater dead rou-
tine," which updates connectivity matrix and cleans up

dead repeater records.
Monitoring Status of Terminals

1. For each data packet that arrives from the PRNET,
the station reads the terminal ID (internal ID which

is assigned by station to terminal PR's and is differ-
ent from PR hardwired TD) and updates time stamp TTLH(ID)

(Time Terminal Last Heard).

2. At the same “ime, the station writes the label of
the homing repeater into HOME (ID). The HOME label is

used to deliver packets from station to terminal.

3. Periodically, the station checks time stamps of
terminals and interrogates terminals with TIME-TTLII(ID)
> TTER. If no answer is received after several trials,
the terminal is declared dead and is eliminated from

the active terminal list.
Monitoring Status of Station PR

The station PR sends ROP packets only to the station, via hard-

wired interface. The monitoring procedure is based on the inspection

of ROP's and is the same as for all the other rcpeaters.

FLEA TSI T AT T AT T T e
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2.5.6 Monitoring Network Connectivity

Ao Upon reception of ecach ROP, a new entry to the con-
nectivity matrix is made in corrcspondence to the directed
link between the repeater that originated ROP and the
repeater which relayed it.

2. The connectivity matrix, thercfore, at any given

time contains all the links detected since the matrix

é ; was last initialized. A periodic refresh is required,
? in order to eliminate links which are no more valid.
;i h Also, a periodic refresh of the labels is requircd.

E This will be done as follows. Let TFRESH(i) indicate
? Q' the time when row i of the connectivity matrix (i.e.,

the links for repeater i) was last refreshed. If
§ n TIME-TFRESH (i) > TFR, set all entries in row i to zero;
set TFRESH(i) = TIME and, if repeater i has no suc-

cessors (i.c., it is a spur in the hierarchical 1label

E A tree), set LBFSH(i) = 1. (Notice that in order to

- verify the validity of all network labels, we only

? . need to check the labels of the "spur" repeaters.)

%‘ . The task of refreshing labels for repeaters with LBFSH
§ ;. bit = 1 is thc responsibility of the RELABEL Routine

b

(Figure 2.16), which is callcd at the end of thc Re-

pecater Monitoring Routine.

3. Whenever a repeatcr is declared dead, the para-

5 meter SINIT is set to S, for all the hierarchical

0
descendants of the dead rcpcater.

4. Departure from primary route for packects trans-

' mitted to thc station is a potential symptom of failure

of some of the links along the path from repeater to
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. station (due to power reduction, obstacles, mobile re-
peater relocation, etc.). The station detects departure

from a field in the packet header, and identifies the

repeater at which the last departure occurred. This in-

? formation is obtained from the hierarchical level, which
S is stamped next to the departure field, and from the ;
N label in the packet header. Whenever a departure from g
E repeater i, say, is observed, the departurc flag DPFLG (i)

for repeater i is set to 1.

.

5. The repeater monitoring program periodically scans

7

the repeater directory and checks DPFLG for each active

350
i el

repeater. If DPFLG(i) = 1, the connectivity matrix is
inspected to verify whether the first hop on the hierar-
chical path from repeater to station correspnds to a
valid link. If the link is no more valid, SINIT(i) 1is

set to So.
@f 2.5.7 The Repeater Monitoring Routine
E! The repeater monitoring routine periodically scans the repeater

directory to perform the tasks described in the previous paragraphs
N (i.e., detect dead repeaters, identify potential bad labels, and

refresh connectivity matrix and labels). A flow chart of the rou-

tine is shown in Figure 2.17.
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2.6 STABILITY CONTROIL PROCEDURE
2.6.1 Introduction

The function of the Stability Control Procedure is to prevent
the PRNET from becoming congested due to excessive traffic input
from PR terminals or UL net (Higher Level Network) gateways. Sta-
bility and congestion protection is obtained by the regulation of
input rates and the appropriate allocation (and possibly reserva-
tion) of buffer resources in the station.

The design of a stability control procedure for PRNET attempts
to optimize the tradeoff betwecen congestion protection and network

performance. The following performance criteria have been consi-

dered:
. Response time for interactive users.

. High bandwidth for bulk data transfers.

A . Graceful degradation with traffic load increase.
n
; . Fairness with respect to all network users.
ol
L h\"" . . + [
3 The stability control procedure proposed here is the combina-

tion of the following controls:

¥

P

- . Station buffer control and management.
3 . Distributed control of repeater input traffic
y rates.

. Centralized control of network parameters.

2.47
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No assumption is made herc concerning the end-to-end protocols
between terminal and station and of their impact on network stabhil-
ity. It must be pointed out, however, that the presence of a ter-
minal-station protocol will introduce onc morc control capability
on input traffic, in addition to the control capabilities mentioned
in this section (which are independent of cnd-to-end protocols).

End-to-end protocols will in general improve stability, pex-

formance and station buffer utilization. Consequently, somec of the

control schemes proposed in this section may need revision, when
PRNET end-to-cnd protocols are finalizced.

Gateway control is examined here under the assumption that the
station is thc gateway to only one Higher Level net. In general,
i however, the PRNLET may interface with more than on HL net; for ex-
: ample, it may interface with both a terrestrial point-to-point
packet network such as ARPANET and a packet satellite broadcast
network. When the PRNET station acts as the gateway to more than
onc network, some of the gateway control procedures proposed here

(e.g., buffer management scheme) need to be revised and generalized.

2.6.2 Paramctears

The Stability Control Proccdure consists of the observation of
network variables rclated to traffic load and stability, and of the
control of nctwork parametcrs on the basis of such observation.

The station monitors the following variables:

RFRPR: Ratc of packets received at the station
from the PRNET.

RTQOPR: Ratce of packets delivered into PRNET from

the station.
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g RDEP: Rate of departures from primary path.

DPFLG (1) : Path departure activity for repeater i

(see Section 2.5.2).

TTREF (1) 2 Traffic indicator for terminal i.

TTRF (i) = 1 indicates that one or more .
- packets were received from terminal i
during the interval TSCAN. TTRF(i) = 0
indicates that no packet was received

since the last scanning time.

NRP: Total number of active repeaters.

NTERM: Total number of active terminals in the s
PRNET.

NTERP (1) : Number of active terminals homed onto

. repeater i.

l! Size of station output queucs.
s
- Total number of station free buffers.

The Stability Control Procedure controls the following para-

meters:

1. Station Parameters

a. Minimum and maximum buffer allocation in
the station to each output gqueue (station-HLNET

and Station-PRNET qucues).

b. Maximum number of active terminals allowed
in PRNET. B

{ 2.49
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E 2. PR Paramcters =
> a. Interval between subsequent hop retrans- ih
b missions. -
o o
i b. Maximum nui her of retransmissions. o
: c.  MIN: Maximum handover number. .
f d. ' RF power (for connectivity control). s

€. ON/Or'l Low Data Rate: Tur» ON or OFF the :

l.
= 100 Kb/s data rate in a repeater, to enable/

disable terminal access.

f. CHOKE ON/OFF: Disaple/enable the response

to terminzl initiation packets. If CHOKE is turned

N
+o

, OFF, old terminals can still home onto this re- :i
i peater, but new terminals cannot access it. E?
0

i INALL (i) : Initial packet allccation for i:
i repeater i. More precisely, the number of packets Ef
i that repeater 1 can accept from terminals (on the ;i
£ 100 Kb/s channecl) and forward to the station, in ﬁe
- each time iaterval TALL, in absecnce of "allncate" :L
;. commands from the station. :{
iz h. REALL: Packet ailocation granted by the ;_

station to a repeater with an "allocate" command. o

The a'.location is temporary; t is valid from the o

time the repeater receives the allocate command :
i to the time of the next TALL interrupt in the 'i
s' rep~ater. The interrupt restores the initial T:

allocation INALLI(1).

gg 2.50
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2.6.3 Station Buffer Management

In the station, we can identify two output qucues: (1) the
queuc of packets (or messages) dircected to the HLNET switch (e.g.,
IMP), and (2) the gueue of packets directed to the PRNET. The
latter queue includes: packets originating from HL network,
packets originating from PRNET and switched back to PRNET, and
station-repeatcr control packets (e.g., labecl and allocate packets).

A specified minimum number of buffers is permanently reserved
for each queue. Furthermore, the buffers reserved in the qucue to
PRNET arc apportioned hctween HLNET packet, PRNET switched packet,
and station control packct applications.

Buffers arc also reserved for inputs from HLNET and PRNET.
However, input buffer requirements arce much less critical than ouvt-
put requirements, under the reasonable assumption that the system
is network bandwidth limited, rather than station CPU limited.

The remaining station buffers are in a common buffer pool and
can be shared among all queues. However, maximum buffer allocations
are specificd .o thuat cach queue cannot use more than its maximum
allowance. _ ) '

Priorities may be implemented within each queue. In the output
queuc to PRNET, for exar le, station control packets will have higher
priority than regular packets.

Packets arriving from PRNET which find no available bufferg in
the output queue to their destination (either HLNET or PRNET) are
discarded. Packets from IILNET (or from a station process) which
are dircected co PRNET arc not accepted unless buffcrs in the PRNET
output qucue arc available.

The block diagram for the schematic buffer organization is

shown in Figure 2.18.
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2,6.4 Distributed Repeater Input Rate Control

Under the distvibuted control procedure proposed here, repeater
i accepts only up to INALL (i} packets from terminals (to be forwarded
to the station) in each time interval TALL. The implementation can
be as follows. Each TALL seconds, a clock interrupt in the repeater
restorers the packet count PCOUNT to INALL(i). For each packet re-
ceived from terminalc and passed to the Channel Access Protocol for
delivery to the station, PCOUNT is decreasced by 1. If PCOUNT = 0,
all packets from terminals are discarded (both regular and search
packets). )

The station can modify the value of PCOUNT with an "allocate"
packet, which is a LOAD packet that loads the value REALL in the
location PCOUNT. '

Allocate packets are sent from station to repcaters on the
basis of the activity of the associated terminals. The allocate
mechanism in the station can be implemented as follows. Upon re-
ceiving a packet from terminal j, say, the station updates the time
stamp TTLH(Jj) and enters the label of the homing repeater in HOME (j),
as discussed in Section 2.5. In addition, the station sets the
activity flag TTRF{j) = 1. Every TSCAN scconds an Allocate Routine
in the station is activated, which scans the terminal directory and
whenever it finds TTRF(j) = 1, it sends an allocate packet to re-
peater HOME (j) and resets TTRF(j) = 0. The block diagram of the
Allocate Routine is shown in Figure 2.19.

The distributed repeater rate control described above has the
effect of providing high bandwidth to terminals engaged in file
transfers when the network is lightly loaded; this is obtained by
quickly returning packet allocation to the associated repeaters.

At the same time the control prevents congestion when the
network becomes heavily loaded, since only a few allocates can be

successfully delivered to repeaters due to network traffic inter-
ference and, on the other hand, INALL(i) rates alone cannot cause

congestion,
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The distributed recpeater input rate control procedure requires

some overhead in the repeater, to keep the paeket count and schedule
the TALL interrupt. This overhead can be somewhat reduced by setting
TALL = TROP (where TROP is the interval between ROP transmissions)

=
N and using the ROP interrupt to reset the packet count.
2.6.5 Centralized Control of Network Parameters
Later versions of the PRNET implementation will include a cen-
tralized stability algorithm residing in the station. The inputs to
the algorithm are the:r observation variables; the outputs are the values
r of the stability control parameters..

TR TWIL. I T IO 0 R TR [ W W ey A e

At the present stage, however, there is no sufficient under- .
: standing of the interaction between observation, control, and perfor-
[ mance parameters to enable the development of a global stability con-

trol algorithm. Therefore, the preliminary PRNET implementation will

have no provision for such a global algorithm.
The specifications for the station contrc. algorithm will be in
part the result of analytical studies and simulation experiments. But
B analysis and simulation results nced to be further verified and com-
: plemented with measurements on the experimental network before pro-
cecding to the design of an effective and reliable centralized control.

£ In the preliminary PRNET version, thercfore, the station will

monitor the variables introduced in Section 2.6.2, and will be cquipped
‘ B with the protocols necessary for the implementation of the controls
7 (typically, geoneration of LOAD packets for parameter setting). The
loop between observation.variables and control commands w~ill be closed
by the human to cnable the testing of a large gamut of control stra-
tegies.

Network parameters will be initialized to values which provide

acceptable performance and stability for a very wide range of traffic

L conditions. Better performance is obtained by dynamieally adjusting
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parameters to traffic and network conditions. This adaptivity will
be made available in a systematic way through the centralized station
algorithm, to be implemented in later PRNET versions.

The monitoring of the variables discussed in Section 2.2 does

not seem to represent a critical software implementation problem

in tecrms of creation of excessive overhead for the station. Proce-
dure for monitoring some of the repeater parameters were described

in Section 2.5. Traffic input rates are obtained with counts over

an appropriate time interval. The number of active terminals NTERP (i)
homed onto repeater i is obtained by periodically scanning the texr-

minal directory.
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an CHAPTER 3

CONNECTIVITY MONITORING, LABELING, AND STABILITY CONTROL
IN SECOND GENERATION PACKET RADIO NETWORKS

3.1 INTRODUCTION

It may scem ironic to speak about the second generation packet
radio network, when the first generation is still in its infancy.
We justify the notion "second generation" in the following manner:
the algorithms and procedures proposed for implementation in the
first ecxperimental system ("first generation") is the minimum set
neceded for testing the feasibility of the packet radio technology.
The main criterion for developing the first generation functions
was simplicity, rather than efficiency.

In this chapter, we discuss additional algorithms and proce-

dures which, together with the initial set of Chapter 2, enables

more efficient performance of the functions of network initialization,
connectivity monitoring, and stability control. Furthermore, unlike
the presentation of Chapter 2 which is addressed .to a single station
.._ packet radio network, we discuss the procedures in a multi-station
network context. '

= ' As far as the repeater is concerned, the additional capabilities
. include the Broadcast Routing Algorithm (see Chapter 4) and the modi-
= fication of its protocols to enable the processing of another packet

type, the Path Packet. At the station, it is necessary to add a

procecdure for issuing path packets, an algorithm for determining an

"optimum" set of labels, an algorithm for comparing the optimum set

i

5
4

of labels with an existing set of labels to determine whether rela-

beling is needed, proccdures for a faster detection of changes in

Pl

network topology, and procedures for the control of the traffic level

in the PRNET and at the gateway with other networks.
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g 3.2 NETWORK INITIALIZATION

. - 3.2.1 Introduction
-

It is apparent [Kahn, 1975, Frank, 1975, NAC, 1974] that:

- 1. Repeaters and stations cannot be provided, in
the manufacturing plant, with the capability of ef-

o ficient routing of packets. 1

F, 2. When repeaters and stations are allocated to

e form a PRNET, they may not be physically accessible

to enable the testing of reliable communication links ,
ancd for manual initialization to obtain efficient

routing.

3. If devices are physically accessible, there may
be a time constraint for obtaining an operational
PRNET which will make manual initialization unaccept-
n able. Consequently, the approach adopted is to ini-
tialize the PRNET via the air by utilizing a set of i
basic capabilitics provided to the repeater and sta- .
tion in the manufacturing plant. The efficiency of
initialization procedures and algorithms is parcicu-
larly significant due to the anticipated changes in
topology hecause of battery drainage and/or possibly

-l mobile network devices.

Network initialization functions include the following proce-

dures and algorithms:

L Lo Proccdures for mapping of network topol._gy.
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J -
l 2. Algorithms for using the network topology infor- &

mation to determine network structure (in the form of i
:i Labels) to be assigned to repeaters. ;
s 3. Procedures for dispatching network structure in- =

formation to repeaters.

5 The procedures described enable the initialization of PRNET i

with the following assumptions: n

1. Repeaters and stations have fixed, hardwired ID )

Pl numbers. J
s 2. Repeaters and stations have a basic set of ca-

Pl i Nl N S

pabilities which include the Broadcast Routing Algor-

ithm (BRA) of Chapter 4 and the programs for the pro-

cedures described in this section and in Chapter 2.

He DA

All these capabilities arc independent of the network

]

[aniaie s
"

structure.

3. Repeaters and stations do not'have.any informa-

e v,y o

tion related to the existence, location, identifica-

-~
-

tion numbers, or the state of initialization of any

other repeaters and stations in the area.

3.2.2 Mapping of Network Topology

< Two independent precesses contribute to the mapping of network -

topology:

Process A: Repeaters are trying to register their
b hardwired ID at stations by using the -

ROP procedure. 4

sy
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Process B: EEach station,; independent of other sta-

.

tions, is attempting to discover the ex-

_"I’ - ’V- "” .

istence of other stations and repeaters

in its areca, and to identify the communi-

S

=

Ie cation links between these devices. -

> "

(- 2.2.2.1 The ROP Procedure

v L_

1 The procedure involves the transmission of a Repeater On Packet ;

:§ (ROP) by cach repecater every TROP seconds. The ROP serves two pur- [

poses: :

s . . -

o It enables a newly introduced repeater or a re- L,

e peater which has been temporarily disabled and "comes . -

A up cold" to ragister at stations in its areca, inde- ;

i pendent of simualation from stations, and :
2. It provides reassurancc tc stations that an al-

ready registered and initialized repecater is "on" and

operating. ‘

The ROP can also be used to detcect whether a repeater is mobile

- (relative to its neighbors) by observing the link of the repeater to >
i one of its neighbors, which is recorded in the ROP. If therc is an 5
= indication of a change in location (relatiVe to neighbors), it may =
: activate a procedure by which a station can obtain all the current %
neighbors of a repeater, and compare these with its old ncighbors i

o (sec Section 3.3). ' f
The following remarks briefly summarize the ROP procedure: =

1. Eve. ; repcater transmits a ROP every TROP seconds, E

%; indep ndent of whether it is initialized. <
ﬁ'

|
3.4 by
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2. A station PR (a repeater which is connected to a

station via a hardwired interface) &lso sends a ROP every

TROP seconds, however, it

tion via the hardwired interface, rather than broadcasting

the ROP.

forwards the ROP into the sta-

Jo A repeater which is not initialized by any station

does not accept ROP's for

relaying. An initialized re-

peater which receives a ROP without a label (the ROP is

always emiil:ted without a label) accepts it and forwards

it as described in Item 5.

4. A station which receives a ROP processes it using

the ROP program outlined in Chapter 2.

5. Routing of a ROP: We assume that a ROP needs to be

delivered to several stations in the area and outline

four ways of doing it:

a. Transmit ROP using the Broadcast Routing
Algorithm (BRA). The ROP will usually arrive

at all stations within a "distance" specified

by the Maximum Handover Number (MiIN) of the ori-

ginating ROP.

b. Transmit ROP using the Hierarchical Routing

Algorithm (HRA) of Chap.ar 4 to the primary

(nearest) station, and have the latter forward

the ROP to other appropriate stations in the area,

via point-to-point channels betwr:en stations or
via the PRNET using HRA.

c. Modify rcpeater

initialized repeater

label), it generates
station that labeled
using IIRA.

operation so that when an
reccives a ROP (without a
several ROP's, onc for each

it, and transmits each ROP

r 5]

- A » 2 12
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d. Modify repeater opecration so that when receiving
a ROP (without a label), it sends the ROP to one of
the stations that labeled it using HRA. The repeater

either alternates the labels (i.e., the stations) or

chooses one at random.
3.2.2.2 Mapping of Global Network Topology
E The objective is to discover ID's of repeaters and obtain a

connectivity matrix C = C(i,j) betwecen repeaters.

As assumed in the previous section, a station need not know

about the existence of other stations to perform the topological
mapping. Every station performs the procedure independently.
Furthermore, therc is no need for station-to-station communication
to exchange conncctivity information or decide upon the labels.

A single packet type, the Path Packet (PAP), is used fou the
global mapping. The procedure involves issuing PAP's in which

the paths that the packets traverse arc vritten in, in the form

:ﬁ of an ordered sequence of repeater hard-ired ID's, and the recording
of these paths by the stations.
When a PAP is issuced by a station, it coutains two Maximum

Handover Numbers (MUN's), MHN1l, and MIIN2. The PAP first traverses

WER

T,

"away" from the issuing station until MIN1 reaches zero. AlJl re-

pecaters and station PR's at which the packet arrives with a hand-

Ui e G ) o s

= over number equal to zero and a direction bit-oriented from station,
- reverse the direction bit of the packet, s s MHN2 to be the active
: o handover number, and forward the packet.

i As indicated in Chapter 4, therc is no directionality in

. routing packets when using BRA. However, the nced to reverse the
L dircction bit is reclated to the performance of BRA, and in parti-
cular, the control parameter FORGET uscd in it. FORGET is the time
E after which a device forgets that it repcated a packet and will

.......
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accept the same unique packet for repetition. Assume for the mo-

ment that a repeater or station has unlinited storage for Unique

- Packet Identifiers (UPI's). Then, in order to prevent looping and
& cycling of packets, one assigns a large numerical value to FORGET.
' Thus, if FORGET is large, there is a low probability that the sta- .

tion which issued a PAP will receive PAP's back with paths re- L.
corded in them. The reversing of the direction bit makes the PAP H
look like a new packet since the bit is part of the UPI.

The global mapping is a generalized approach of that in which
the station records’  all repeaters one hop away from it, then all
repcaters two hops away from it, etc. The latter is a special casc

C. when MIIN1 = MIN2 and when the station uses first MHN1 - MHN2 = 0,
then MUN1L - MIIN2 = 1, etc. For cxample, if a station begins with . i
MHNL = MIIN2 = 1, then all the links of repecaters which are one hop .
away from the station as well as their ID's can ke discovered.

I Thus, in general, it scems more efficient to originate PAP's from

a further away, since the repcaters on the paths to stations will be

i identified as a by-product. The generality of the global approaca

is particularly uscful for multi-station PRNET's.

n Each station must have an algorithm for processing a PAP. The
algorithm examines the sequence of hardwired ID's in the PAP and
adds to its cctive repeater files the newly discovered repeaters.
The algorithm ther updates the connectivity matrix by recording the
links of the PAP. TFor cxample, if PAP contains the ordered secquence
(R(i), R(3J), R{(k), ...), the algorithm sets c(i,j) = 1, c(j,k) = 1,

cte.

Upon the reception Qf a PAY, the station PR handles it as any

[T S B
AT

other repcater, and in addition, it transfers a copy of the PAP into
the station. The processing of a PAP before its forwarding includes,
amony others, incrementing the count of the number of hardwired ID's

in thce packet and adding its hardwired ID in the proper location. :ﬁ
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The routing indicator carried in the packet can be used to im-
prove the efficiency of the global mapping. Specifically, the station
may use HRA for a PAP until MIN1=0. When the direction bit in & PAP
is reversed, the routing indicator is always set to BRA. This is
particularly useful for monitoring network connectivity when a station
wishes to map only a small scction of the network.

Figure 3.1 shows an example of paths traversed by a PAP and
some information content of the PAP on the various links. The PAP
was issued by station 427 with MHN1=2 and MHN2=8, The direction
bit of the PAP is reversed by repeater 96 which also sets MHN2 to
be the active handover number, We note that station 427 identifies
communication links in two directions between the repeaters in the

PAP sequence. Station 307 will record the path intformation of the

PAP received as well as add its ID and forward the PAP. Station
307 also identifies station 427 (we assume that the device type
can be identified either from its hardwired ID or by an additional
bit, associated with each hardwired ID in the sequence, which
distinguishes between a station and a repeater) as well as a
possible path to it.

3.2.2.3 Mapping of Local TLinks -

The mapping of local links can be done efficiently while per-
forming the global mapping. The procedure performed by a repeater
is as follows: whenecver a repeater receives (correctly) a PAP, it
extracts the last hardwired ID of the ordered secquence in the packet
and vecords it. That is, even when the rcpeater doecs not accept the
paviet for relaying (e.g. when same has been handled recently), the
repecater nevertheless extracts the link information. This procedure
may also be utilized in a network with mobile - Aters and stations,
in which case the repcater may discard some (keeping only the latest

information) or all the links after a time interval. Some properties

of this procedure are discussed below.




TREGRESETERSTRETEETE T TP 0 T WL TR S # T a Sy L@ SRSt O NN NI e pE KT

NETWORK ANALYSIS CORPORATION

[(F),(2,8), (427)] [(T),(6,0),

(427,23,167,
96,167,23)

ﬁ’[(T),(6,0),(427,23,167,96,901,307)]

07 [(F), (1,8),(427,23)1,
- ’ \;
.\\\*Q? [(T),(7,0),(427,23,167,96,901)]

€A 1(T),(7,0), (427,23,
¥ 167,96,167)]

[(F),(0,8), (427}
23,167)]

= [(T),(8,0),(427,23,167,

v 96) 1] 1(r),(8,0),(427,23,167,96)]

FIGURE 3.1: AN EXAMPLE OF PAP TRAVERSAL

o et
[ |

[ (DIRECTION BIT), (MHN1,MHN2), (SEQUENCE OF HARDWIRED IDs)]

- ‘:’“’

- REPFATLK, THE NUMBER IS THE HARDWIRED ID

L - STATION, THE NUMBER IS THE HARDWIRED ID
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The procedure seems very economical in terms of channel util-
ization because all the information generated during the global
mapping is locally recorded in repeaters. That is, much of the
connectivity information generated during the global mapping will
otherwise not reach any station for the following reasons:

a. All the path packets which reach repeaters with
a handover number equal to zero and a direction bit
pointing toward a station are discarded.

b. Many path packets will not reach stations even
when the handover number is large; if the network is
traffic saturated, the packets are discarded after a

maximum number of transmissions.

c. The procedure records more links than the total

number recorded in path packets-as shown in Figure 3.2.

Suppose that Rl has the path packet which has not yet been repeated
by R2, R3, and R4. Further, suppose that Rl transmits the PAP and
that it is correctly received by R2 and R3, which process the PAP
and begins to transmit it. R4 can recceive the PAP from either R2
or R3 but not from both (same UPI). If R4 receives the PAP from R3,
then the links recorded in the PAP are Rl ro R3 and R3 to R4. All
other links which are generated in the process of forwarding the
packet are not recorded.

The procedure proposed reduces the time needed for mapping the
network topology because the global mapping and the local mapping

are done simultaneously.
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FIGURE 3.2: THE LINES SHOW EXISTING POINT-TO-POINT LINKS
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- 3.2.3 Optimum Labeling of Repeaters

< 3.2.3.1 Non-Optimality of First Generation Labels

P We demonstrate that the initialization and labeling algorithms
which were proposed for implementation in the experimental system }
{Chapter 2) do not guarantee an optimality labeled network, and we ’
propose an algorithm for optimizing the network structure.

Recall from Chapter 2 that the Label Algorithm was classified
as "a local optimum.algorithm for a given state of initializatics."

e

v or

Specifically, the algorithm determines a hierarchical label for a

i

1

single repeater at a time and finds "the minimum hop feasible label,"
i given a state of network initialization. Furthermore, the station &
0 programs attempt to label a repeater as soon as one is identified,
y and there are no provisions for testing the optimality of the entire
‘ network and for relabeling labeled repeaters.
Figure 3.3 shows an example of a packet radio network which is

~ not optimally labeled for hierarchical routing. The optimum struc-

ture (using the "minimum hop criterion") will consist of R3 connected
- for routing to R4 rather than to R2. Several practical cases which
may result in a network labeled as in Figure 3.3 are given below

a2 (many other cases can be -lemonstrated):
ine. Case 1: R4 is newly introduced into the network.
' Case 2: The network was optimally labeled, R4 went

-, temporarily down which results in relabeling

R3 to R2. When R4 comes up again the network

will remain non-optimally labeled.
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n Case 3: Assume that TROP is much greater than the
average delay of packet transmission per hop
and much greater than the processing at the
station for determining a label. With the
above assumption, the distribution time of
ROP originations (by the set of repeaters)
can be such that R4 (note there is no stim-
ulation by the station) is discovered last
by the station. This will result in the

non-optimum structure shown in Figure 3.3.

s i
.

-
[

N
.t

L’».Y vt

it

3 3.2.3.2 A Criterion for Optimum Network Labels

The criterion and the algorithm of the next section are des-
cribed for a single station case. This is because each station
will use the algorithm independent of other stations; hence, each
. station attempts to optimize the paths towards it, or the set of
) labels assigned by it.

Notation:

¢ R(i): A repeater whose index is i
o HL{i): Hierarchy level
3 LL(i):  Hierarchical label

3.14

-------- a3 _-_v.». £ "‘ ,." -
e T e S

b T, S S i 'A‘,t“'.}:_\'_ls_.\;s.l 5 o




T W W e i o w N W J
G el i e e

NETWORK ANALYSIS CORPORATION

SINIT(i): State of initialization of repeater as geen by the station;
S0: Non-initialized ‘
SINIT(i)={Sl: 1In initialization process
S2: Initialized

sUnC (i) "he values of subfield HL(i) + 1 of successors of R(i)

(Cf{i,j))== Pairwise connectivity matrix between

repeaters

C(i,j) = 1 if R(j) can directly receive from R(i),
and 0 otherwise. Y

DEFINITION (Repeater Norm): The norm of repeater R(i) is defined
as its number of hops from the station on the path corresponding
to its label, we denote the norm by NO(i): NO(i) = HL(i) - 1.

If R(i) is not jinitialized or in the process of initialization,
NO(i) = », Also, the norm of the station PR.is 0.

We note that the norm of a repeater, as well as other values
associated with it, is seen by a particular station; thus, a re-
peater will generaliy have different norms at different stations.

A label of R(i), LL(i), is said to be feasible if for every R(k)
along the path defined by LL(i), SUCC(k) < (2**B) - 1. Let S be a set
of connected repeaters (we always assume that the station-PR belongs

;Ff; to the set); that is, if R(i) is in &, there exists an R(j) in S,
such that C(i,j) = 1. We associate with S a set of labels L(S), one
:f for each repeater in the set. We say that L(S) is a fcasible set of

labels if: (a) NO(i) < = for every R(i) in S, and (b) every LL(i) in
ry L(S) is feasible. Note that a connected set of repeaters may not have

.
5
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a feasible set of labels; for example, if 2**B or more repeatecrs
are connected to the station-PR and no repcater is connected to any

other repeater in the set.

DEFINITION (Optimum Set of Labels): Let S be a set of connected
repeaters, L(S) a feasible set of labels of repeaters in S, and
F(S) the family of all feasible sets of labels. We say that L*(S)
in F(S) is an optimum set of labels if:

D(L*(S)) = Min*D(L(S)), over all L(S) & F(S) (3.1)
where:
D(L(S)) = ) NO(i), over all i such that R(i) € S (3.2)

and LL(i) € L(S)

The summation in (3.2) is over labels which belong to the same

14 LI

: feasible set L(S). The above definition considers a set of labels r.
. o
N as optimum if the total numker of hops from repeaters to the station -
l.\

PR is smallest. .

R
"

EXAMPLE: Figure 3.4 shows the communication paths formed by the

g five sets of feasible labels which comprise the family F, for the i
éj network with the connectivity shown in Figure 3.3. The value of o
= the measure D is shown for each set of labels, and the optimnum set f;
E‘ of labels for this network is the set which corresponds to the paths :&
- in (¢). ' EE

e

Note that the defir “ion of the optimum set of labels implies that
the optimum is not necessarily unique. Figurc 3.5 shows a case in

5 which R5 is the only unlabeled repeater. If R5 is labeled on R3

T
.‘m'-'l
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or on R4 we obtain two corresponding sets of feasible labels, each
of which is optimum by the definition.

Ii: is clear from the definitions that if there exists a con-
nected set of repeaters and the number of connections of each re-
peater to other repeaters in the set is less than 2**B - 1, then
every set of labels for the set of repeaters is feasible, one of

which is the optimum.
3.2.3.4 A Station Algorithm for Optimum Relabeling

Recognizing that the set of labels assigned to repeaters may
not be optimal (by the definition of the previous subsection), we
proposce an algorithm for periodically testing the optimality of the
set of labels assigned to repeaters and deciding whether the net-
work should be reclabeled. To state the algorithm, one needs to
specify the period at which the optimality will be tested and a
measure of departure from the optimum set of labels which will be
used to decide whether the network should be relabeled.

DLFINTICN: Let Da and Db be the values of Equation (3.2) for sets
of labels La(S8) and Lb(S), respectively. The distance measure be-
tween the two sets of labels is defined by:

M = M(Da, Db) = |Da - Db]|
where:

| | denotes the absolute value.

We assume that the procedures outlined in Chapter 2 which at-

tempt to label a repeater as soon as identified are used here as well.

However, periodically an algorithm of the form stated below will be

applied.




NETWORK ANALYSIS CORPORATION

Algorithm:
Let Se = {(F!i): SIN1T(i) = S2}
0. Compute De:

= ) NO(i) = § (HL(Z)=-1)
R(i) e Se R(i) € Se

1. Compute the Optimum Set of Labels Lo(S), where S

is the set of active connected .epeaters.
2. Compute:

= ] Noo(i) = } (HLo(i)-1)
R(i) € Se R(i) e Se

where NOo(i) and HLo(i) are the norm ana ‘ierarchy level
of repeaters with labels of the set Lo(S).

3. If M = |Do-De| < Mt, go to (5);
4, Relabel the nctwork;
5. Fnd.

Remarks:

1. The test of optimality “1 Step 3 is the distance
measured between the existing set of labels and the optimum

set of labels for the set of initialized repeaters. This

distance is compared with a threshold Mt to determine

3.20
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whether relabeling should be done. The algorithm and/or
the test can be generalized. For example, one may want
to relabel repeaters only if they are K or less hops away
from the station, using the argument that the bottleneck

is near the station so that non-optimum labels which are
= many hops away from the station are not significant. ..ae
latter will involve a different selection of the set Se
o to be used in the algorithm. Another consideration for
deciding whether to relabel may be the number of active
terminals currently in the system, in which case, the
! threshold Mt may be a function of the number of active

terminals.

2. The algorithm for finding the optimum set oi labels
is different from the Label Program of Chapter 2, in that
one ignores the fact that the network is partially ini-
tialized and one finds the se¢t of labels for the whole
set of connected repeaters simultaneously. Such an al-
gorithm has been developed, programmed, and tested at

Network Analysis Corporation [NAC, 1973]}.

! 3. The interval at which the above algorithm is applied
p is a matter of subjective judgment, which depends upon
; % . caveral factors, e.g., the mobility of network devices
“ (repeaters and stations). If we assume that network de-
4 E? vices are stationary or moving slowly, we recommend the
| - following procedure:
S Let To = K x TROP, where K is a parameter valued from 10 to
? v, 20. When the station comes up, and after.the discovery of each new
% = repeater, an event is rescheduled for t = Current TIME + To, at which
b time the algorithm will be applied. Note that the algorithm will be
! applied only if no new repeater has been discovered for a period of
To seconds. This procedure implies that under fairly general con-
if ditions, the consideration for relabeling the network takes place
‘ 3.21
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! n after all repeaters (which can be discovered) have been discovered
-~ by the station. Another consideration for determining the time
a at which the algorithm should be applied may be a function of
departures of regular packets from primary paths, as observed at
]

A the station.
~ 3.2.4 Discussion

E We briefly state the improvements in efficiency and/or the

| = a'ditional capabilities provided by adding the set of functions of
- this section to the original set in Chapter 2.
i
4 1. More complete mapping of network topology by utilizing B
. PA>'s and the Local Mapping of Links procedure.
n 2. ‘Item 1 and the algorithms for testing optimality

and ob*~ining an optimum set of labels, will result in
an optimally labeled network and consequently a higher

b A O

maximum utilization of the channel capacity.: '

S5 Faster network initialization and faster adaptation

T T T

. to changes in network topology cdue to the stimulation by
the station in using PAP's.

4, The more complete topological mapping which can be

obtained by the procedures of this section is particularly
significant when one wishes t¢ use a different routin~
algorithm, e.g. the Directed Broadcast Algorithm described
in Chapter 4.

;
[
§
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e
n 3.3 MONITORING STATUS OF NETWORK DEVICES ANI" CONNECTIVITY
: % 3.3.1 General
- Network topology and repeater status information (and station
s status information in multistation systems) is needed in order to
L establish and maintain feasible and efficient routes between repeaters
% o and (active) stations. Terminal status and activity information is
needed for the delivery of packets from station to terminal, and for
E Ei stability control.
1 7 The objective of the status and connectivity monitoring activity
E; is therefore to maintain, in the stat?on, the updated information of
. active terminals and repeaters, and of network connections. In a ‘
| O multistation system, each station (and possibly each repeater) must
= also monitor the status of the other stations.
- In this section we first describe monitoring procedures for the
n single station system, and discuss the capability of the system to

- detect and adjust to network changes such as failures and repeater
I relocation. We then extend such procedures and apply them to multi-

station operat:ons.
5 3.3.2 Monitoring Status and Connectivity of Repeaters
3.3.2.1 Repeater Monitoring

For the efficient operation of the PRNET, the station must keep
and periodically update the directory of active repeaters, and maintain
fresh information of network topology. This is achieved, in part, via
repeater status monitoring. In the sequal, two alternative procedures
for repeater status monitoring are described and compared.

The simplest teclinique for repeater status monitoring consists of

inspecting the ID's of all ROP's received at the station.

L
Faan
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T

5 Recall that each repeater emits a ROP (Repcater On Packet) at
regular intervals of TROP seconds. The ROP packet is forwarded to

Ei the station by the neighbor repeaters that hear it. Each ROP contains

the hardwired ID of the originating repeater and the label (or 1ID)

of the neighbor who forwarded it to the station.

Pl |

Upon receiving a ROP, the station updates the repeater directory

accordingly. More precisely, the station reads originator ID from

e ©
RO

ROP and updates the parameter TRLH (Time Repeater Last Heard) for the

i corresponding repeater. The repeater directory is periodically

o checked for old time stamps. Repeaters that have been silent for more
than a specified time interval are declared dead, and are eliminated

G from the active repeater directory. .A detailed discussion of the
repeater monitoring routine is presented in Chapter 2. ‘.

;f As an alternative to the ROP inspection procedure, the station

B may monitor the status of repeaters by observing regular network

. traffic. A possible technique based on this approach is described

in the sequal.

is For each repeater in the active repeater directory, the station

R maintains and periodically updates two parameters:

5 a. Thé Activity (ACT) parameter, and

S b. The Alternate Path (AP) parameter.

&- At the beginning of an observation interval, ACT and AP are set

to zero. The following update procedure is then applied:

ACT(k) is set to 1 whencver the station receives a packet

o originating from repeater k (or from a terminal associated with
repeater k) which followed the primary route (note: the station
can detect a primary route departure from departure information

b in the packet header).

3.24
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AP (k) is set to 1 if the packet originating from repcater k
(or from an associated terminal) departed from the primary route.
At the end of the observation period, the station scans the list of
active repeaters for k = 1,...NN, where NN is the total number of
active rcpeaters. If ACT(k) = 1, then ACT(m) is set to 1, for all
m on the primary path from k to station. Next, ACT(k) is set to 1
for all k such that AP(k) = 1. At the end of this procedure, we

classify repeaters under three categorics:

1. ACT (k) 1, AP (k) 0: Such repeaters are alive and OK.

2. ACT (k) 1, AP (k)

some difficulty was encountered along the path to station.

1l: Such repeaters are alive, but
The station might further investigate the path.

3. ACT (k) = 0, AP(k) = 0: Such repeaters did not handle
traffic during the last observation interval.

The repeaters in Classes 1 and 2 are declared active. Rcpeaters in
Ciass 3 require further interrogation from the station to determine
whether they are active or dead. . '

Finally, the ACT and AP bits are reset to zero, and a new
observation period is started. The update frcquency is properly
choscn so as to optimize the tradecoff betwecen timely status informa-
tion and update overhead.

The sclection between the traffic observation approach and ROP
approarh should be based on the tradeoff between station overhead
due to the obscrvation of all recgular traffic, and network channel
overhead due to the periodic emission of ROP's. 1Indeed, the ROP
implementation may be required for other rcasons beside repeater
status monitoring (for cxample, connectivity monitoring). In such

cases, the traffic obscrvation procedurc may be efficiently combined

3.25
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T with the ROP procedure to reduce ROP traffic overhead (for example,
S the frequency of ROP emission may be reduced when a repeater is

L .

N traversed by regular network traffic).

-

i 3.3.2.2 Network Connectivity Monitoring

Y The station stores a connectivity data base (e.g., the connec-

tivity matrix) containing the information of all active neiwork links.

& Links are directed, and are identified by a source-sink pair. The
g connectivity data base is used to determine effective hierarchical
B routes in PRNET. The purpose of the connectivity monitoring activity
= is to maintain, in the station, an updated version of such data base.

In second generation PRNET's, the station can obtain and monitor
N network connectivity more promptly and accurately than in the exper-
. imental version, using new capabilities offered by BRA (Broadcast
l Routing) and PAP (Path Packet). In particular, the station may im-

plement the following connectivity monitoring procedures:

1. Extraction of connectivity information from ROP
[ | packets, and

. 2. Delivery of a PAP (Path Packet) to the repeater
' under consideration, followed by a DUMP packet to col-

lect local mapping information.

The first procedure is based on ROP's. The station, upon re-

ceiving a ROP, extracts the ID of the originating repeater and the

T T T e T T
x

-

label of the relaying repeater, and marks as active the link cor-

ﬁ responding to such repeater pair in the connectivity matrix.

- The second procedure employs the PAP described in Section

. 3.2. A PAP is issued from the station to the repcater whose con-
L. nectivity is being monitored. Routing from station to repeater is
I hierarchical. Upon arrival at the repeater, the direction bit is

|
Pd? i v
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3. reversed and broadcast routing is used, with MHN = 2, Typically,
the PAP will not be able to return to the station (e.g., if the
3 station is more than two hops away). However, the copies of PAP
. that, during broadcast routing, are reflected from the neighbor
- ID's (see Section 3.2). A DUMP packet is later issued by the
3 station to the repeater to collect the neighbor ID list. From
_ such a list, the links from repeater to neighbors are entered in
L_ the connectivity matrix.
The two above-mentioned procedures can be implcmented and N
i performed concurrently. The ROP procedure provides a continuous
monitoring capability required to detect unexpected (or not easily
o predictable) connectivity changes deriving from situations such as
= repeater or link failure, repeater relocation, etc. ;
- The Path Packet procedure, on the other hand, is used by the
5 station when a more complete (or faster) mapping process is required
5 such as: network initialization or periodical refreshing of connec-
l tivity matrix and labels.
- Both ROP and PAP procedures enable the station to detect the
g links that are up. They do not notify the station when a link goes
down. In order to maintain an updated version of the connectivity
! matrix, we nced a procedure to eliminate links that are no morc valid.

A simple refresh procedure consists of periodically resetting to zero
one row (or column) of the connectivity matrix, and issuing a PAP to
the corresponding repecater to obtain a more recent local mapping.
After an appropriate time interval (sufficiently long to allow
regeneration of the connectivity matrix), the validity of the repeater
label is also verified.

! The monitoring procedures described here are adequate to protect
a single station system against link and repeater failures, and cnable
it to adjust to installation of new repeaters (in an already initial-
ized network) and to detect repcater relocation. The following secc-

tions discuss some examples of network recovery and adjustment to

[ g

topological changes.
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3.3.2.3 Mapping an Unlabeled Repeatcr in a Labeled Network

An unlabeled repeater can be found in a labeled network for

onc of the following reasons:

AL The repeatecr was not dctected by the global pro-

cedure, or

2, The repeater was installed in an already initial-

ized network.

The unlabeled repeatér does not relay regular packets, but makes its
presence known to the station via ROP's.
The station, upon receiving the.first ROP and verifying that it

contains a new ID, attempts to assign to the new repeater a label ‘
homed on the repeater that reiayed the ROP. If such a label is not

TR

fecasible, the station can wait for more ROP's to come from the new
n repeater, or can issue a PAP, in order to gain more information on

local mapping. Eventually, the station will succeed in homing the
0! new repeater onto one of the neighbors; in some rare event, this may
require relabeling of some of the neighbors.

Some applications may require the installation of redundant

_..m,m_m
S RN
g,

repeaters, which are kept in the unlabeled status until they nced

. - to be made operational for area coverage. The station maintains and

g updates the connectivity of the unlabeled repeaters much in the same

way as it does for labeled repeaters, using the ROP procedurc.

47

3.3.2.4 Monitoring Link Failures

"
G e I e i iy e il

During the lifc of the PRNET, an existing RF link betwecen two
repcaters may fail (i.e., may become disrupted) because of any of

the following reasons:
! 1Lg R power reduction.
2, Obstacles on the RF path.

B Mobile recpeater rclocation.

3.28
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We may distinguish between links which are on hierarchical
routing paths (i.c., links actively used for packet routing) and
links which are not on a hierarchical routing path.

For the link failures not on the hierarchical path, we may
rely on a relatively slow detection and monitoring procedure such
as the periodic connectivity matrix refresh. For link failures on
the path, we need a faster detection mechanism to enable the prompt
correction of routing labels and establishment of a valid path.

If the link failure on the primary path is in the direction
to the station, or if it is in both directions (which is the most
frequent case), the station can promptly detect such failure from
packet departures from the primarynpath.

Upon link failure, packet departures will occur. The station
thus can identify the suspect repeater from the "departure field"
in the header of the incoming packet and perform a connectivity
and label refresh on it. A station algorithm for "departure" mon-
itoring is described in Chapter 2.

In summary, the periodic refresh of connecti&ity and labels
is sufficient to ensure connectivity and routing label consistency
at steady state. However, the departure monitoring technique is a
desirable complemnent to the refresh technique when link failures
and connectivity changes occur at a faster rate than the refresh
activity (e.y., mobile repeaters). In general, the implementation
of the departure monitoring feature in the station may warrant the
reduction of the refresh frequency, and thus reduce station and

PRNET overhcad.
2.3.2.5 Monitoring Mobile Repeatcrs
The relocation of a repeater may disrupt its original connec-

tions. In particular, it may disrupt the link on its primary path

to the station. If the speed of the rcpeater is not too high (e.g.,

< 100 miles per hour) the rccovery techniques described in the
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preceding section cnable continuous tracking of the repeater from

the station. If the station knows (or learns) that a repeater is

W R TTITE T e W

mobile, it can make traking more effective by reducing the TROP

interval of such repeater and by refreshing its connectivity and

-
{ - label more frequently than for static repeaters. Furthermore, to
: avoid extensive relabeling after each relocation, the station will
s usually not label stationary repeaters to "home" on mobile repeaters.
: 3.3.2.6 Recovery From Station Failure
; When the station comes up after failure, it may have lost the
& network connectivity information and the repeater and terminal active

directories. In such case the network must be reinitialized. Net- —
e work reinitialization differs from initialization of an unlabeled
net in that repeaters are labeled and may carry regular (residual)

traffic. It can be readily seen, however, thut global and local

T I T
‘.H ‘

mapping procedures based on ROP's and PAP's are independent of
labeled or unlabeled status of repeaters and presence of regular
traffic. Therefore, such procedures can be applied also for re-

. initialization.

- 3.3.3 Monitoring Terminal Status and Connectivity

T T TG

The station kecps a directory of active terminals. For each

L active terminal the hominc repeater (i.e. the repeater through which

the termineal last communicated) is also registered.

Terminal activity information is needed in order to remove

TR

terminals that are no longer active, and thus free some slots for

new terminals. Homing repeater information is needed in order to

~ T T .
T

deliver packets from station to terminal. A simple procedure for

. terminal monitoring is described in the sequal.

£ 3.30
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. For each packet that arrives from PRNET, the station reads
the terminal ID (internal ID assigned by the station, at terminal
log-in, different from the fixed handwired ID of the terminal
“ PR), and updates time stamp and homing repeater label. Time stamps
are periodically checked, and terminals that have been silent for
a spcecified interval of time are interrogated by the station. If
a terminal fails to answer after several interrogation trails, it
; is declarcd dzad and eliminated from the active list.

An example of terminal monitoring implementation is described

in Chapter 2.

-“Ti""-' -

A mobile terminal is continuously tracked by the station by

virtue of the fact that its homing repeater is updated in the

-

terminal directory after each packet received from the terminal.

Clearly, the rate of regular data packets from the mobile terminal .
must be sufficiently high so as to maintain up-to-date homing

repeater information in the station. If reqular data packet rate

. is not sufficient, artificial "tracking" packets may be used. As

an alternative, broadcast routing may be employed when terminal N

E'; speed is very high and packet rate very low (sensors, alarms etc.).

Eu 3.3.4 Connectivity Monitoring in Multistation Nets

e T Tt )

Multistation functions and requirements are not yet completely

x
-

defined at this stage of PRNET development. Therefore, a thorough

e

investigation of alternative connectivity monitoring procedures for
0% the multistation environment is premature. Here, instecad, we address

the more Jimited issue of how to extend single station procedures to "

-

A

enable some basic multistation operations.

-
L

First, we recall that the fundamental motivations for installing

more than one station in a PR system are:

.-
*

1. Station recdundancy (for reliability), and

2. Load balancing among stations.

TR T
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R
- Stations communicate with each other via PRNET and/or via a High
" Level (HL) packet network (point-to-point packet switched or
packet satellite broadcast network). Terminals in the PRNET
- communicate with each other through a common intermediate PRNET
;; station or through two different stations. In the latter case,
interstation communication can be either via PRNET or via HLNET.
Ej In order to satisfy the basic multistation requirements of
reliability, load sharing capability and interstation communica-
f? tions via PRNET, ecach repeater stores several labels, in the
: limit one for each station (in practicality, three labels are
E deemed more than adequate for reliability and load sharing pur-
= poses). The labeling of a repeater by more than one station is

described in Chapter 4. v

Each station keeps a directory of all repeaters to which it has
assigned labels. Repeater status monitoring is based on the ROP

".. ®

mechanism already discussed for the single station case.

As a difference from the single station procedure, the multi-
station ROP procedure requires that each neighbor, upon receiving
a ROP from the originating repeater, relays the ROP to all the
| stations by which it has been labeled. This may be accomplished
either by sending a different copy of ROP to each station, using
HRA (Hierarchical Routing), or by issuing only one ROP via BRA
(Broadcast Routing), with MHN set equal to the hop distance to the

- most distant (in hierarchical level sense) labeling station. The
. sclection between multiple ROP copies via HRA or single ROP copy
via BRA will depend upon traffic overhead considerations (see also
Section 3.2).

Connectivity monitoring is performed in the same way as in the
single station casc, using ROP's and PAP's.

Load sharing among stations is based on the nearness criterion.

%* The repeater which receives a packet from a terminal will always
' deliver such packet to its primary station (unless the terminal
t: specifies a preferred station). Intermediate repeaters along the
L

B path relay packets as specified in the label.
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