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20. Abstract (Cont'd)

Explicit expressions are then derived for the transmitted electric and magnetic fields at points on the inside surfaces of plane sheets (continuous and slotted) and rectangular enclosures (continuous and slotted) when these structures are exposed to fields from elementary electric and magnetic dipoles and small rectangular loop antennas. These expressions are then used to obtain the shielding effectiveness of sheets and enclosures.

The shielding theory is extended from time harmonic sources to transient sources for several cases of interest. These include transient fields in the form of decaying exponentials incident on continuous and slotted enclosures. In each case, the field transmitted to the inside surface of the enclosure is evaluated explicitly using analytic approximations to the inverse Laplace transforms. The results show that transient fields inside slotted enclosures differ markedly from those inside continuous enclosures even when both are exposed to the same field. The field inside a slotted enclosure is usually much larger and much more likely to contain a high frequency component in the form of internal pulses reflected between the front (closest to the source) and back walls. Besides being smaller, the field in a continuous enclosure is likely to be greatly delayed and stretched in time compared to the field in a slotted enclosure.

On the basis of these results, it is argued that a single internal field measurement at a given frequency as called for by MIL-STD-285 and IEEE 299 is insufficient to determine the shielding effectiveness of an enclosure against both electric and magnetic fields from a specified electromagnetic source. It is also argued that a small loop antenna carrying a properly designed transient current can be used to simulate an EMP field for purposes of measuring the time domain shielding effectiveness of small electronics shelters against EMP fields.
This report is the outgrowth of electromagnetic shielding studies by the author that go back to 1972. During this time, he has received encouragement, advice, and assistance from many individuals, and to all of these, he would like to express his sincere appreciation. Special thanks are due to Dr. John Bombardt and Mr. John Sweton who introduced the author to the subject of electromagnetic shielding and first suggested the idea that there must be an analytical relationship between EMP shielding effectiveness and MIL-STD-285 and to Mr. Joseph Miletta and Mr. Ronald Chase who provided outstanding technical and administrative support for this effort.
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BACKGROUND

In the Fall of 1972, a project was begun at Harry Diamond Laboratories to develop an analytical relationship between the shielding effectiveness of a metallic enclosure as measured by small loop and monopole antennas in accordance with MIL-STD-285 and the shielding effectiveness of the same enclosure when exposed to a plane wave Electromagnetic Pulse (EMP). The basic objective of the project was to obtain some relatively simple, closed form approximations that could be useful in interpreting data from measurements that were being planned as part of field tests to determine the vulnerability of the Safeguard System to damage from EMP fields. A longer range objective was to provide an analytical basis for the development of small, low cost, mobile simulators that could be used to measure the shielding effectiveness of various types of enclosures against EMP fields generated by a wide range of natural and man-made sources including lightning and high altitude nuclear explosions.

Using a heuristic approach that made liberal use of engineering approximations, the principal investigator obtained a single expression relating the shielding effectiveness of an enclosure against plane wave electromagnetic fields to the shielding effectiveness of the same enclosure against near fields generated by small loop and monopole antennas. This expression was described in Monroe where it was cast in the form of a correction factor that can be used to adjust shielding effectiveness measurements made with loop and monopole antennas located 12 inches from an enclosure to give the shielding effectiveness.

by these investigators combined elements from problems 1 and 3. Moser\textsuperscript{5}, Schulz\textsuperscript{16}, and Cowdell\textsuperscript{17} used small loop antennas located close to large, flat metal sheets; while Axford et al\textsuperscript{9} used loop and monopole antennas to illuminate a shielded enclosure that has been penetrated by a narrow rectangular slot. On the theoretical side, Bannister\textsuperscript{6} gave an independent derivation of Schelkunoff's equation for the case of a loop antenna oriented with its plane parallel to the plane of the sheet. His derivation is based directly on Maxwell's equations and makes no use of transmission theory. These results will be referred to as the extended transmission theory of shielding.

In spite of its successes, Schelkunoff's equation has not attained unanimous acceptance as a universal shielding formula. For example, Bridges and Miller\textsuperscript{18} point out several apparent discrepancies between measurements and calculations based on equation (2.16) and between (2.16) and comparable expressions obtained by ostensibly more rigorous theories. These discrepancies range from 50 to 100 dB in the frequency range from 100 Hz to $10^5$ Hz when (2.16) is applied to shielded enclosures in the manner suggested by Cowdell\textsuperscript{14} and Babcock\textsuperscript{15}. Moreover, the predictions based on (2.16) fall on the optimistic side so that
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this conviction when he used (2.16) to predict the shielding effectiveness of various electronics cabinets against low and high impedance fields. For the low impedance field he approximated \( Z_w \) with the wave impedance of an elementary magnetic dipole and for the high impedance field he used the wave impedance of an elementary electric dipole\(^{12}\). This approach was then used extensively by Schulz et al\(^{13}\), Cowdell\(^{14}\), and Babcock\(^{15}\). And, as noted previously, Monroe\(^2\) applied it to an important class of discontinuous shields by replacing \( Z_1 \) with the impedance of the discontinuity which was approximated by the impedance of rectangular slot. Experimental support for some— but by no means all— of these applications was obtained by Moser\(^5\), Schulz\(^{16}\), Cowdell\(^{17}\), and Axford et al\(^9\). The arrangements of source and shield studied

14 R. B. Cowdell, Electronics, 40 (April 1967), 92.
16 R. B. Schulz, IEEE Trans. EMC, EMC-10 (March 1968), 95.
17 R. B. Cowdell, IEEE Trans. EMC, EMC-10 (March 1968), 158.
cylindrical wave evaluated at the inner surface of the shield. When the wavelength of the field is much larger than the inner radius of the cylinder, Schelkunoff showed that $Z_w$ reduces to

$$Z_w = j2\pi f \mu_0 \alpha,$$  \hspace{1cm} (2.15)

where $\alpha$ is the inner radius of the cylinder. And for problem 3, $Z_w$ is the wave impedance of an elementary magnetic dipole evaluated at the inner surface of the sphere. When the wavelength of the field is much larger than the inner radius of the sphere, $Z_w$ becomes formally identical to (2.15) with "$\alpha$" replaced by the inner radius of the sphere.

Thus, we can summarize the principal results of Schelkunoff's theory very concisely as follows: The shielding effectiveness of plane, cylindrical, and spherical metal sheets against electric and magnetic fields is given by

$$SE = A + 20\log(\frac{|Z_w|/c}{Z_i}), \hspace{1cm} SE(E) = SE(H),$$

where

$$A = 8.686(\pi \mu_0 f)^{1/2} d, \hspace{1cm} (2.16)$$

$$Z_i = (j2\pi f \mu_0 \sigma)^{1/2},$$

$$c = \begin{cases} 4 & \text{for planes and cylinders} \\ 3 & \text{for spheres}, \end{cases}$$

and $Z_w$ is the wave impedance of the source field evaluated at the surface of the shield.

In the years since Schelkunoff developed his theory, a conviction has grown among many investigators that (2.16) is in some sense a universal shielding formula applicable to virtually any combination of source and shield provided $c$ and $Z_w$ are chosen correctly. Vasaka\(^1\) was apparently the first to act on

to
\[ R = 20\log(1/4|k|) \]  
(2.9)
and
\[ R = 20\log(1/3|k|), \]  
(2.10)
respectively. Thus the reflection term for all three problems can be written in the form
\[ R = 20\log(|Z_w|/c|Z_i|), \]  
(2.11)
where \( c \) is equal to 4 for problems 1 and 2 and 3 for problem 3. To evaluate \( Z_i \), Schelkunoff again used his assumption that the shield is a good conductor and that the field within the shield is a plane wave. He obtained
\[ Z_i = (j2\pi f \mu /\sigma)^{1/2}. \]  
(2.12)
Thus \( Z_i \) like \( A \) is independent of shield and source geometry; it is given by (2.12) for all three problems. In contrast to \( Z_i \), \( Z_w \) is not the same for all three problems, and it is this factor that largely accounts for the difference in SE shown by the three shields. Here \( Z_w \) is equal to the ratio of orthogonal components of the incident electric and magnetic fields tangent to the surface of the shield. That is,
\[ Z_w = E_q^i/H_p^i. \]  
(2.13)
Therefore, \( Z_w \) must be separately evaluated for each source. This is a relatively straightforward process for all three problems since the source fields all propagate in a direction perpendicular to the surfaces of the shields. That is, \( E_q^i \) and \( H_p^i \) are equal to the transverse components of the source fields. For problem 1, \( Z_w \) is the characteristic impedance of a plane wave
\[ Z_w = (\mu_o/\varepsilon_o)^{1/2}, \]  
(2.14)
where \( \mu_o \) and \( \varepsilon_o \) are the permeability and permittivity of free space. For problem 2, \( Z_w \) is the characteristic impedance of a
the wall, and B accounts for the second and all succeeding reflections within the wall. In most cases of interest, \( A + R \gg B \) so that (2.4) reduces to

\[
SE = A + R .
\]

(2.5)

The absorption term depends only on the conductivity \( \sigma \), permeability \( \mu \), and thickness \( d \) of the metal in the wall of the shield and on the frequency \( f \) of the source. For all three problems \( A \) is given by

\[
A = 8.686(\pi \mu \sigma f)^{1/2} d .
\]

(2.6)

Schelkunoff obtains equation (2.6) by assuming that the shield is a good conductor in the usual sense (displacement currents negligible compared to conduction currents) and that fields within the wall can be approximated by plane waves regardless of the shape of the shield or the character of the field outside the wall. Thus, \( A \) is independent of the type of shield and of the structure of the source field. The reflection term does depend on both the shape of the shield and the source field, but it does so in a very simple way. For problems 1 and 2, he obtained:

\[
R = 20 \log \left( \frac{|k + 1|^2}{4|k|} \right) .
\]

(2.7)

and for problem 3

\[
R = 20 \log \left( \frac{|(k + 1)(k/2 + 1)|}{3|k|} \right) ,
\]

(2.8)

where \( k \) is the ratio of the intrinsic impedance of the shield \( Z_i \) to the wave impedance of the incident field \( Z_w \). The magnitude \( |k| = |Z_i/Z_w| \) is a measure of the change in structure undergone by the field as it enters or leaves the shield. Large (\( >>1 \)) or small (\( <<1 \)) values of \( |k| \) correspond to large impedance mismatches at the surface of the shield which yield large values of \( R \). For practical shields, \( |k| \ll 1 \) so that (2.7) and (2.8) reduce.
of the incident field on one side of the shield and the transmitted field on the other side.

The expressions derived by Schelkunoff for the shield efficiency – now called shielding effectiveness – are remarkable in several respects. In the first place, the shielding properties of each combination of source and shield are characterized by a single expression for SE regardless of whether SE is defined in terms of electric or magnetic fields. That is, if

\[ SE(H) = 20 \log \left( \frac{|H_p^i|}{|H_p^t|} \right) \]  
(2.1)

and

\[ SE(E) = 20 \log \left( \frac{|E_q^i|}{|E_q^t|} \right), \]  
(2.2)

then

\[ SE = SE(H) = SE(E), \]  
(2.3)

where \( E_q^i \) and \( H_p^i \) are components of the incident electric and magnetic fields tangent to the surface of the shield, \( E_q^t \) and \( H_p^t \) are corresponding components of the transmitted fields, and \( p \) and \( q \) refer to an orthogonal coordinate system. Thus, each of these structures shields the electric field precisely as well, or poorly, as it shields the magnetic field when both fields are generated by the specified source.

Even more striking is the fact that for each problem SE can be written in the form

\[ SE = A + R + B, \]  
(2.4)

where \( A \) represents an absorption loss sustained by the field on a one way transit through the wall of the shield, \( R \) represents a loss due to initial reflections of the field at both surfaces of
2. INTRODUCTION

During the late 1930's and early 1940's, S. A. Schelkunoff developed a theory that attempted to encompass most of what was known about how an electromagnetic field generated by a time harmonic source can be effectively excluded from a specified region through the use of shields constructed from planar, cylindrical, and spherical sections of sheet metal.\(^3\)\(^4\) He considered continuous shields with single walls of uniform composition and thickness, and he based his theory on a model of the source and shield as a discontinuous transmission line driven at one end by a generator and terminated at the other by a lumped impedance. Using the mathematical analogy between voltage and current waves on a transmission line and transverse electromagnetic fields propagating in a medium, he transformed solutions to the model transmission line equations into solutions of Maxwell's equations for the electric and magnetic fields on both surfaces of the shield. He called this the transmission theory of shielding, and he applied it to three classical shielding problems:

1. A plane sheet exposed to plane wave fields propagating in a direction perpendicular to the plane of the sheet.
2. A cylindrical shell exposed to fields from current filaments on the central axis of the cylinder.
3. A spherical shell exposed to fields from a small loop antenna at its center.

For each of these problems, Schelkunoff obtained a closed form expression representing the shield efficiency (SE) which he defined as the difference in dB between the amplitude levels

---

10 S. A. Schelkunoff, Bell System Technical Journal, 17 (1938), 17.
derived quantity and a theoretically derived expression would ordinarily be considered excellent. Evidently Axford et al\textsuperscript{9} did not consider the fact that the correction factor is defined in terms of the difference between shielding effectiveness as seen by two different sources. This means that systematic errors in either measured or computed values of shielding effectiveness will not affect the correction factor provided the errors are the same for both sources. Since the largest errors observed by Axford et al are exactly of this type, these errors cancel, and $\delta^e = \delta - 3$ dB.

It is clear from the preceding that the assumptions used in Monroe\textsuperscript{2} have raised important questions that remain unanswered: Under what circumstances can small loop and monopole antennas be approximated by magnetic and electric dipoles for near field calculations? And, when can Schelkunoff's formula be used to investigate practical enclosures? The first of these is a technical question that can be answered by the straightforward (but tedious) method of computing near fields of the antennas and comparing these with the near fields of the dipoles. The second, however, involves fundamental problems in electromagnetic shielding theory that have no easy solutions. These questions, among others will be discussed in the following sections.

noted "reasonable" agreement for monopole antennas; but found that "agreement for loop antennas was not acceptable." They concluded that "extension of the transmission line theory approach to slotted shields yielded inaccurate results especially for loop antennas."

In reaching this conclusion, Axford et al. 9 apparently overlooked or discounted the fact that their shielding effectiveness measurements are quite consistent with the correction factor obtained in Monroe 2. This can be seen by taking the difference $SE_m - SE_l$, where $SE_m$ and $SE_l$ are the measured values of shielding effectiveness at a specified frequency for the monopole and loop, and comparing this difference with $SE_{ED} - SE_{MD} = 2\delta$ from equation (5.12) of Monroe 2 where $SE_{ED}$ and $SE_{MD}$ are the corresponding computed values of shielding effectiveness for electric and magnetic dipoles and $\delta$ is the correction factor (eq. 5.9). For the case of an enclosure with a $\frac{1}{2}$ meter slot in one side, the reader can easily verify that the difference between $SE_m - SE_l$ and $SE_{ED} - SE_{MD}$ is approximately 6 dB over the entire range of frequencies at which measurements were made. Since the accuracy of these measurements is probably no better than 6 dB, this must be considered satisfactory agreement. Similar agreement is found in the case of an enclosure with a 1 meter slot. Furthermore, if one defines an experimental correction factor $\delta_e = (SE_m - SE_l)/2$ and compares this with $\delta$, the two quantities will be found to differ by only 3dB over the entire frequency range. Agreement like this between an experimentally


than Schelkunoff's transmission line theory. However, they accepted those results in Monroe\(^2\) that pertained to continuous shields as a "reasonable approximation" without attempting an independent verification, and they limited themselves to the case of a discontinuous plane shield with a narrow rectangular slot. Somewhat surprisingly in view of their stated preference, they did not use a plane wave expansion to analyze this problem. Rather, they applied a variation on the classical dipole approximation technique. With this approach, they computed the magnetic field transmitted through the shield from a magnetic dipole located 12 inches away, and with the aid of a reference field they constructed plots of the shielding effectiveness. Like the previous group, Axford et al.\(^9\) obtained no closed form expressions relying instead on purely numerical results. However, unlike their predecessors, they did no shielding effectiveness calculations for plane waves or electric dipole fields. Therefore, they were unable to compute a correction factor for comparison with those obtained in the earlier studies. Their experimental work, although very useful, was also incomplete. It did not include a direct test of the principal result of Monroe\(^2\), namely, the correction factor, but was limited to shielding effectiveness measurements on a steel enclosure prepared with narrow slots on one wall. These measurements were made with small loop and monopole antennas following MIL-STD-285 procedures. When Axford et al. compared their measurements with corresponding values computed with Schelkunoff’s formula as modified in Monroe\(^2\), they

wave expansion technique to solve for the fields transmitted through a flat sheet of metal from electric and magnetic dipole sources located 12 inches away. Then they calculated a correction factor that differs from the one in Monroe\(^2\) by approximately 6 dB over a frequency range of 8 decades. They interpreted this difference as an improvement in accuracy which they cited in support of their claim that plane wave expansions represent the most promising approach to shielding problems of this type. However, they presented no evidence to support their interpretation of the 6 dB difference, and they could not obtain a closed form expression for their correction factor. Their method yielded only numerical results whose accuracy cannot be assessed on the basis of the information provided in the report. Furthermore, they treated only the case of a continuous plane shield. They were unable to apply their technique to the more difficult case of a discontinuous shield. Thus, despite their claim, Davis et al\(^8\) did not make a case for plane wave expansions as a preferred method for attacking shielding problems.

The problem was then studied by Axford et al\(^9\) who used both a theoretical and an experimental approach. These investigators also expressed a preference for plane wave expansions as a "more rigorous and versatile" method for solving shielding problems.


imated by Hertzian dipoles in the very near field and that Schel-
kunoff's formula can be adapted to general types of shielded en-
closures. For example, it was pointed out that although Schel-
kunoff originally obtained his formula by applying transmission
line theory to the case of an infinitely long metal cylinder
enclosing axial current filaments\(^1\) other investigators\(^5\)\(^6\) studying
different shielding problems without the aid of the transmission
line theory have obtained formally identical expressions. And,
with the aid of the Leontovich or impedance boundary condition;
it was shown in Monroe\(^2\) that Schelkunoff's transmission line
theory of shielding could be applied to uniform, continuous, meta-
lic structures of quite general shape. However a complete theo-
retical justification for the assumptions employed in Monroe\(^2\)
was outside the scope of the original project since time was
limited and the study was undertaken in the belief that it would
receive experimental verification. Unfortunately, support for the
project was cut off before any measurements could be made.

Several years after the appearance of Monroe\(^2\), the same
problem was taken up by two groups of investigators who attempted
to avoid some of the assumptions of the original study by taking
more rigorous approaches. In 1977, Davis et \(\text{al}^8\) used a plane

\(^3\) S. A. Schelkunoff, *Electromagnetic Waves*, Van Nostrand,
\(^7\) M. B. Kraichman, *Handbook of Electromagnetic Propagation in
\(^8\) C. R. Davis, E. Villaseca, W. Blackwood, and W. Getson, An
Investigation of the Validity of Applying MIL-STD-285 to EMP
Shielding Effectiveness, Harris Electronic Systems Division,
(15 April 1977).
Significant degree of shielding (>10 dB) against dipole fields. In fact, it must be valid for all such enclosures since it is precisely the impedance mismatch between field and the wall that largely accounts for the shielding properties of the latter. In the case of an ideal continuous enclosure with no significant apertures or seams, \( z_c \) is equal to the intrinsic impedance of the metal \( z_i \), and it can easily be verified that \( z_i \) for metals most commonly used in enclosures (copper, steel, and aluminum) does satisfy the preceding inequality for all dipole fields at frequencies greater than 10 Hz. Figure 4 in Monroe\(^2\) provides such a verification. Nonideal enclosures with surface discontinuities allow external fields to reach the interior without passing directly through any metal, and in this case the shielding properties of the enclosure may be determined primarily by a discontinuity rather than by \( z_i \). If a discontinuity is large enough, the characteristic impedance of the wall will be equal to the impedance of the discontinuity \( z_d \) which is likely to be very much larger in magnitude than \( z_i \). That is, \( |z_c| = |z_d| >> |z_i| \). Since \( z_d \) can vary over a wide range depending on the dimensions of the discontinuity, the inequality \( |z_c| = |z_d| << |z_w| \) will not be satisfied by all discontinuous enclosures. However, it was shown in Monroe\(^2\) that enclosures with discontinuities in the form of a narrow rectangular slot do indeed have impedances satisfying this relationship. Moreover, such enclosures comprise a very important class since the rectangular slot is a working approximation to the type of seams and joints used most frequently in real structures\(^3\).

Plausible arguments were given in Monroe\(^2\) to support the position that small loop and monopole antennas can be approx-

---

that would have been measured if the enclosure had been exposed to a plane wave source at the same frequency. The correction factor allows one to estimate the protection afforded by a particular enclosure against plane wave EMP fields while avoiding the difficulty and expense of a conventional EMP simulator.

The analysis carried out in Monroe\(^2\) is based on three fundamental assumptions. The first holds that, for purposes of computing source fields, loop and monopole antennas can be replaced by elementary magnetic and electric dipoles (Hertzian dipoles) when the distance between the antenna and the point where the field is computed is approximately equal to the loop diameter and the monopole length. The second claims that Schelkunoff's shielding formula\(^3\) with some modifications is applicable to a general class of sources and enclosures. And the third maintains that the wave impedance of dipole fields incident on the surface of a typical metallic enclosure are much larger in magnitude than the characteristic impedance of the enclosure wall when the dipole is located 12 inches away. That is, \(|Z_c| \ll |Z_w|\) where \(Z_c\) is the characteristic impedance of the enclosure wall, \(Z_w\) is the wave impedance of the dipole field, and \(Z_c\) and \(Z_w\) are evaluated at any point on the surface of the enclosure. The correction factor is obtained by substituting appropriate expressions for \(Z_c\) and \(Z_w\) into Schelkunoff's formula and applying the preceding inequality.

Of the three assumptions employed, only the last can be readily justified for the class of metallic enclosures considered in Monroe\(^2\), namely, those enclosures that provide a signi-

---

there would be a distinct possibility of under shielding if these predictions were used in the design of shielded enclosures according to Bridges and Miller\textsuperscript{18}. Therefore, they recommend that Schelkunoff's equation not be used to predict the performance of shielded enclosures against low frequency fields. In defending Schelkunoff's equation, Schulz\textsuperscript{19} claims that Cowdell\textsuperscript{14} and Babcock\textsuperscript{15} misused the theory; however he does not state specifically how they misused it.

Axford et al\textsuperscript{9} also observed discrepancies between their measurements on a slotted enclosure and predictions based on Schelkunoff's equation as modified for discontinuous shields by Monroe\textsuperscript{2}. However, these were much smaller than the discrepancies noted by Bridges and Miller\textsuperscript{18}. They ranged from 10 to 20 dB over frequencies from 100 KHz to 20 MHz. Moreover, the predictions were all less than the measurements so that in this case a pessimistic or conservative estimate of shielding effectiveness is obtained.
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Critics of the extended transmission theory of shielding usually point to its somewhat restricted and apparently artificial basis to explain these discrepancies. They emphasize the fact that each source and shield in problems 1, 2, and 3 is carefully chosen so that the surface of the shield coincides with equiphase surfaces of the incident field exactly as required in a 1, 2, or 3 dimensional transmission line. Since this condition is not satisfied in most arrangements of source and shield, they argue that the theory cannot logically be extended to the general case. This argument is correct, but beside the point. The experimental work by Moser, Schulz, and Cowdell cited previously and the theoretical work of Moser and Bannister demonstrate conclusively that in at least one case the theory is in fact valid even though the shield is not an equiphase surface of the source. Evidently this is not a necessary condition for Schelkunoff's equation.

One must then ask: What conditions are necessary if Schelkunoff's equation is to be valid? One such condition is almost obvious, but is rarely, if ever, mentioned in the shielding literature. In all three of his shielding problems, Schelkunoff assumes that the wave impedance of the field that emerges from one surface of the shield is equal to the wave impedance of the field that was incident on the other surface. That is,

$$ Z_w = \frac{E_i^i}{H_i^i} = \frac{E_t^t}{H_t^t} \quad (2.17) $$

It is this assumption that accounts for the fact that the transmission theory predicts equal shielding for electric and magnetic fields. If (2.17) is not satisfied, then

$$ \frac{E_q^i}{E_q^t} \neq \frac{H_q^i}{H_q^t} \quad \text{and} \quad SE(E) \neq SE(H) \quad (2.18) $$

In this case, equation (2.16) cannot be valid since it cannot equal both SE(E) and SE(H). Therefore, (2.17) is a necessary condition for Schelkunoff's equation, and one should expect to encounter difficulties when applying Schelkunoff's equation in...
situations where (2.17) is not satisfied.

Schulz\textsuperscript{19} was apparently aware of such difficulties when he pointed out that (2.17) will not be satisfied in the case of a practical shielded enclosure subject to an external field. He suggested that this fact contributed to the discrepancies between predicted and measured shielding effectiveness for enclosures. He described this simply as an erroneous assumption, but it can be described more accurately as a basic limitation of the transmission theory of shielding.

In this report, we will present a theory of shielding that does not use the transmission line model and does not assume the validity of (2.17). We will limit our development to the case of an arbitrary electromagnetic source located outside of a region that is either wholly or partly enclosed by a thin metallic shell; however it will be clear that our approach is equally valid when the source is located inside the shell. Like Schelkunoff, we will develop this theory by solving a series of canonical shielding problems; but, instead of obtaining exact solutions to a restricted class of problems, we will obtain approximate solutions to a somewhat larger class of problems. From these solutions we will recover some of the results of the extended transmission theory and pinpoint some of the errors that occur when transmission theory is applied in situations where its basic assumptions are violated.

Impedance boundary conditions are the tools we will use to construct approximate solutions to our shielding problems. A general discussion of impedance boundary conditions is given in the following section, and a technique by which they can be applied to shielding problems is described in Section 4. In

\textsuperscript{19} R. B. Schulz, IEEE Trans. EMC, EMC-10 (March 1968), 176.
Section 5, source fields of general interest are cast in a form that is suitable for use with impedance boundary conditions. These fields and the impedance boundary conditions are then used in Sections 6 and 7 to construct approximate solutions to a series of shielding problems of increasing complexity. In Sections 8 and 9, we consider transient electromagnetic sources and extend some of our results to time domain shielding problems. In later sections, we apply these to shielded enclosures exposed to EMP fields.
3. IMPEDANCE BOUNDARY CONDITIONS

3.1 General Theory

An impedance boundary condition (IBC) is a relationship between an impedance function and an electromagnetic field at the interface separating two electrically distinct media where the impedance function characterizes one medium and the electromagnetic field is defined in the other. These conditions stand in contrast to the standard boundary conditions employed in electromagnetic theory which establish relationships between comparable fields in both media. In its most frequently applied form, the IBC relates tangential field components at the interface to the impedance looking into one medium. With the two media labeled $M_1$ and $M_2$ as shown in figure 1, this condition can be written in vector form as follows:

\[
\vec{n} \times (\vec{n} \times \vec{E}_1) = -\eta_2 (\vec{n} \times \vec{H}_1),
\]

(3.1)

where $\vec{E}_1$ and $\vec{H}_1$ are electric and magnetic fields in $M_1$, $\vec{n}$ is the unit vector normal to the interface pointing outward from $M_2$, $\eta_2$ is the impedance looking into $M_2$, and it is understood that (3.1) applies only at the interface. Equation (3.1) is an approximation, and only under special circumstances can it accurately represent the structure of the electromagnetic field at the interface between two media. It cannot be used to replace standard boundary conditions in the general case. However, in many cases of interest, it has been shown that (3.1) is a valid approximation, and, in these cases, the IBC can be used to simplify the problem of determining the fields in $M_1$ and $M_2$.

This simplification derives from the fact that (3.1) decouples the fields in $M_1$ from the fields in $M_2$ in a way that does not

Figure 1. A medium $M_1$ containing a source $S$ and an electromagnetic field $\vec{E}_1, \vec{H}_1$ whose tangential components $\vec{n} \times \vec{E}_1$ and $\vec{n} \times \vec{H}_1$ at the boundary between $M_1$ and a second medium $M_2$ act as a primary source for the field $\vec{E}_2, \vec{H}_2$ in $M_2$. 

**IMPEDANCE BOUNDARY CONDITION**

\[
\vec{n} \times (\vec{n} \times \vec{E}_1) = -\eta_2 (\vec{n} \times \vec{H}_1)
\]
introduce spatial derivatives of the fields at the interface. This means that \( \overline{E_1} \) and \( \overline{H_1} \) can be computed independently of the fields \( \overline{(E_2, H_2)} \) in M2 and that both sets of fields can be obtained by applying standard techniques to Maxwell's equations. One first solves Maxwell's equations for \( \overline{E_1} \) and \( \overline{H_1} \) using (3.1) to replace M2 and then solves for \( \overline{E_2} \) and \( \overline{H_2} \) in M2 using \( \overline{E_1} \) and \( \overline{H_1} \) at the interface to replace M1. Since this two step process will usually be much easier than solving Maxwell's equations directly for \( \overline{E_1}, \overline{H_1}, \overline{E_2}, \) and \( \overline{H_2} \), the utility of (3.1) is obvious. Moreover, if one is interested only in the fields in M1, then \( \overline{E_2} \) and \( \overline{H_2} \) need not be computed at all. Conversely if one is interested in \( \overline{E_2} \) and \( \overline{H_2} \), then it is only necessary to solve for \( \overline{E_1} \) and \( \overline{H_1} \) at the interface in order to determine the fields throughout M2. The latter describes the usual situation in shielding problems where M2 can be identified with the shielded volume, M1 is the region (usually free space) containing one or more electromagnetic sources, and only the fields transmitted into the shielded volume are of interest. In following sections it will be seen that the decoupling provided by (3.1) is a powerful technique for obtaining approximate solutions to a variety of shielding problems.

To take advantage of the IBC, it is necessary to establish the validity of (3.1) at the interface that defines the problem of interest. In general terms, this requires one to show that \( \overline{E_2} \) and \( \overline{H_2} \) propagate into M2 along \( \overline{n} \) in the manner of a uniform plane wave. One way to do this is to show that the variation of \( \overline{E_2} \) and \( \overline{H_2} \) along \( \overline{n} \) is much larger than the variation of \( \overline{E_1} \) and \( \overline{H_1} \) at the interface in directions transverse to \( \overline{n} \). Specifically, one can show that the normal derivatives of \( \overline{E_2} \) and \( \overline{H_2} \) are much larger in magnitude than the transverse derivatives of \( \overline{E_1} \) and \( \overline{H_1} \) at the interface. When this condition is satisfied, \( \overline{E_1} \) and \( \overline{H_1} \) are approximately equal phase source fields at the interface, and \( \overline{E_2} \) and \( \overline{H_2} \) propagate into M2 along \( \overline{n} \) as plane waves.
The impedance function is then well defined, and (3.1) accurately represents the boundary condition at the interface.

3.2 IBC for a Uniform, Planar Surface

The validity of (3.1) has been demonstrated under relatively weak restrictions in the case of a planar interface separating two homogeneous half-spaces as shown in figure 2 where M1 is free space and M2 consists of a material with complex permittivity $\varepsilon_2$ and permeability $\mu_2$. Equation (3.1) can be written in scalar form as follows

$$E_1 x = -n^2 H_1 y, \quad E_1 y = n^2 H_1 x \quad \text{at} \quad z = 0,$$

where the fields are referred to a rectangular coordinate system with its origin at the interface and its z axis directed out of M2 ($\hat{n} = \hat{z}$). It has been shown\(^{21}\) that a condition sufficient to insure the accuracy of (3.2) is

$$|\mu_2 \varepsilon_2| \gg \mu_1 \varepsilon_1 = \mu_0 \varepsilon_0, \quad (3.3)$$

where $\varepsilon_2$ is given by

$$\varepsilon_2 = \varepsilon' - j\sigma/\omega, \quad \varepsilon' > 0, \quad (3.4)$$

and $\varepsilon_0$ and $\mu_0$ are the permittivity and permeability of free space. In (3.4), $\sigma$ is the conductivity, and a time variation of $\exp(j\omega t)$ has been assumed. When (3.3) is satisfied, the fields in M2 are determined by one-dimensional, homogeneous wave equations:

$$\frac{\partial^2 E_2}{\partial z^2} + \omega^2 \mu_2 \varepsilon_2 E_2 = 0, \quad (3.5)$$

$$\frac{\partial^2 H_2}{\partial z^2} + \omega^2 \mu_2 \varepsilon_2 H_2 = 0, \quad (3.6)$$

---

Figure 2. Two half-spaces $M_1$ and $M_2$ with a planar interface where an impedance boundary condition is satisfied by virtue of the relation $\mu_1 \varepsilon_1 << |\mu_2 \varepsilon_2|$. 
and the impedance looking into \( M_2 \) is equal to the intrinsic impedance of \( M_2 \)

\[
\eta_2 = Z_1 = \sqrt{\mu_2/\varepsilon_2}.
\]  

(3.7)

Since \( \mu_2 = \mu_0 \) in most cases of interest, (3.3) implies

\[
|\eta_2| \ll Z_0 = \sqrt{\mu_0/\varepsilon_0} = 120\pi \text{ (ohms)},
\]  

(3.8)

where \( Z_0 \) is the impedance of free space. That is, the magnitude of the impedance looking into \( M_2 \) is very much smaller than the impedance of free space.

Since the real part of \( \mu_2\varepsilon_2 \) is defined to be positive, solutions to (3.5) and (3.6) travelling in the \(-z\) direction can be written in the form

\[
\bar{E}_2, \bar{H}_2 = \exp(j\omega z/\sqrt{\mu_2\varepsilon_2}) = \exp[\omega z(-\text{Im}( ) + j\text{Re}( ))],
\]  

(3.9)

where \( \text{Re}( ) \) and \( \text{Im}( ) \) are the real and imaginary parts of \( \sqrt{\mu_2\varepsilon_2} \) respectively. In (3.9), the decrease in amplitude with distance in \( M_2 \) is controlled by the factor \( \omega z\text{Im}( ) \) which defines the skin depth \( \delta_s \) according to the relation

\[
\delta_s = 1/\omega|\text{Im}(\sqrt{\mu_2\varepsilon_2})|.
\]  

(3.10)

When \( \delta_s \) is small, the fields decay rapidly in the \(-z\) direction.

When (3.3) is satisfied, \( \bar{E}_2 \) and \( \bar{H}_2 \) are constrained to propagate into \( M_2 \) like plane waves along the \( z \) axis, and the validity of (3.2) is assured. The latter is frequently referred to as the Leontovich Boundary Condition \(^{22}\) although it was used prior to Leontovich by Rytov \(^{23}\), Alpert \(^{24}\), and Feinberg \(^{25}\) during World War II in their work on ground wave propagation. Since

\[^{24}\] I. L. Alpert, J. Tech. Phys. USSR, 10 (1940), 1358.
then, these and other investigators have shown that (3.1) is not limited in application to half-spaces but can be applied directly to more complicated structures such as the following.

3.3 Uniform, Planar Sheets

When the half-space M2 is replaced by a sheet of the same material with a uniform thickness d as shown in figure 3, the fields inside the sheet still satisfy (3.5) and (3.6) provided (3.3) remains valid. The impedance boundary condition (3.2) is then applicable at z=0 if the skin depth $\delta_s$ satisfies the additional condition

$$\delta_s < d.$$ \hspace{1cm} (3.11)

Since fields decrease in amplitude by a factor of $e^{-1} = 0.37 = 8.5 \text{ dB}$ while travelling a distance equal to one skin depth in the sheet, (3.11) means that fields making a round trip from $z=0$ to $z=-d$ and back to $z=0$ will be reduced by at least a factor of $e^{-2} = 0.14 = 17 \text{ dB}$. This condition is necessary to prevent fields that are reflected at $z=-d$ from reaching $z=0$ in sufficient strength to interfere with $\mathbf{E}I$ and $\mathbf{H}T$ at $z=0$ and render (3.1) inaccurate.

3.4 Inhomogeneous, Planar Sheet

If the electrical and magnetic properties of the sheet in figure 3 are functions of the lateral coordinates x and y, that is $\mu_2 = f(x,y)$ and $\varepsilon_2 = g(x,y)$, then the derivatives of $\mu_2$ and $\varepsilon_2$ with respect to x and y do not appear in the IBC, and (3.2) remains valid at all points on the boundary $z=0$ where (3.3), (3.8), and (3.11) are satisfied. In this case, (3.2) with $n_2(x,y) = \sqrt{\mu_2(x,y) / \varepsilon_2(x,y)}$ can be considered a local boundary condition.

Figure 3. A planar sheet of uniform thickness $d$ separating media where an impedance boundary condition is satisfied at $z = 0$ by virtue of the relations $\mu_1 \epsilon_1 << |\mu_2 \epsilon_2|$ and $\delta_s < d$. 

\[
\delta_s = \frac{1}{\omega \text{Im}(\sqrt{\mu_2 \epsilon_2})} < d
\]
3.5 Uniform, Homogeneous Sheet with a Narrow, Rectangular Slot

When a narrow rectangular slot is cut through an otherwise uniform, homogeneous sheet, the sheet is rendered locally inhomogeneous and anisotropic - inhomogeneous because the effective permeability, permittivity, and impedance of the slot differ from those of the solid sheet and anisotropic because these quantities depend on the orientation of the slot. If the slot is oriented as shown in figure 4(a), then $E_{1x}$ and $H_{1y}$ will see a different impedance looking into the slot than will $E_{1y}$ and $H_{1x}$. With these two impedances denoted $\eta_2^x(x,y)$ and $\eta_2^y(x,y)$, a generalized IBC can be written

$$E_{1x} = -\eta_2^x(x,y)H_{1y}; \quad E_{1y} = \eta_2^y(x,y)H_{1x},$$

(3.12)

where, in general, $\eta_2^x$ and $\eta_2^y$ are functions of the slot dimensions ($l$ and $w$), the permeability and permittivity of the sheet (μ2 and ε2), the permeability and permittivity of the material in the slot (if any), and $\omega$ - in addition to $x$ and $y$ for $-1/2 < x < 1/2$ and $-w/2 < y < w/2$. A similar IBC can be written for the vertical slot shown in figure 4(b)

$$E_{1x} = -\eta_2^x(x,y)H_{1y}; \quad E_{1y} = \eta_2^y(x,y)H_{1x}.$$  

(3.13)

If the vertical slot is identical to the horizontal slot, then

$$\eta_2^x(0,0) = \eta_2^y(0,0) \quad \text{and} \quad \eta_2^y(0,0) = \eta_2^x(0,0).$$

(3.14)

A condition sufficient to insure that $E_{2x}$, $H_{2y}$, $E_{2y}$, and $\omega_{2x}$ propagate in the manner of plane waves can be written

$$|\eta_2^x| \ll \frac{Z_o}{|\eta_2^y|} = \sqrt{\mu_o/\varepsilon_o}.$$  

(3.15)
Figure 4. Impedance boundary conditions at the center of horizontal (a) and vertical (b) slots. For identical slots: \( \eta_x = \eta_y \); \( \eta_y = \eta_x \) at \( x = 0, y = 0 \).
M3 interface at $P(x,y,-d)$, formal expressions for $E_3^x(x,y,-d)$, $H_3^y(x,y,-d)$, $H_3^x(x,y,-d)$, and $H_3^y(x,y,-d)$ in terms of corresponding components of the internal fields can be written as follows:

$$E_3^x(x,y,-d) = TE E_2^x(x,y,-d),$$

$$E_3^y(x,y,-d) = TE E_2^y(x,y,-d),$$

$$H_3^x(x,y,-d) = TH H_2^x(x,y,-d),$$

$$H_3^y(x,y,-d) = TH H_2^y(x,y,-d),$$

where $TE$ is the transmission coefficient for electric fields and $TH$ is the transmission coefficient for magnetic fields. For plane wave fields incident normally on a planar surface separating two dissimilar media, $TE$ and $TH$ are given by

$$TE = 2 \pi n_3 / (n_2 + n_3),$$

$$TH = 2 \pi n_2 / (n_2 + n_3),$$

where $n_2$ is the wave impedance of fields in $M_2$ and $n_3$ is the wave impedance of the fields at $z = -d$ looking into $M_3$.

Finally, by substituting (4.19) into (4.21), we obtain the following expressions for the fields inside the shield at $(x,y,-d)$ in terms of the source fields incident on the outside of the shield at a point $P(x,y,0)$ not located in a slot:

$$E_3^x(x,y,-d) = 2 \pi n_2 H_1^y(x,y,0) TE \exp(-j\omega d \sqrt{\mu_2 / \varepsilon_2}),$$

$$E_3^y(x,y,-d) = 2 \pi n_2 H_1^x(x,y,0) TE \exp(-j\omega d \sqrt{\mu_2 / \varepsilon_2}),$$

$$H_3^x(x,y,-d) = 2 H_1^y(x,y,0) TH \exp(-j\omega d \sqrt{\mu_2 / \varepsilon_2}),$$

$$H_3^y(x,y,-d) = 2 H_1^x(x,y,0) TH \exp(-j\omega d \sqrt{\mu_2 / \varepsilon_2}).$$

\[ H_2^x(x,y,z) = 2 H_1^S(x,y,0) \exp\left( j\omega \sqrt{\mu_2/\varepsilon_2} \right), \]
\[ H_2^y(x,y,z) = 2 H_1^S(x,y,0) \exp\left( j\omega \sqrt{\mu_2/\varepsilon_2} \right), \]

And by a similar process using (4.7), we obtain the following expressions for the fields launched into M2 when P(x,y,0) lies in the i-th slot:

\[ E_2^x(x,y,z) = -2 n_2^i H_1^S(x,y,0) \exp\left( j\omega \mu_2 / \eta_2 \right), \]
\[ H_2^y(x,y,z) = 2 H_1^S(x,y,0) \exp\left( j\omega \mu_2 / \eta_2 \right), \]
\[ E_2^y(x,y,z) = 2 n_2^i H_1^S(x,y,0) \exp\left( j\omega \mu_2 / \eta_2 \right), \]
\[ H_2^x(x,y,z) = 2 H_1^S(x,y,0) \exp\left( j\omega \mu_2 / \eta_2 \right). \]  

(4.20)

With (4.19) and (4.20), the solution to the internal problem is completely determined. This solution will also include field components in the z direction (E_2^z and H_2^z); however, these are small compared to the transverse components, and we will not display them here. They can be computed by substituting (4.19) and (4.20) into Maxwell's Equations.

Having solved the internal problem for \( \overline{E_2} \) and \( \overline{H_2} \), we can now address the shielding problem. The latter requires us to compute the fields from \( S \) that penetrate M2 and reach the shielded volume M3 as shown in figure 5. Therefore, our objective is to compute the tangential components of \( \overline{E_3} \) and \( \overline{H_3} \) at a point \( P'(x,y,-d) \) on the interface between M2 and M3. Since these fields are generated by partial reflection and transmission of the internal field (4.19) and (4.20) incident normally on the
the validity of this approximation is due to the fact that the tangential magnetic field at the boundary is equal to the sum of two large, nearly equal quantities

\[ \hat{\mathbf{i}}_z \times \mathbf{H}(x,y,0) = \hat{\mathbf{i}}_z \times [\mathbf{H}^S(x,y,0) + \mathbf{H}^R(x,y,0)] , \]

which is insensitive to a small error \( \mathbf{H}^R \) in \( \mathbf{H}^R \). Hence,

\[ \hat{\mathbf{i}}_z \times \mathbf{H}(x,y,0) = 2 \hat{\mathbf{i}}_z \times \mathbf{H}^S(x,y,0) , \] (4.17)

which implies (4.11). This is in contrast to the tangential electric field at the boundary which is equal to the difference between two large, nearly equal quantities. Here a small error \( \mathbf{E}^R \) in \( \mathbf{E}^R \) cannot be neglected because it would produce a large error in the tangential electric field. It is precisely the IBC that allows us to compute \( \mathbf{E}^T \) so that the boundary condition can be satisfied.

With (4.11), we can eliminate \( H^T_x(x,y,0) \) and \( H^T_y(x,y,0) \) from (4.10) and obtain

\[ E^T_x(x,y,0) = -2 \pi \frac{H^T_y(x,y,0)}{ \sqrt{\mu \varepsilon} } , \]

\[ E^T_y(x,y,0) = 2 \pi \frac{H^T_x(x,y,0)}{ \sqrt{\mu \varepsilon} } , \] (4.18)

\[ H^T_x(x,y,0) = 2 \pi \frac{H^T_y(x,y,0)}{ \sqrt{\mu \varepsilon} } , \]

\[ H^T_y(x,y,0) = 2 \pi \frac{H^T_x(x,y,0)}{ \sqrt{\mu \varepsilon} } . \]

Substituting (4.18) into (4.6), we obtain the following expressions for the fields launched into M2 at \( P(x,y,0) \)

\[ E^T_x(x,y,z) = -2 \pi \frac{H^T_y(x,y,0)}{ \sqrt{\mu \varepsilon} } \exp\left( j\omega z \sqrt{\mu \varepsilon} \right) , \] (4.19)

\[ E^T_y(x,y,z) = 2 \pi \frac{H^T_x(x,y,0)}{ \sqrt{\mu \varepsilon} } \exp\left( j\omega z \sqrt{\mu \varepsilon} \right) , \]
component of the reflected magnetic field is approximately equal to the tangential component of the incident field:

\[ \hat{H}_z \times \hat{H}^R(x,y,0) = \hat{H}_z \times \hat{H}^S(x,y,0) \]  

(4.11)

Now it must be clearly understood that in using (4.11), we are not attempting to substitute a perfect conductor for a good conductor. The difference between a perfect conductor and a good conductor can be described as follows: At the surface of a perfect conductor the tangential electric field is zero

\[ \hat{i} \times \hat{E}_x(x,y,0) = 0 \]  

(4.12)

This implies

\[ \hat{i} \times \hat{E}_x(x,y,0) = \hat{i} \times (\hat{E}_x(x,y,0) + \hat{E}_x^R(x,y,0)) = 0 \]  

(4.13)

and

\[ \hat{i} \times \hat{H}_z^R(x,y,0) = \hat{i} \times \hat{H}_z^S(x,y,0) \]  

(4.14)

On the other hand, at the surface of a good (but not perfect) conductor, \( \hat{i} \times \hat{E}_x(x,y,0) \) is small but not zero. This implies

\[ \hat{i} \times \hat{E}_x^R(x,y,0) = -\hat{i} \times \hat{E}_x(x,y,0) + \hat{E}_x^R \]  

(4.15)

where \( |\hat{E}_x^R| < |\hat{E}_x|, |\hat{E}_x^S| \) and

\[ \hat{i} \times \hat{H}_z^R(x,y,0) = \hat{i} \times \hat{H}_z^S(x,y,0) + \hat{H}_z^R \]  

(4.16)

where \( |\hat{H}_z^R| < |\hat{H}_z^S|, |\hat{H}_z^R| \). Although it happens that the approximation represented by (4.11) is identical to (4.14), this fact is irrelevant in the present application. Equation (4.11) is actually an approximation to (4.16). As Adler et al\(^{26}\) point out,
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If the external problem has been solved for $E_I$ and $H_I$, then $E_{2x}(x,y,0)$, $E_{2y}(x,y,0)$, $H_{2x}(x,y,0)$, and $H_{2y}(x,y,0)$ can be computed directly from (4.9) to obtain a solution to the internal problem. However, a complete solution to the external problem is not necessary in order to solve the internal problem. Suppose the external problem has been solved for $H_I$ but not $E_I$. Equation (4.9) can still be used to compute $H_{2x}(x,y,0)$ and $H_{2y}(x,y,0)$, but it cannot be used to compute $E_{2x}(x,y,0)$ and $E_{2y}(x,y,0)$ because $E_{1x}(x,y,0)$ and $E_{1y}(x,y,0)$ have not been determined. Here the IBC (Equations (4.4) and (4.5)) can be used to replace $E_{1x}(x,y,0)$ and $E_{1y}(x,y,0)$ in (4.9). With (4.4) this gives

$$E_{2x}(x,y,0) = -n_2 [H_{1y}^S(x,y,0) + H_{1y}^R(x,y,0)]$$

$$E_{2y}(x,y,0) = n_2 [H_{1x}^S(x,y,0) + H_{1x}^R(x,y,0)]$$

$$H_{2x}(x,y,0) = H_{1x}^S(x,y,0) + H_{1x}^R(x,y,0)$$

$$H_{2y}(x,y,0) = H_{1y}^S(x,y,0) + H_{1y}^R(x,y,0)$$

(4.10)

And with (4.5) similar expressions can be written when $P(x,y)$ lies in the $i$-th slot. When the right side of (4.10) is known, $E_{2x}(x,y,0)$, $E_{2y}(x,y,0)$ etc., can be determined as before. Thus, the IBC can be used to obtain the internal field even when the external problem has not been completely solved.

But how can $H_{1x}(x,y,0)$ and $H_{1y}(x,y,0)$ be computed without resorting to a complete solution to the external problem? Since our objective is to solve the internal problem in terms of the source fields ($H_{1x}^S(x,y,0)$ and $H_{1y}^S(x,y,0)$), this question reduces to: How can we compute the reflected fields $H_{1x}^R(x,y,0)$ and $H_{1y}^R(x,y,0)$ without solving the external problem? To answer this question, we make use of an approximation that is always valid at the surface of a good conductor. Namely, that the tangential
and

$$E_2(x,y,z) = E_2(x,y,0) \exp(j\omega z \frac{i}{\mu x} \frac{i}{\eta_x}) ,$$

$$H_2(x,y,z) = H_2(x,y,0) \exp(j\omega z \frac{i}{\mu y} \frac{i}{\eta_y}) ,$$

(4.7)

$$E_2(x,y,z) = E_2(x,y,0) \exp(j\omega z \frac{i}{\mu_y} \frac{i}{\eta_y}) ,$$

$$H_2(x,y,z) = H_2(x,y,0) \exp(j\omega z \frac{i}{\mu_y} \frac{i}{\eta_y}) ,$$

where (4.6) applies when $P(x,y,0)$ is not in one of the slots and (4.7) applies when $P(x,y,0)$ lies in the $i$-th slot.

Equations (4.6) and (4.7) show clearly how the IBC simplifies the solution to the internal problem: To determine the internal fields traveling away from the interface, we need only evaluate $E_2(x,y,0)$, $H_2(x,y,0)$, $E_2(x,y,0)$, and $H_2(x,y,0)$. This can be done by applying standard boundary conditions at $z = 0$ since these conditions are in no way superceded by IBC's. Continuity of tangential field components at $z = 0$ gives

$$\lim_{z \to 0^+} [i_z \times E_1(x,y,z)] = \lim_{z \to 0^+} [i_z \times E_2(x,y,z)] ,$$

$$\lim_{z \to 0^-} [i_z \times H_1(x,y,z)] = \lim_{z \to 0^-} [i_z \times H_2(x,y,z)] .$$

(4.8)

Or, explicitly

$$E_2(x,y,0) = E_1(x,y,0) = E_1^S(x,y,0) + E_1^R(x,y,0) ,$$

$$E_2(x,y,0) = E_1(x,y,0) = E_1^S(x,y,0) + E_1^R(x,y,0) ,$$

(4.9)

$$H_2(x,y,0) = H_1(x,y,0) = H_1^S(x,y,0) + H_1^R(x,y,0) ,$$

$$H_2(x,y,0) = H_1(x,y,0) = H_1^S(x,y,0) + H_1^R(x,y,0) .$$
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that \( l_i \) is much smaller than the wavelength of \( E_1 \) and \( H_1 \) and if \( d \) is sufficient to reduce the amplitude of any field passing through any slot by at least 10 dB, then it can be shown that conditions (3.15) and (3.26) are satisfied. Under these conditions, an IBC will be valid at all points on the surface of \( M_2 \). At the point \( P(x,y,0) \) on \( E_{SI} \), the IBC can be written

\[
E_{1x}^S(x,y,0) + E_{1x}^R(x,y,0) = -n_2 [H_{1y}^S(x,y,0) + H_{1y}^R(x,y,0)],
\]

(4.4)

\[
E_{1y}^S(x,y,0) + E_{1y}^R(x,y,0) = n_2 [H_{1y}^S(x,y,0) + H_{1y}^R(x,y,0)],
\]

when \( P(x,y,0) \) is not a point in one of the slots, and

\[
E_{1x}^S(x,y,0) + E_{1x}^R(x,y,0) = -\eta_2(x,y) [H_{1y}^S(x,y,0) + H_{1y}^R(x,y,0)],
\]

(4.5)

\[
E_{1y}^S(x,y,0) + E_{1y}^R(x,y,0) = \eta_2(x,y) [H_{1y}^S(x,y,0) + H_{1y}^R(x,y,0)],
\]

when \( P(x,y,0) \) is in the \( i \)-th slot. These IBC's imply that \( E_2^x \), \( H_2^y \), \( E_2^y \), and \( H_2^x \) have the form of plane waves traveling away from the interface in the \(-z\) direction. We can therefore write these fields in the following form using (3.9), (3.20) and (3.21):

\[
E_2^x(x,y,z) = E_2^x(x,y,0) \exp(j\omega \sqrt{\mu_2 \varepsilon_2} z),
\]

\[
H_2^y(x,y,z) = H_2^y(x,y,0) \exp(j\omega \sqrt{\mu_2 \varepsilon_2} z),
\]

(4.6)

\[
E_2^y(x,y,z) = E_2^y(x,y,0) \exp(j\omega \sqrt{\mu_2 \varepsilon_2} z),
\]

\[
H_2^x(x,y,z) = H_2^x(x,y,0) \exp(j\omega \sqrt{\mu_2 \varepsilon_2} z),
\]
Since the z axis is constrained to pass through C, the location of 0 with respect to the edges of ES1 depends on S. But the position of S is arbitrary with respect to ES1; hence, the position of 0 on ES1 is also arbitrary. That is, the coordinate system is attached to the source, and must move when the source is moved parallel to ES1. Here, again, it is convenient to choose a special arrangement: namely, the one shown in figure 5(b) where the z axis passes through the geometric center of ES1. This in no way limits the application of IBC's since one is always free to move the location of 0 on ES1 when S is moved. With this understanding, the components of \( \mathbf{E}_1 \) and \( \mathbf{H}_1 \) tangent to ES1 at a point \( P(x,y,0) \) can be written from (4.1):

\[
\begin{align*}
\mathbf{E}_1^x(x,y,0) &= \mathbf{E}_1^S(x,y,0) + \mathbf{E}_1^R(x,y,0), \\
\mathbf{E}_1^y(x,y,0) &= \mathbf{E}_1^S(x,y,0) + \mathbf{E}_1^R(x,y,0), \\
\mathbf{H}_1^x(x,y,0) &= \mathbf{H}_1^S(x,y,0) + \mathbf{H}_1^R(x,y,0), \\
\mathbf{H}_1^y(x,y,0) &= \mathbf{H}_1^S(x,y,0) + \mathbf{H}_1^R(x,y,0).
\end{align*}
\]

Our first objective is to compute \( \mathbf{E}_2^x(x,y,z) \), \( \mathbf{E}_2^y(x,y,z) \), \( \mathbf{H}_2^x(x,y,z) \), and \( \mathbf{H}_2^y(x,y,z) \) for \(-d < z < 0\) in terms of the tangential components \( \mathbf{H}_1^S(x,y,0) \) and \( \mathbf{H}_1^S(x,y,0) \) of the source magnetic field.

If M2 like all electromagnetic shields is composed of material belonging to the class of "good conductors" and if the thickness \( d \) of this material is sufficient to reduce the amplitude of any field passing through the shield by at least 10 dB, then it can be shown\(^2\) that conditions (3.3) and (3.11) are satisfied. Likewise, if all the slots penetrating M2 are such

---

and thickness except in certain areas where they are penetrated by narrow, rectangular slots $S_1, S_2...S_n$. The material comprising the uniform part of the shield is characterized by permeability $\mu_2$, permittivity $\varepsilon_2$, and intrinsic impedance $\eta_2$ as defined in section 3.2. The slots are characterized by pairs of functions representing their effective permeabilities, permittivities, and impedances as defined in section 3.5. For the $i$-th slot, these can be denoted by $\mu_i^x$ and $\mu_i^y$, $\varepsilon_i^x$ and $\varepsilon_i^y$, and $\eta_i^x$ and $\eta_i^y$ respectively. The lengths and widths (not shown in the figure) of the slots are $l_i$ and $w_i$, and for convenience we have assumed that they are oriented with their lengths in either the $x$ or $y$ directions. Each slot is assumed to lie in a single sheet, but its location is otherwise unrestricted. The source with dimensions $a, b, c$, is located with its geometric center $C$ at a distance $D$ from the nearest sheet $ES_1$. The dimensions of $ES_1$ are $H, W,$ and $d$.

$M_2$ can easily be transformed into several structures of considerable theoretical and practical importance. By specifying 6 or more sheets $ES_6, ES_7 ....$, it can become an enclosure completely surrounding $M_3$. By eliminating all sheets except $ES_1$ and letting $H, W \rightarrow \infty$, it becomes an infinite plane sheet separating two half-spaces. And, by letting $d \rightarrow \infty$, it becomes a simple half-space. In following sections we will consider examples of each of these structures.

To facilitate the discussion, we adopt a rectangular/cylindrical coordinate system in which the origin $O$ is located on the outside surface of $ES_1$ and the $z$ axis passes through $C$ pointing away from $ES_1$. With this arrangement, the $x,y$ ($\rho,\phi$) plane includes the surface of $ES_1$. The orientation of the $x,y$ axes is arbitrary; however, for convenience, we assume that the axes are parallel to the horizontal and vertical edges of $ES_1$. 
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Figure 5. A generalized electromagnetic shield M2 with an arbitrary source S.
4. APPLICATION OF IMPEDANCE BOUNDARY CONDITIONS TO SHIELDING PROBLEMS

IBC's were developed originally to simplify certain scattering and propagation problems in which an electromagnetic source (S) illuminates a medium M2 that is immersed in a homogeneous medium M1 as shown in figure 1. These are called external problems because the sole objective is to compute the fields \( \overline{E} \) and \( \overline{H} \) in M1,

\[
\overline{E} = \overline{E}^S + \overline{E}^R \\
\overline{H} = \overline{H}^S + \overline{H}^R ,
\]

where \( \overline{E}^S \) and \( \overline{H}^S \) are the source fields and \( \overline{E}^R \) and \( \overline{H}^R \) are the reflected fields from M2. An IBC applied at the interface I between M1 and M2,

\[
\vec{n} \times (\vec{n} \times (\overline{E}^S + \overline{E}^R)) = -\eta_2 (\vec{n} \times (\overline{H}^S + \overline{H}^R)) ,
\]

simplifies such a problem by decoupling the fields in M1 from those in M2. This allows one to solve the external problem for \( \overline{E} \) and \( \overline{H} \) without the necessity of solving the "internal" problem for \( \overline{E}^2 \) and \( \overline{H}^2 \). However, in many applications such as underground communications and electromagnetic shielding, the internal problem is of equal or greater importance than the external problem, and it is natural to ask if (4.2) can be used to simplify the problem of computing \( \overline{E}^2 \) and \( \overline{H}^2 \). In this section we will show that the IBC can indeed be used to obtain approximate solutions to certain internal problems by relatively simple means and that the latter lead naturally to solutions to a general class of shielding problems.

We consider the problem of computing fields inside the generalized electromagnetic shield M2 shown in figure 5 when it is illuminated by an arbitrary source S. The shield consists of planar sheets ES1, ES2...ESm which are uniform in composition
As in the case of the homogeneous sheet, the fields in the slot must satisfy a condition involving the skin depth and the sheet thickness in addition to (3.15) in order for the IBC's to accurately represent the structure of the fields at the interface. Here, there are two skin depths $\delta x$ and $\delta y$ defined as follows

$$\delta x = L_x / \mu_0 \chi_x,$$
$$\delta y = L_y / \mu_0 \chi_y,$$

and the condition (analogous to (3.11)) is

$$\left\{ \begin{array}{c} \delta x \\ \delta y \end{array} \right\} < d . \quad (3.26)$$

This condition insures that the impedance at $z = 0$ is unaffected by the discontinuity at $z = -d$. When (3.15) and (3.20) are satisfied, IBC's (3.12) and (3.13) are local boundary conditions over the surface of the slot. If the sheet has more than one slot, these IBC's can be applied at each slot provided (3.15) and (3.23) are satisfied.

Results analogous to (3.15) - (3.26) can be easily obtained for vertical slots and for slots with other orientations provided the appropriate slot impedances can be determined.
corresponding to fields decreasing in the \(-z\) direction have the form

\[
\begin{align*}
E_2^x & \propto \exp \left( j \omega z \mu_2^2 / \eta_2^x \right), \\
H_2^y & \\
E_2^y & \propto \exp \left( j \omega z \mu_2^2 / \eta_2^y \right). \\
H_2^x &
\end{align*}
\tag{3.20}
\]

In this case, the real parts of \(\eta_2^x\) and \(\eta_2^y\) are negligible, and

\[
\begin{align*}
\eta_2^x & \equiv j \omega L_x (x,y,1,\omega), \\
\eta_2^y & \equiv j \omega L_y (x,y,1,\omega), 
\end{align*}
\tag{3.22}
\]

where \(L_x\) and \(L_y\) are the slot inductances. Relations (3.20) and (3.21) then reduce to

\[
\begin{align*}
E_2^x & \propto \exp \left( z \mu_2^2 / L_x \right), \\
H_2^y & \\
E_2^y & \propto \exp \left( z \mu_2^2 / L_y \right). \\
H_2^x &
\end{align*}
\tag{3.23}
\]

The latter show that the slot acts like a waveguide below cut-off resulting in an exponential decay of the internal fields for \(z < 0\). The rates of decay depends primarily on the slot inductances which depend in turn on the length and width of the slot among other factors. As the length and width of the slot decrease, \(L_x\) and \(L_y\) also decrease and the rate of decay increases.
Since $\eta_2^x$ and $\eta_2^y$ can be defined in terms of effective permeabilities and permittivities:

$$\eta_2^x = \sqrt{\frac{\mu_2^x}{\varepsilon_2^x}}$$
$$\eta_2^y = \sqrt{\frac{\mu_2^y}{\varepsilon_2^y}},$$

where $\mu_2^x$, $\mu_2^y \geq \mu_o$, the relationship (3.15) implies

$$\left| \frac{\mu_2^x}{\varepsilon_2^x} \right| \gg \mu_o \varepsilon_o$$

which is completely analogous to (3.3).

In the slot, $E_{2x}$, $H_{2y}$, and $E_{2y}$, $H_{2x}$ satisfy separate sets of homogeneous wave equations corresponding to $\eta_2^x$ and $\eta_2^y$:

$$\frac{\partial^2 E_{2x}}{\partial z^2} + \left( \frac{\omega \mu_2^x}{\eta_2^x} \right)^2 E_{2x} = 0,$$

$$\frac{\partial^2 H_{2y}}{\partial z^2} + \left( \frac{\omega \mu_2^y}{\eta_2^y} \right)^2 H_{2y} = 0,$$

and to $\eta_2^y$:

$$\frac{\partial^2 E_{2y}}{\partial z^2} + \left( \frac{\omega \mu_2^y}{\eta_2^y} \right)^2 E_{2y} = 0,$$

$$\frac{\partial^2 H_{2x}}{\partial z^2} + \left( \frac{\omega \mu_2^x}{\eta_2^x} \right)^2 H_{2x} = 0.$$

For airfilled slots with dimensions that are small compared to the wavelength of $\overline{EI}$, $\overline{HI}$ (the usual situation when (3.15) is satisfied), $\mu_2^x$ and $\mu_2^y$ are real and the imaginary parts of $\eta_2^x$ and $\eta_2^y$ are positive (inductive). Solutions to (3.18) and (3.19)
And by substituting (4.20) into (4.21), we obtain the following expressions for the fields inside the shield in terms of the source fields incident at a point \( P(x,y,0) \) located in the \( i \)-th slot:

\[
\begin{align*}
E^3_x(x,y,-d) &= -2 \frac{\eta^2}{n_2} H^S_1(x,y,0) \frac{\hat{E}}{y} \exp\left(-j\omega \mu_2 / \eta_2\right), \\
H^3_y(x,y,-d) &= 2 \frac{\eta^2}{n_2} H^S_1(x,y,0) \frac{\hat{H}}{x} \exp\left(-j\omega \mu_2 / \eta_2\right), \\
E^3_y(x,y,-d) &= 2 \frac{\eta^2}{n_2} H^S_1(x,y,0) \frac{\hat{E}}{y} \exp\left(-j\omega \mu_2 / \eta_2\right), \\
H^3_x(x,y,-d) &= 2 \frac{\eta^2}{n_2} H^S_1(x,y,0) \frac{\hat{H}}{x} \exp\left(-j\omega \mu_2 / \eta_2\right),
\end{align*}
\]

(4.24)

where

\[
\begin{align*}
\hat{E} &= 2 \frac{\eta_3}{\eta_2 + \eta_3}, \\
\hat{H} &= 2 \frac{\eta_3}{\eta_2 + \eta_3}, \\
\hat{H} &= 2 \frac{\eta_2}{\eta_2 + \eta_3}, \\
\hat{H} &= 2 \frac{\eta_2}{\eta_2 + \eta_3}.
\end{align*}
\]

(4.25)

Equations (4.23) and (4.24) represent formal solutions to the shielding problem for the generalized structure shown in figure 5. To obtain explicit solutions to particular problems, it is necessary to specify the source \( S \) and the shielded volume \( M_3 \) in sufficient detail so that \( H^S_1(x,y,0), H^S_1(x,y,0), \) and \( \eta_3 \) can be determined. In the following sections, we will obtain such solutions for several combinations of sources and shields.
5. ELECTROMAGNETIC SOURCE FIELDS

In this section, we will compute the fields generated by several electromagnetic sources in a form suitable for use with equations (4.23) and (4.24). The sources we will consider are elementary (Hertzian) electric and magnetic dipoles and small rectangular loop antennas. Our principal objective for each of these sources is to obtain the magnetic fields tangent to the \( x \), \( y \) plane of the rectangular/cylindrical coordinate system in figure 5. These are the source fields \( H_x(x,y,0) \) and \( H_y(x,y,0) \) that will be used in section 6 to obtain expressions for the fields inside typical electromagnetic shields.

5.1 Elementary Electric and Magnetic Dipoles

The electromagnetic fields generated by elementary electric and magnetic dipoles are, of course, well known, and in most applications they require little discussion. A basic characteristic of the dipole field is its family of equiphasic surfaces in the form of concentric spheres centered on the dipole. These surfaces reflect the fact that the field is expressed in simplest form by reference to a spherical coordinate system with the origin located at the dipole. This is, quite naturally, the preferred means of representing these fields, and it is the only representation found in most reference works. Here, however, we must give up the simplicity of the dipole centered spherical system in favor of a rectangular/cylindrical system with the source located at an arbitrary point on the \( z \) axis as shown in figure 6. This system is identical to the one in figure 5 except that it is has been rotated 90 degrees for purposes of clarity. The dipole (electric and magnetic) is positioned on the \( z \) axis at a distance \( D \) above the \( x,y \) plane with its moment parallel to the \( x \) axis and pointing in the positive direction. With this arrangement, the electric dipole can be used to approximate a short, linear current element with a uniform current distribu-
Figure 6. Rectangular/cylindrical coordinate system with an elementary electric (magnetic) dipole $\vec{p}$ ($\vec{m}$) at $C(0,0,D)$ pointing in the $x$ direction.
tion parallel to the x,y plane. Similarly, the magnetic dipole approximates a small, loop antenna with the plane of the loop in the y,z plane. In a situation where the x,y plane coincides with the surface of the earth, these would be described as horizontal dipoles.

We could obtain the dipole fields simply by transforming the classical expressions from spherical to rectangular or cylindrical coordinates; however, it will be useful to obtain our results directly from solutions to Maxwell's equations since we will need to use the same method in the following section to obtain the fields of a small, but finite, rectangular loop. Taking the electric dipole first, we write Maxwell's equations in the form

\[ \nabla \times \mathbf{E} = -j k_0 Z_0 \mathbf{H}, \]

\[ \nabla \times \mathbf{H} = j k_0 \frac{\mathbf{E}}{Z_0} + \mathbf{J}_0, \]

where \( Z_0 \) is the impedance of free space and \( k_0 \) is defined as follows:

\[ k_0 = \frac{2\pi f \sqrt{\mu_0 \varepsilon_0}}{c}. \]  \( \text{(5.2)} \)

The source term \( \mathbf{J}_0 \) is given by

\[ \mathbf{J}_0 = \mathbf{\hat{i}}_x \ p \delta(x) \ \delta(y) \ \delta(z-D), \]  \( \text{(5.3)} \)

where \( \mathbf{\hat{i}}_x \) is a unit vector in the x direction, \( p \) is the current moment (ampere-meter), and \( \delta(\cdot) \) is the Dirac delta function.

Solutions to (5.1) can be written in terms of the Hertz vector potential \( \mathbf{\pi} \) as follows:

\[ \mathbf{H} = j k_0 \nabla \times \mathbf{\pi} / Z_0, \]  \( \text{(5.4)} \)

\[ \mathbf{E} = \nabla \nabla \cdot \mathbf{\pi} + k_0^2 \mathbf{\pi}, \]  \( \text{(5.5)} \)

where \( \mathbf{\pi} \) satisfies the vector Helmholtz equation

\[ (\nabla^2 + k_0^2) \mathbf{\pi} = j Z_0 \mathbf{J}_0 / k_0. \]  \( \text{(5.6)} \)

---
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Solutions to (5.6) can be written in terms of the vector Green's function $\vec{G}$ as follows

$$\vec{\pi} = -j \rho Z_0 \vec{G} / k_0 .$$  \hspace{1cm} (5.7)

In rectangular coordinates, $\vec{G}$ is given by

$$\vec{G}(x,y,z) = \hat{i}_x W(R) ,$$  \hspace{1cm} (5.8)

where

$$W(R) = \exp(-j k_0 R) / 4 \pi R ,$$  \hspace{1cm} (5.9)

and

$$R = \sqrt{x^2 + y^2 + (z-D)^2} .$$  \hspace{1cm} (5.10)

In cylindrical coordinates, (5.8) becomes

$$\vec{G}(\rho,\phi,z) = [ \hat{i}_\rho \cos(\phi) - \hat{i}_\phi \sin(\phi) ] W(R) ,$$  \hspace{1cm} (5.11)

where $W(R)$ is again given by (5.9) and

$$R = \sqrt{\rho^2 + (z-D)^2} .$$  \hspace{1cm} (5.12)

When (5.8) or (5.11) is inserted into (5.7) and the latter into (5.4) and (5.5), the electric dipole fields can be computed by straightforward (but lengthy) vector-differential operations. Using (5.11), we obtain the following expressions for the fields in the cylindrical coordinate system:

**Electric Dipole Fields**

$$E_\rho = \rho Z_0 \cos(\phi) [ \Omega(j k_0 R + 1) + \cos^2(\theta) k_0^2 R^2 ] W(R) / j k_0 R^2 ,$$

$$E_\phi = \rho Z_0 \sin(\phi) ( j k_0 R + 1 - k_0^2 R^2 ) W(R) / j k_0 R^2 ,$$

$$E_z = \rho Z_0 \cos(\phi) (3 + 3j k_0 R - k_0^2 R^2) \sin(\theta) \cos(\theta) W(R) / j k_0 R^2 ,$$
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\[ H_\rho = - \rho \sin \phi (j k_0 R + 1) \cos \theta \frac{W(R)}{R}, \]
\[ H_\phi = - \rho \cos \phi (j k_0 R + 1) \cos \theta \frac{W(R)}{R}, \quad (5.14) \]
\[ H_z = \rho \sin \phi (j k_0 R + 1) \sin \theta \frac{W(R)}{R}, \]

where
\[ \Omega = 2 \sin^2 \theta - \cos^2 \theta, \]
\[ \cos \theta = \frac{z - D}{R}, \]
\[ \sin \theta = \frac{\rho}{R}, \quad (5.15) \]

and \( W(R) \) and \( R \) are as defined previously. Rectangular field components can be obtained from (5.13) and (5.14) using the relations
\[ E_x = E_\rho \cos \phi - E_\phi \sin \phi; \quad H_x = H_\rho \cos \phi - H_\phi \sin \phi, \]
\[ E_y = E_\rho \sin \phi + E_\phi \cos \phi; \quad H_y = H_\rho \sin \phi + H_\phi \cos \phi. \quad (5.16) \]

When the electric dipole is replaced by a magnetic dipole, Maxwell's equations can be written in the form
\[ \nabla \times \vec{E} = - j k_0 Z_0 (\vec{H} + \vec{M}_o), \]
\[ \nabla \times \vec{H} = j k_0 \frac{\vec{E}}{Z_0}, \quad (5.17) \]

where the source term \( \vec{M}_o \) is given by
\[ \vec{M}_o = \int \hat{x} m \delta(x) \delta(y) \delta(z - D), \quad (5.18) \]

and \( m \) is the loop magnetic moment (ampere-meter\(^2\)). Solutions to (5.17) can be constructed with the aid of the vector potential in the same way that solutions to (5.1) were obtained. The result in cylindrical coordinates is the following:

**Magnetic Dipole Fields**
\[ E_\rho = m Z_0 \sin \phi \cos \theta j k_0 (j k_0 R + 1) \frac{W(R)}{R}, \]
\[ E_\phi = m Z_0 \cos \phi \cos \theta j k_0 (j k_0 R + 1) \frac{W(R)}{R}, \quad (5.19) \]
\[ E_z = -m z \sin \phi \sin \theta (j k_0 R + 1) \frac{W(R)}{R}, \]
\[ H_{\rho} = m \cos \phi [\Omega (j k_0 R + 1) + \cos^2 \theta k_0^2 R^2] \frac{W(R)}{R^2}, \]
\[ H_\phi = m \sin \phi (j k_0 R + 1 - k_0^2 R^2) \frac{W(R)}{R^2}, \]
\[ H_z = m \cos \phi \sin \theta \cos \theta (3 + 3 j k_0 R - k_0^2 R^2) \frac{W(R)}{R^2}, \]
\[ (5.20) \]
where all quantities are as defined previously and the rectangular field components can again be computed from (5.16).

Equations (5.13), (5.14), (5.19), and (5.20) are the fields of point dipole sources where the source strength has been expressed in terms of the current moment \( p \) in the case of the electric dipole and the loop magnetic moment \( m \) in the case of the magnetic dipole. The usefulness of these expressions is due to the fact that they can also be applied to finite dipole and loop antennas when the antenna dimensions are much smaller than the wavelength of the radiated field. To obtain the fields of a dipole antenna of length \( l_0 \) with current \( I \), replace \( p \) in equations (5.13) and (5.14) with
\[ p = I l_0. \]
(5.21)
And similarly, to obtain the fields of a loop antenna of cross sectional area \( A \) and current \( I \), replace \( m \) in equations (5.19) and (5.20) with
\[ m = I A. \]
(5.22)

5.2 Rectangular Loop Antenna

Equations (5.13), (5.14), (5.19), and (5.20) - or their spherical equivalents - are known to represent good approximations to the fields of dipole and loop antennas when the dimensions of the antennas are small compared to the wavelength \( \lambda \).
of the radiated field

\[ 1_{0}, \sqrt{A} \ll \lambda = C_{0} / f \quad (C_{0} = \text{vel. of light}) , \quad (5.23) \]

and also small compared to the distance between the source location at \( C(0,0,D) \) and the observation point \( P(x,y,z) \)

\[ 1_{0}, \sqrt{A} \ll R = \sqrt{x^2 + y^2 + (z - D)^2} \quad . \quad (5.24) \]

On this basis, the fields presented in the preceding section can be used to investigate a variety of practical problems some of which will be discussed later in this report. However, in many cases of interest, one or the other of relations (5.23) and (5.24) will not be satisfied, and, when this occurs, the validity of this approximation is open to question. This is especially true in some shielding problems where (5.23) is easily satisfied but (5.24) is not.

In this section, we will consider one such case, namely, that of a rectangular loop antenna of width \( a \) and length \( b \) where \( a \) and \( b \) are arbitrary except for the restriction \( a,b \ll \lambda \). As shown in figure 7, the loop lies in the \( y,z \) plane with its geometric center \( C(0,0,D) \) located at a distance \( D \) above the \( x,y \) plane. It consists of four filaments each of which carries a current \( I \) flowing in directions indicated by the arrows. Our objective is to compute the fields at an arbitrary observation point \( P(x,y,z) \).

In this case (5.1) is the appropriate form of Maxwell's equations. But now, the source term \( \overline{J_{o}} \) consists of four terms corresponding to the four sections of the loop as labeled in the figure:

\[ \overline{J_{o}}(0,y,z) = \hat{i}_{y} J_{1}(0,y,D-a/2) + \hat{i}_{z} J_{2}(0,b/2,z) \]

\[ - \hat{i}_{y} J_{3}(0,y,D+a/2) - \hat{i}_{z} J_{4}(0,-b/2,z) \quad . \quad (5.25) \]
Figure 7. A rectangular loop lying in the $y, z$ plane with its geometric center $C$ at the point $(0,0,D)$. 
The solution to the vector Helmholtz equation (5.6) for a source \( \mathbf{J}_0 \) \((0,y,z)\) with finite dimensions is

\[
\begin{align*}
\mathbf{\pi} &= \frac{\mathbf{\pi}}{j k_0 \sqrt{\mu_0 e_0}}, \\
&= \mathbf{\pi}_{i^2} / j k_0 \sqrt{\mu_0 e_0} \quad \text{(5.26)}
\end{align*}
\]

where

\[
\mathbf{\pi} = \int_{V} \frac{\mathbf{J}_0(0,y',z') \exp(-j k_0 R')}{4\pi R'} \, dV'. \quad \text{(5.27)}
\]

In (5.27), \( R' \) is the distance between a point on the loop \( P'(0,y',z') \) and the observation point \( P(x,y,z) \)

\[
R' = \sqrt{x^2 + (y - y')^2 + (z - z')^2}, \quad \text{(5.28)}
\]

and the integration is taken over the volume containing the loop. Substituting (5.25) into (5.27), we can write \( \mathbf{\pi} \) as the sum of four terms

\[
\mathbf{\pi} = \mathbf{\pi}_1 + \mathbf{\pi}_2 + \mathbf{\pi}_3 + \mathbf{\pi}_4, \quad \text{(5.29)}
\]

where

\[
\begin{align*}
\mathbf{\pi}_1 &= \hat{i}_y \int_{V_1} \frac{J_1(0,y',D-a/2) \exp(-j k_0 R_1)}{4\pi R_1} \, dV_1, \\
\mathbf{\pi}_2 &= \hat{i}_z \int_{V_2} \frac{J_2(0,b/2,z') \exp(-j k_0 R_2)}{4\pi R_2} \, dV_2, \\
\mathbf{\pi}_3 &= -\hat{i}_y \int_{V_3} \frac{J_3(0,y',D+a/2) \exp(-j k_0 R_3)}{4\pi R_3} \, dV_3, \\
\mathbf{\pi}_4 &= -\hat{i}_z \int_{V_4} \frac{J_4(0,-b/2,z') \exp(-j k_0 R_4)}{4\pi R_4} \, dV_4.
\end{align*} \quad \text{(5.30)}
\]
\[
R_1 = \sqrt{x^2 + (y - y')^2 + (z - D + a/2)^2},
\]
\[
R_2 = \sqrt{x^2 + (y - b/2)^2 + (z - z')^2},
\]
\[
R_3 = \sqrt{x^2 + (y - y')^2 + (z - D - a/2)^2},
\]
\[
R_4 = \sqrt{x^2 + (y + b/2)^2 + (z - z')^2},
\]
\[(5.31)\]

and \(V_1, V_2, V_3,\) and \(V_4\) are the volumes occupied by the current filaments. When these integrals have been evaluated, the fields can be computed by substituting \(A\) into (5.26) and the latter into (5.4) and (5.5).

The volume integrals in (5.30) consist of an integration over the cross sectional area of the filament and an integration along its length. The integrals of \(J_1, J_2, J_3,\) and \(J_4\) over the cross section are simply the currents \(I_1, I_2, I_3,\) and \(I_4\) in each segment of the loop. However, (5.23) implies
\[
I_1 = I_2 = I_3 = I_4 = I, \quad (5.32)
\]
where \(I\) is independent of the loop coordinates \(y'\) and \(z',\) and
\[
\exp(-jkR_1) = \exp(-jkR_2) = \exp(-jkR_3) = \exp(-jkR_4) = \exp(-jk\bar{R}), \quad (5.33)
\]
where
\[
\bar{R} = \sqrt{x^2 + y^2 + (z - D)^2}, \quad (5.34)
\]
(the distance between the geometric center of the loop and \(P\)) is also independent of \(y'\) and \(z'.\) Therefore, (5.30) reduces to
\[
\bar{A}_1 = \hat{y} \frac{dy'}{4\pi R_1} \int_{-b/2}^{b/2} \frac{dy'}{4\pi R_1},
\]
\[ \overline{A}_2 = \hat{i}_z I \exp(-jk_0 R) \int_{D-a/2}^{D+a/2} \frac{dz'}{4\pi R^2}, \]  
\[ \overline{A}_3 = -\hat{i}_y I \exp(-jk_0 R) \int_{-b/2}^{b/2} \frac{dy'}{4\pi R^3}, \]  
\[ \overline{A}_4 = -\hat{i}_z I \exp(-jk_0 R) \int_{D-a/2}^{D+a/2} \frac{dz'}{4\pi R_4}. \]  

The integrals in (5.35) are elementary: hence,

\[ \overline{A}_1 = \hat{i}_y Q \ln \left[ \frac{b - 2y + 2(K1 - by + b^2/4)^{1/2}}{-b - 2y + 2(K1 + by + b^2/4)^{1/2}} \right], \]  
\[ \overline{A}_2 = \hat{i}_z Q \ln \left[ \frac{2(D+a/2) - 2z + 2[K2 - 2z(D+a/2) + (D+a/2)^2]^{1/2}}{2(D-a/2) - 2z + 2[K2 - 2z(D-a/2) + (D-a/2)^2]^{1/2}} \right], \]  
\[ \overline{A}_3 = \hat{i}_y Q \ln \left[ \frac{-b - 2y + 2(K3 + by + b^2/4)^{1/2}}{b - 2y + 2(K3 - by + b^2/4)^{1/2}} \right], \]  
\[ \overline{A}_4 = \hat{i}_z Q \ln \left[ \frac{2(D-a/2) - 2z + 2[K4 - 2z(D-a/2) + (D-a/2)^2]^{1/2}}{2(D+a/2) - 2z + 2[K4 - 2z(D+a/2) + (D+a/2)^2]^{1/2}} \right], \]  

where

\[ Q = I \exp(-jk_0 R)/4\pi, \]  

and

\[ K1 = x^2 + y^2 + (z - D + a/2)^2, \]  
\[ K2 = x^2 + (y - b/2)^2 + z^2. \]  
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\[ K3 = x^2 + y^2 + (z - D - a/2)^2, \]
\[ K4 = x^2 + (y + b/2)^2 + z^2. \]

When (5.26) is substituted into (5.4) and (5.5) using (5.36), (5.37), and (5.38), a lengthy calculation is required to determine the loop fields. This effort can be mitigated somewhat by using cylindrical coordinates as in the preceding section. However, even when expressed in cylindrical coordinates, the fields are such complicated functions that we cannot give the complete set of components here. Instead, we limit ourselves to the components of principal interest in this study, that is, \( H_\rho \) and \( H_\phi \). These are given by the following:

\[
H_\rho = \frac{I \cos \phi \exp(-jk_0 \xi)}{4\pi} \left[ b \beta - \xi - jk_0 (z - D)\psi/R \right],
\]
\[
H_\phi = \frac{I \exp(-jk_0 R)}{4\pi} \left[ \sin \phi \left[ \xi - jk_0 (z-D)\psi/R \right] - \zeta + jk_0 \phi \nu/R \right],
\]

where

\[
\beta = -\frac{1}{\beta_1[2(D+a/2) - 2z + 2\beta_1]} + \frac{1}{\beta_2[2(D-a/2) - 2z + 2\beta_2]}
- \frac{1}{\beta_3[2(D+a/2) - 2z + 2\beta_3]} + \frac{1}{\beta_4[2(D-a/2) - 2z + 2\beta_4]},
\]

\[
\xi = \frac{2(z-D+a/2)}{\xi_1(b-2y+2\xi_1)} - \frac{2(z-D+a/2)}{\xi_2(-b-2y+2\xi_2)} - \frac{2(z-D-a/2)}{\xi_3(b-2y+2\xi_3)}
+ \frac{2(z-D-a/2)}{\xi_4(-b-2y+2\xi_4)}.
\]
\[
\begin{align*}
\zeta &= \frac{2\rho - b\sin\phi}{\beta_1[2(D+a/2) - 2z + 2\beta_1]} - \frac{2\rho - b\sin\phi}{\beta_2[2(D-a/2) - 2z + 2\beta_2]} \\
&\quad - \frac{2\rho + b\sin\phi}{\beta_3[2(D+a/2) - 2z + 2\beta_3]} + \frac{2\rho + b\sin\phi}{\beta_4[2(D-a/2) - 2z + 2\beta_4]}, \\
\psi &= \ln \left( \frac{(b - 2y + 2\xi_1)[-b - 2y + 2\xi_4]}{[-b - 2y + 2\xi_2][b - 2y + 2\xi_3]} \right), \\
v &= \ln \left( \frac{[2(D+a/2) - 2z + 2\beta_1][2(D-a/2) - 2z + 2\beta_4]}{[2(D-a/2) - 2z + 2\beta_2][2(D+a/2) - 2z + 2\beta_3]} \right),
\end{align*}
\]

\[
\begin{align*}
\beta_1 &= \sqrt{K_3 - 2z(D+a/2) + (D+a/2)^2}, \\
\beta_2 &= \sqrt{K_3 - 2z(D-a/2) + (D-a/2)^2}, \\
\beta_3 &= \sqrt{K_4 - 2z(D+a/2) + (D+a/2)^2}, \\
\beta_4 &= \sqrt{K_4 - 2z(D-a/2) + (D-a/2)^2}, \\
\xi_1 &= \sqrt{K_1 - by + b^2/4}, \\
\xi_2 &= \sqrt{K_1 + by + b^2/4}, \\
\xi_3 &= \sqrt{K_2 - by + b^2/4}, \\
\xi_4 &= \sqrt{K_2 + by + b^2/4}.
\end{align*}
\]
ever, in certain special cases, useful approximations can be obtained. For example, in the case of an air filled slot, \( \omega^2 = \omega^0 \), and \( \eta_Y^2 \) can be approximated by the impedance of a centered slot antenna. The resulting expression is quite complicated and will not be reproduced here. However, when (6.20) is satisfied, this expression reduces to (3.22)

\[
\eta_Y^2 = j \omega L_y(0,0,1,w) = j \omega L_S , \tag{6.25}
\]

where \( L_S \), the slot inductance, is a function of 1 and \( w \). With these approximations, the transmitted fields from the magnetic pole (6.23) become

\[
E^3_y(0,0,-d) = 2 j \omega L_S H^S_x(0,0,0) \text{TE} \exp(-d \omega / L_S) , \tag{6.26}
\]

\[
H^3_x(0,0,-d) = 2 H^S_x(0,0,0) \text{TH} \exp(-d \omega / L_S) ,
\]

where

\[
\text{TE} = 2 \eta^3/(j \omega L_S + \eta^3) , \tag{6.27}
\]

\[
\text{TH} = 2 j \omega L_S/(j \omega L_S + \eta^3) .
\]

For slots ranging in length from .01 to 1 meter, \( L_S \) can be computed with the aid of figure 7 in Monroe' by dividing the slot impedance by \( 2 \pi f \). This gives

\[
L_S = 3.2 \times 10^{-8} \text{H for } l = .5 \text{m and } w = .0016 \text{m} , \tag{6.28}
\]

and \( L_S \) can be obtained for slots of other dimensions by interpolating between the curves in the figure.

The reader can verify that expressions for the fields transmitted by the vertical slot shown in figure 4(b) when it is excited by the \( x \) directed electric dipole can be obtained from

(6.16) evaluated at $P'(0,0,-d)$. Although a slot will in general transmit four tangential field components as indicated by (4.24) for each source, there will only be two non-zero components at $P'(0,0,-d)$ for each dipole source. In the case of the electric dipole, $H_1^S(0,0,0) = 0$; hence, $E_3^y(0,0,-d) = H_3^x(0,0,-d) = 0$, and (4.24) reduces to the following:

$$E_3^x(0,0,-d) = -2 \eta_2 \eta_3 H_1^S(0,0,0) T^x \exp(-j\omega d_{x2}/\eta_3^2),$$

$$(6.21)$$

$$H_3^y(0,0,-d) = 2 H_1^S(0,0,0) T^y \exp(-j\omega d_{y2}/\eta_3^2),$$

where $H_1^S(0,0,0)$ is obtained from (6.4), $\eta_3$ is given by (6.15),

$$T^x = 2 \eta_3/(\eta_2^2 + \eta_3^2),$$

$$T^y = 2 \eta_2/(\eta_2^2 + \eta_3^2),$$

(6.22)

d we have dropped the index $i$ since we are considering a single slot.

Similarly, in the case of the magnetic dipole, $H_1^S(0,0,0) = 0$, $H_3^y(0,0,-d) = 0$, and (4.24) reduces to

$$E_3^y(0,0,-d) = 2 \eta_2 H_1^S(0,0,0) T^y \exp(-j\omega d_{y2}/\eta_3^2),$$

(6.23)

$$H_3^x(0,0,-d) = 2 H_1^S(0,0,0) T^y \exp(-j\omega d_{y2}/\eta_3^2),$$

where $H_1^S(0,0,0)$ is obtained from (6.5), $\eta_3$ is given by (6.16), and

$$T^y = 2 \eta_3/(\eta_2^2 + \eta_3^2),$$

$$T^y = 2 \eta_2/(\eta_2^2 + \eta_3^2).$$

(6.24)

To compute the fields transmitted by the slot using equations (6.21) and (6.23), the remaining parameters $\mu_2^x$, $\mu_2^y$, $\eta_2^x$, and $\eta_2^y$ must be determined. In general this is a difficult task;
Figure 11. Side view of a horizontal slot of width $w$ in an infinite plane sheet of thickness $d$. (Side view of figure 4(a).)
And for magnetic dipoles (5.19) and (5.20) give

\[ \eta_3 = Z_0 \left[ \frac{j \kappa \rho (j \kappa \rho + 1)}{j \kappa \rho + 1 - \kappa^2 \rho^2} \right], \]  

(6.16)

where

\[ R = \sqrt{\rho^2 + (d + D)^2}. \]  

(6.17)

If

\[ d << D \]  

(6.18)

then,

\[ R = \sqrt{\rho^2 + D^2}, \]

and

\[ \eta_3 = E_l^S(\rho, \phi, 0)/H_l^S(\rho, \phi, 0) = - E_1^S(\rho, \phi, 0)/H_1^S(\rho, \phi, 0) \]

\[ \approx \eta_1. \]  

(6.19)

That is, when the thickness of the sheet is much smaller than the distance between the source and the sheet, \( \eta_3 \) is approximately equal to the wave impedance of the source field in \( M_1 \) at \( z = 0 \).

6.3 **Infinite Plane Sheet With a Rectangular Slot**

If the sheet described in the preceding section is penetrated by a narrow rectangular slot as shown in figures 4(a) and 11, where

\[ w < d << 1 << \lambda, \]  

(6.20)

then the field transmitted into \( M_3 \) at \( P'(0,0,-d) \) is given by equations (4.24) and (4.25). For sources consisting of electric and magnetic dipoles oriented in the \( x \) direction, the incident source fields at \( P(0,0,0) \) are \( H_l^S(0,0,0) = H_1^S(0,0,0) \) and \( H_1^S(0,0,0) = H_1^S(0,0,0) \). These fields can be determined by evaluating (6.4) and (6.5) at \( P(0,0,0) \). Similarly, \( \eta_3 \) is again given by (6.15)
As in the preceding section, we consider dipole sources where \( H_{1\rho}^{S} \) and \( H_{1\phi}^{S} \) are given by (6.4) and (6.5). To completely specify the fields entering \( M3 \) at \( P'(\rho,\phi,-d) \), \( \eta_{3} \), the wave impedance of the field looking into \( M3 \) at \( P'(\rho,\phi,-d) \) in the \(-z\) direction must be determined. If \( M3 \) like \( M1 \) is free space, then the fields in \( M3 \) must satisfy the same radiation condition for \( z \to -\infty \) that the source field satisfies when the sheet is removed. Furthermore, the wave impedance of the fields in \( M3 \) must approach the same limit \((Z_{0} = 120\pi\text{ ohms})\) as that of the source field when \( z \to -\infty \). It follows that the wave impedance at given point in \( M3 \) will be approximately equal to the wave impedance of the source field at that point and, in particular, that \( \eta_{3} \) is approximately equal to the impedance of the source field at \( z = -d \) when the sheet is removed. That is,

\[
\eta_{3} = \frac{E_{\rho}^{S}(\rho,\phi,-d)}{H_{\phi}^{S}(\rho,\phi,-d)}, \quad (6.11)
\]
or

\[
-\eta_{3} = \frac{E_{\phi}^{S}(\rho,\phi,-d)}{H_{\rho}^{S}(\rho,\phi,-d)}. \quad (6.12)
\]

For a given source, (6.11) and (6.12) do not give consistent expressions for \( \eta_{3} \) at all points on the interface \( z = -d \). However, at points in the vicinity of the \( z \) axis where

\[
\sin\theta = 0 \quad \text{and} \quad \cos\theta = 1, \quad (6.13)
\]

the two expressions are consistent for dipole sources. That is, (6.13) implies

\[
\eta_{3} = \frac{E_{\rho}^{S}(\rho,\phi,-d)}{H_{\phi}^{S}(\rho,\phi,-d)} = -\frac{E_{\phi}^{S}(\rho,\phi,-d)}{H_{\rho}^{S}(\rho,\phi,-d)}. \quad (6.14)
\]

For electric dipoles, (5.13) and (5.14) give

\[
\eta_{3} = Z_{0} \left[ \frac{jk_{0}R + 1 - k_{0}^{2}R^{2}}{jk_{0}R (jk_{0}R + 1)} \right], \quad (6.15)
\]
The reader can verify that (6.1) with \( H_1^S(\rho, \phi, 0) \) and \( H_1^S(\rho, \phi, 0) \) given by (6.4) and (6.5) is in good agreement with corresponding expressions obtained by Bannister\(^\text{29}\) using the quasi-static approximation for horizontal electric and magnetic dipoles above a conducting half-space. However, unlike the quasi-static approximation, equation (6.1) is not limited by the assumption that the distance between the source and the observation point is small compared to the wavelength of the field in free space (\( \lambda \)).

### 6.2 Infinite Plane Sheet of Uniform Thickness

By keeping \( d \) finite and letting \( W, H \rightarrow \infty \) as in the preceding section, we transform the generalized shield into an infinite plane sheet of uniform thickness (figure 3). The fields at a point \( P'(\rho, \phi, -d) \) on the inside surface of the sheet (the surface farther away from the source) are given by (4.23). In cylindrical coordinates, (4.23) becomes

\[
E_3(\rho, \phi, -d) = -2 \eta_2 H_1^S(\rho, \phi, 0) \text{TE} \exp(-\gamma_2 d),
\]

\[
E_3(\rho, \phi, -d) = 2 \eta_2 H_1^S(\rho, \phi, 0) \text{TE} \exp(-\gamma_2 d),
\]

\[
H_3(\rho, \phi, -d) = 2 H_1^S(\rho, \phi, 0) \text{TH} \exp(-\gamma_2 d),
\]

\[
H_3(\rho, \phi, -d) = 2 H_1^S(\rho, \phi, 0) \text{TH} \exp(-\gamma_2 d),
\]

where \( \eta_2 \) and \( \gamma_2 \) are given by (6.2) and (6.3) and \( \text{TE} \) and \( \text{TH} \) are

\[
\text{TE} = 2 \eta_3/(\eta_2 + \eta_3),
\]

\[
\text{TH} = 2 \eta_2/(\eta_2 + \eta_3),
\]

---

\[ H_{2,\rho}(\rho, \phi, z) = 2 \ H_{1,\rho}^S(\rho, \phi, 0) \exp(\gamma z) , \]
\[ H_{2,\phi}(\rho, \phi, z) = 2 \ H_{1,\phi}^S(\rho, \phi, 0) \exp(\gamma z) , \]
where
\[ \eta_2 = \sqrt{\mu_2/\varepsilon_2} = \sqrt{j2\pi \mu_2/\sigma_2} \quad \text{for } \sigma_2 \gg 2\pi \varepsilon' , \quad (6.2) \]
\[ \gamma_2 = j\omega \sqrt{\mu_2 \varepsilon_2} = j\sqrt{j2\pi \mu_2 \varepsilon_2} \quad \text{for } \sigma_2 \gg 2\pi \varepsilon' , \quad (6.3) \]
and \( \varepsilon' \) and \( \sigma_2 \) are the real part of \( \varepsilon_2 \) and the conductivity respectively (equation (3.4)). In (6.1), the source terms \( H_{1,\rho}^S \) and \( H_{1,\phi}^S \) are determined by evaluating (5.14) and (5.20) at \( z=0 \). For the case of an electric dipole pointing in the \( x \) direction we obtain
\[ H_{1,\rho}^S(\rho, \phi, 0) = -p \sin\phi \ (jk \rho R + 1) \cos\theta \ W(R)/R , \quad (6.4) \]
\[ H_{1,\phi}^S(\rho, \phi, 0) = -p \cos\phi \ (jk \rho R + 1) \cos\theta \ W(R)/R , \]
and for the case of a magnetic dipole with its moment pointing in the \( x \) direction
\[ H_{1,\rho}^S(\rho, \phi, 0) = m \cos\phi \ [\Omega (jk \rho R + 1) + \cos^2\theta k^2 \rho^2 R^2] \ W(R)/R^2 , \quad (6.5) \]
\[ H_{1,\phi}^S(\rho, \phi, 0) = m \sin\phi \ (jk \rho R + 1 - k^2 \rho^2) \ W(R)/R^2 , \]
where
\[ \Omega = 2 \sin^2\theta - \cos^2\theta \quad , \]
\[ \cos\theta = -D/R \quad , \quad (6.6) \]
\[ \sin\theta = \rho/R \quad , \]
\[ W(R) = \exp(-jk \rho R)/4\pi R \quad , \quad (6.7) \]
\[ R = \sqrt{\rho^2 + D^2} . \]
6. PROPAGATION OF ELECTROMAGNETIC FIELDS THROUGH STRUCTURES COMPOSED OF GOOD CONDUCTORS

With the results of sections 4 and 5, we can easily obtain expressions for the fields penetrating any structure derivable from the generalized shield in figure 5 when that structure is exposed to electric and magnetic dipoles, small rectangular loops, and any other source whose fields tangent to the surface of the structure are known. Since the number of combinations of sources and structures that can be treated in this way is quite large, we will not attempt to discuss them all here. Instead, we will limit ourselves to several that are related to classical electromagnetic propagation and shielding problems.

6.1 Uniform Half-Space

By eliminating all sheets except ESI in figure 5, by eliminating all slots in ESI, and by letting $H, W, d \rightarrow \infty$, we can transform the generalized shield $M_2$ into a uniform half-space with a plane interface separating it from another half-space $M_1$ (figure 2). If $M_1$ is free space with elementary electric and magnetic dipoles as described in section 5.1, then this combination of source and structure is the one considered by Sommerfeld$^{28}$ and his followers$^{27}$ who used classical analytical techniques to obtain approximate solutions for the fields in $M_2$. Our solution, based on the impedance boundary condition, is given by (4.19). Since the half-space is isotropic, (4.19) can be written directly in terms of cylindrical coordinates as follows:

\[
E_2(\rho, \phi, z) = -2 \eta_2 H_1^S(\rho, \phi, 0) \exp(\gamma_2 z),
\]

\[
E_2(\rho, \phi, z) = 2 \eta_2 H_1^S(\rho, \phi, 0) \exp(\gamma_2 z),
\]

the center position $y = 0$ that is not present in figure 8(b). This asymmetry is rather slight for the loop height chosen, but it would certainly become much more pronounced if $h$ were significantly reduced.

The effect of increasing $D$ on $|H_x|$ in the $x,y$ plane is very striking in this case. The figure shows that the field at $y = 0$ is 8 times larger when $D = 18$ in. than it is when $D = 36$ in. This implies that $|H_x|$ varies like $z^{-3}$ along the $z$ axis. The figure also shows that the very sharp peak occurring at $y = 0$ for $D = 18$ in. is eliminated when the loop is moved to the point where $D = 36$ in. And, similar results are obtained when $|H_x|$ is plotted along the $x$ axis. The relatively small variation in $|H_x|$ along the $x$ and $y$ axes when $D = 36$ in. indicates that a virtually uniform field distribution over a sizable surface area (at least 7 X 7 ft.) can be achieved in the near field of a small loop antenna - contrary to what one might expect.
Assumptions

I \approx \exp(j2\pi ft)

and

\lambda = \frac{C_0}{f} \gg a

Parameter Values

a = b = 10.6 \text{ in.}

h = 3.5 \text{ ft.}

D_1 = 18. \text{ in.}

D_2 = 36. \text{ in.}

|I| = 1 \text{ amp.}

Figure 10. Magnetic field of a small, square loop.

(a) A small, square loop carrying a uniform current I centered at (0,0,D_1) and (0,0,D_2) at a height h above a ground plane.

(b) A plot of $|H_x|$ along the y axis for the two loop positions shown in (a).
Figure 9. A rectangular current loop above a perfectly conducting ground plane with its image centered at \((0, -2h, D)\).
as the observation point moves to more distant points on the y axis. Thus the calculations demonstrate that the use of the dipole approximation for small antennas need not be limited to situations where the distance to the observation point is large compared to the size of the antenna.

Figure 8(c) shows how the loop and dipole fields at the point \( x = y = z = 0 \) vary as functions of the source frequency \( f \). Here \(|H_x|\) is seen to be virtually independent of frequency for both loop and dipole fields over the range 0 to 10 MHz. Between 10 and 100 MHz, the loop field begins to increase linearly with \( f \), while the dipole field shows a slight dip. However, above 100 MHz the dipole field increases rapidly and overtakes loop field which maintains a linear variation up to the resonant frequency of the loop (280 MHz) where assumption (5.23) breaks down. In view of these results, use of the dipole approximation would appear to be inadvisable at frequencies greater than 10 MHz. On the other hand, the loop equations appear to give reasonable results up to 100 MHz in this case.

5.3.2 Effect of a Perfectly Conducting Ground Plane Parallel to the \( x,y \) Plane on Magnetic Fields in the \( x,y \) Plane for Two Loop Positions

By using equation (5.39) to compute the magnetic fields from a loop and its image as shown in figure 9 and by adding the loop and image fields at an observation point \( P(x,y,z) \), the effect of a ground plane parallel to the \( x,y \) plane on the loop field can be computed. This has been done for the arrangement shown in figure 10(a) where the same current loop used in the preceding section is now located with its center at a height of 3.5 ft. above a ground plane. The results are shown in figure 10(b) for two loop positions \( D = 18 \) in. and \( D = 36 \) in. where once again we plot the magnitude of \( H_x \) along the \( y \) axis. The effect of the ground plane is to introduce an asymmetry with respect to
**Assumptions**

\[ I = \exp(j2\pi ft) \]

and

\[ \lambda = \frac{c_0}{f} \gg a \]

**Parameter Values**

- \( a = b = 10.6 \text{ in.} \)
- \( a^2 = 112 \text{ in}^2 \)
- \( D = 18 \text{ in.} \)
- \( |z| = 1 \text{ amp} \)

(a) A small, square loop carrying a uniform current \( I \) centered at \((0,0,D)\) and a magnetic dipole with current moment \( \mathbf{m} = I \mathbf{a}^2 \mathbf{i}_x \) at \((0,0,D)\).

(b) A plot of \( |H_x| \) along the \( y \) axis for the loop \( \bigcirc \) and dipole \( \Delta \) shown in (a) where \( f = 10^6 \text{MHz} \).

(c) A plot of \( |H_x| \) versus frequency at \((0,0,0)\) for the loop \( \bigcirc \) and dipole \( \Delta \) shown in (a).

**Figure 8.** Comparison of loop and dipole fields.
and \( K_1, K_2, K_3, \) and \( K_4 \) are as defined previously in (5.38). With (5.39), the rectangular components \( H_x \) and \( H_y \) can be computed with (5.16) as in the case of the dipole fields.

5.3 Sample Source Field Calculations for Magnetic Dipoles and Square Loops

5.3.1 Comparison of Loop and Dipole Fields

With the equations given in the preceding sections, we can investigate the question of how well an elementary magnetic dipole approximates a small loop antenna when the distance between the antenna and the observation point is not large compared to the dimensions of the antenna. We will do this for the arrangement shown in figure 8(a). In the figure, the symbol \( \Delta \) indicates the position of a magnetic dipole on the \( z \) axis at a distance \( D = 18 \) inches from the \( x,y \) plane. Centered on the same position is a square loop antenna 10.6 inches on a side. The loop carries a uniform current \( I \) with \( |I| = 1 \) amp, and the magnetic dipole moment \( m \) is defined by \( m = |I|a^2 = 112 \) amp-in\(^2\) = .072 amp-m\(^2\) in accordance with (5.22). With this arrangement, the dominate magnetic field component in the \( x,y \) plane is \( H_x \) which can be computed with equations (5.20) and (5.16) for the dipole and equations (5.39) and (5.16) for the loop. Figures 8(b) and 8(c) show the results of one set of calculations using these equations. Figure 8(b) is a plot of \( |H_x| \) along the \( y \) axis where the loop and dipole fields are indicated by \( \circ \) and \( \Delta \) respectively. These curves show that the magnetic dipole is a surprisingly good approximation to the loop even when the distance to the observation point is approximately equal to the dimensions of the loop. For these calculations there is a maximum difference between the two fields of 12\%. This occurs at \( y = 0 \), and, as one would expect, the difference between the fields decreases
(6.26) by making the following substitutions

\[
\begin{align*}
E_3^x (0,0,-d) & \longrightarrow E_3^y (0,0,-d) , \\
H_3^y (0,0,-d) & \longrightarrow H_3^x (0,0,-d) , \\
H_1^S_y (0,0,0) & \longrightarrow H_1^S_x (0,0,0) .
\end{align*}
\]

(6.29)

where \( H_1^S_y (0,0,0) \) is the source field from the electric dipole (6.4). Since the maximum response of a slot in a plane is always obtained when the incident magnetic field is aligned parallel to its longest dimension, equation (6.26) will always give the largest field that a slot of a given size can transmit when it is exposed to a magnetic dipole. Similarly, the equations derived from (6.26) using (6.29) will always give the largest field that a slot of a given size can transmit when it is exposed to an electric dipole.

6.4 Single Walled Continuous Enclosure in the Form of a Rectangular Parallelepiped

If a sixth plane sheet is added to the generalized shield (figure 5) to form the continuous (no slots) enclosure shown in figure 12, then the fields reaching an interior point \( P'(x,y,-d) \) from the source \( S \) are given by (4.22) and (4.23)

where \( n_2 \) is the intrinsic impedance of the material comprising the enclosure (6.2) and \( n_3 \) is the impedance at \( z = -d \) looking into \( M_3 \). As in the preceding examples, it is necessary to specify \( H_1^S(x,y,0) \) and \( H_1^S(x,y,\ell) \) (or \( H_1^S(p,\phi,0) \) and \( H_1^S(p,\phi,0) \) as well as \( n_3 \) in order to give explicit meaning to these formal expressions.

For electric and magnetic dipoles, the source fields are again obtained by evaluating (6.4) and (6.5). Similarly, for a rectangular loop antenna, the source fields would be obtained.
Figure 12. A source $S$ illuminating a continuous enclosure in the form of a rectangular parallelepiped.
by evaluating (5.39) at $z = 0$. In this way, the formal expressions can be used to represent the transmitted field of any source whose magnetic field components tangent to ES1 are known.

To evaluate $\eta_3$, we first note that $M_3$ now occupies a finite volume rather than a half-space as in the case of the infinite plane sheet considered in the preceding sections. Consequently, the fields in $M_3$ will not satisfy a radiation condition like the one satisfied by the source field in $M_1$; and, in general, $\eta_3$ will be unrelated to the wave impedance of the source field. In this case, the structure of the fields in $M_3$ will be determined primarily by the geometry of the enclosure and by its size relative to the wavelength of the source field ($\lambda$). Since the thin walled parallelepiped in figure 12 is equivalent to a section of rectangular waveguide closed at both ends by good conductors, $\eta_3$ will be determined by one or more of the waveguide modes that this structure can support. There are, of course, a doubly infinite number of such modes so that determining $\eta_3$ in the general case is a formidable problem. Fortunately, in many cases of interest, there is a single dominant mode that can account very well for the principal features of the fields in $M_3$. This is the $TE_{10}$ mode which has the following important properties:

- The cutoff frequency is independent of one of the dimensions of the cross section ($W$ or $H$).
- The polarization of the field is definitely fixed: the electric field passing from top to bottom of $M_3$ as shown in figure 12(a) if $E_3^y$ is the dominant electric field component at $z = -d$ or from side to side if $E_3^x$ is the dominant field component at $z = -d$.

---

* For a given frequency and H to W ratio, attenuation due to "copper" losses in the walls is less for the TE\textsubscript{10} mode than for other modes.

Using these and other properties of the TE\textsubscript{10} mode, we can construct an appropriate expression for \eta_3 that can be used in (4.22) and (4.23).

To illustrate this process, we consider the case where a source such as the \textit{x} directed magnetic dipole or the rectangular loop antenna produces a magnetic field incident on ES1 with a dominant H\textsubscript{1x}\textsuperscript{S} component as shown in figure 8. In this case, the dominant electric field component at z = -d will be E\textsubscript{3y}. That is, the source will couple to the vertically polarized TE\textsubscript{10} mode in M3. If we now adopt the usual assumption in waveguide theory that wall losses can be ignored in first order approximations when the waveguide is composed of a good conductor (metal), then the characteristic impedance \( Z_{TE} \) and propagation constant \( \gamma_3 \) of the vertically polarized TE\textsubscript{10} mode are given by the following:\textsuperscript{30}

\[
Z_{TE} = j\omega Z_0 / \omega_c G, \tag{6.30}
\]

\[
\gamma_3 = k_c G, \tag{6.31}
\]

where

\[
G = \sqrt{1 + (j\omega/\omega_c)^2}, \tag{6.32}
\]

\[
\omega_c = 2\pi f_c, \tag{6.33}
\]

\[
f_c = C_o / 2W, \tag{6.34}
\]

\[
k_c = 2\pi f_c / C_o. \tag{6.35}
\]

With these expressions, the impedance at $z = -d$ looking into M3 can be approximated as follows:

$$n_3 = Z_{TE} \tanh(\gamma_3 L), \quad (6.36)$$

where (6.36) assumes a perfectly reflecting plane at $z = -L -d$. For frequencies below the cutoff frequency ($f < f_c$), $\gamma_3$ is real and positive, and $Z_{TE}$ and $n_3$ are both imaginary (inductive). In this case, the fields in M3 attenuate exponentially as one moves away from ES1. When $f > f_c$, $\gamma_3$ is imaginary, and $Z_{TE}$ is real. The fields then propagate into M3 without attenuation and are reflected between ES1 and ES6 to form standing waves. At much higher frequencies where $f \gg f_c$, $Z_{TE} \rightarrow Z_0 = 120\pi$ (ohms). By regarding $\gamma_3$ as a complex variable and using the hyperbolic tangent in (6.36) to represent reflections of the complex field, we are able to write $n_3$ as a single expression over the entire range of frequencies. This will prove to be very convenient in later sections when we consider transient fields.

With $n_2$ given by (6.2) and $n_3$ given by (6.36), we have the following expressions from (4.22) and (4.23) for the vertically polarized TE field at $P'(x,y,-d)$ due to a source that produces a dominant magnetic field component $H_{1S}^x(x,y,0)$ at $P(x,y,0)$:

$$E_{3y}(x,y,-d) = 2n_2 H_{1S}^x(x,y,0) TE \exp(-\gamma_2 d), \quad (6.37)$$

$$H_{3x}(x,y,-d) = 2 H_{1S}^x(x,y,0) TH \exp(-\gamma_2 d), \quad (6.38)$$

where

$$TE = 2 \frac{n_3}{(n_2 + n_3)},$$

$$TH = 2 \frac{n_2}{(n_2 + n_3)}, \quad (6.38)$$

---

and
\[ \gamma_2 = j\omega \sqrt{\mu_2 \varepsilon_2} = \sqrt{j\omega \mu_2 \varepsilon_2} \quad (6.39) \]

The reader can easily verify that the horizontally polarized TE mode fields at \( P'(x,y,-d) \) due to a source generating a dominant \( H_{1y}^S(x,y,0) \) component over the surface of ES1 can be obtained from (6.37) with the following transformation:

\[ E_y^3(x,y,-d) \rightarrow E_y^3(x,y,-d), \]
\[ H_y^3(x,y,-d) \rightarrow H_x^3(x,y,-d), \]
\[ H_{1y}^S(x,y,0) \rightarrow H_{1x}^S(x,y,0), \]
\[ C_o/2H \rightarrow f_c \quad \text{(See equation (6.4)).} \]

For example, this transformation could be used to obtain the horizontally polarized TE fields at \( P'(x,y,-d) \) due to an \( x \)-directed electric dipole located close to ES1 where \( H_{1y}^S(x,y,0) \) is computed from (5.14).

6.5 Single Walled Parallelepiped with a Narrow Rectangular Slot in One Side

When a continuous single walled parallelepiped is rendered discontinuous by a narrow rectangular slot, the fields that penetrate the slot will share some of the properties of the fields described in the two preceding sections. In the case of an enclosure with a horizontal slot as shown in figure 13, the field at \( P'(0,0,-d) \) due to a source field \( H_{1x}^S(0,0,0) \) at \( P(0,0,0) \) will couple to the vertically polarized TE mode. Equations (4.24) and (4.25) then give

\[ E_y^3(0,0,-d) = 2 j\omega L_S H_{1x}^S(0,0,0) \cdot TE \exp (-\mu_0 d/L_S), \]
\[ H_x^3(0,0,-d) = 2 H_{1x}^S(0,0,0) \cdot TH \exp (-\mu_0 d/L_S), \quad (6.41) \]
Figure 13. A source $S$ illuminating an enclosure in the form of a rectangular parallelepiped with a slot in one face.
for an air filled slot where \( L_s \) is the slot inductance (6.25),

\[
TE = 2 \frac{\eta_3}{j\omega L_s + \eta_3},
\]

(6.42)

\[
TH = 2 \frac{j\omega L_s}{j\omega L_s + \eta_3},
\]

and \( \eta_3 \) is given by (6.36).

As with the expressions obtained in preceding sections, equations (6.41) can be easily adapted to other related structures such as a vertical slot in an otherwise continuous parallelepiped.
7. SHIELDING EFFECTIVENESS OF METALLIC STRUCTURES

7.1 Definitions of Shielding Effectiveness

There are two definitions of shielding effectiveness in current use which attempt to provide a figure of merit for the shielding properties of metallic structures. One of these, the theoretical definition, derives from Schelkunoff's shielding theory as described in section 2. The other, which we can call the experimental definition, has been promulgated in many public and private shielding standards such as MIL-STD-285\(^1\) and IEEE 299.\(^{31}\) As implied by these names, the first is used primarily in theoretical investigations; while the second is used in attempts to measure the effectiveness of electromagnetic shields in the laboratory and in the field.

Both definitions express the shielding effectiveness (SE) in terms of the ratio of the magnitude of an unshielded field component to the magnitude of the same field component when the shield is in place, and both definitions express the ratio of unshielded to shielded field components in terms of the same logarithmic scale. However, the definitions differ in the way the shielded and unshielded field components are specified, and the difference will contribute to the discrepancies between shielding measurements and theory noted in section 2. The difference between the definitions is illustrated in figure 14 where (a) and (b) describe the fields used in the theoretical definition and (c) and (d) refer to the experimental definition.

---


Figure 14. Definitions of shielding effectiveness -

Theoretical definition: (a) - (b)
Experimental definition: (c) - (d)
\( n \) (a), a source \( S \) located at a distance \( D \) from the surface produces a shielded electric field component \( E_3^p(0,0,-d) \) on the inside surface of the shield, and in (b) the same source at the same location produces an unshielded electric field component \( E_1^p(0,0,0) \) at \( P(0,0,0) \) when the shield is removed. The theoretical definition of the shielding effectiveness against electric fields is then

\[
SE^t(E) = 20 \log \left[ \frac{|E_1^p(0,0,0)|}{|E_3^p(0,0,-d)|} \right], \quad (7.1)
\]

where \( p \) denotes one of two orthogonal field components in a plane perpendicular to the \( z \) axis. Similarly, the shielding effectiveness of the same structure against magnetic fields from \( S \) is

\[
SE^t(H) = 20 \log \left[ \frac{|H_1^q(0,0,0)|}{|H_3^q(0,0,-d)|} \right], \quad (7.2)
\]

where \( q \), like \( p \), denotes one of the orthogonal components transverse to \( z \). In figure 14(c) and (d), the same source and shield placed at the same positions relative to the \( z \) axis produces a shielded electric field component \( E_3^p(0,0,-D-d) \) at \( P'(0,0,-D-d) \) and an unshielded component \( E_1^p(0,0,-D-d) \) at the same point when the shield is removed. With these fields, the experimental definition of shielding effectiveness is written

\[
SE^e(E) = 20 \log \left[ \frac{|E_1^p(0,0,-D-d)|}{|E_3^p(0,0,-D-d)|} \right]. \quad (7.3)
\]

And, for magnetic fields,

\[
SE^e(H) = 20 \log \left[ \frac{|H_1^q(0,0,-D-d)|}{|H_3^q(0,0,-D-d)|} \right]. \quad (7.4)
\]

Since \( E_1^p(0,0,0) \neq E_1^p(0,0,-D-d) \) and \( E_3^p(0,0,-d) \neq E_3^p(0,0,-D-d) \), it is clear that, in general, \( SE^t(E) \neq SE^e(E) \). And by the same token, \( SE^t(H) \neq SE^e(H) \). Thus even under ideal circumstances, the two definitions will not give identical
ults. The question then arises as to how much of a discrepancy is built into these definitions. Most investigators would probably say that the discrepancy is negligible (<3 dB) basing their argument on the fact that the experimental definition as is usually applied requires D to be relatively small. For example, MIL-STD-285 and IEEE 299 both describe shielding effectiveness measurements using (7.4) in which the source and the field sensor are coplanar circular loops 12 inches in diameter symmetrically on either side of the shield with their centers at a distance D = 18 inches from the wall. When D is small, it can be argued that E3 will change at very nearly the same rate with respect to z that E1 changes so that their ratio will be virtually constant near the wall. This lies:

\[
\frac{SE_t^e(E)}{SE_t^e(E)} = SE_t^e(E) \\
\frac{SE_t^e(H)}{SE_t^e(H)} = SE_t^e(H).
\]

Fortunately, this argument is not always valid so that in some cases (7.5) is open to question. For example, it was pointed out in the preceding section that H3 inside an enclosure decreases exponentially with -z as the observation point moves away from ES1 when the source frequency is below the cutoff frequency, it was shown in section 5.2 that the source field H1S varies as 1/z3 at points close to the source. Hence, H1S/H3 could vary by a significant amount at points close to ES1 in this case. It was also pointed out that standing waves could occur in an enclosure at frequencies above cutoff. H3 may then increase at points in the interior leading to a much smaller value of shielding effectiveness as determined using the experimental definition compared to that obtained with the theoretical definition. For measurements made in accordance with MIL-STD-285
IEEE 299, the difference due to standing waves would be more than 18 dB.

In the following, we will accept (7.5) as a working approximation while recognizing that in some cases significant differences between the theoretical and experimental shielding effectiveness of a given structure may occur solely because of the way these quantities are defined. To eliminate such differences, it will be necessary to change one or the other of these definitions. On the theoretical side, this could be done by extrapolating the fields from \( z = -d \) out to \( z = -D-d \) and applying the experimental definition to the computed fields. Conversely, on the experimental side, one could measure the fields at \( z = -d \) and apply the theoretical definition to the measured fields. There are, of course, problems associated with both procedures, but a discussion of these problems is beyond the scope of the present report.

### 7.2 Shielding Effectiveness of Plane Sheets

In this section, we will obtain theoretical expressions for the shielding effectiveness of uniform and slotted sheets using the transmitted fields given in Sections 6.2 and 6.3. These expressions will show that

\[
\text{SE}_t^S = \text{SE}_t^T(E) = \text{SE}_t^T(H),
\]

where \( \text{SE}_t^T \) is formally identical to Schelkunoff's Shielding Formula (2.16).

#### 7.2.1 Uniform Sheets

The shielding effectiveness of a uniform sheet can be obtained by evaluating equations (6.8) and (6.9) at \((0,0,-d)\) and substituting these expressions into (7.1) and (7.2). Starting with \( E_3^\rho (0,0,-d) = E_3^x (0,0,-d) \) and using (6.8)
7.1), we obtain

$$SE^t_s(E) = 20 \log \left( \frac{2\eta_2 H^y_{1,0} \exp(-\gamma_2 d)}{E_1^{s}(0,0,0)} \right),$$  \hspace{1cm} (7.7)$$

$$E = 2\eta_3/(\eta_2 + \eta_3),$$

$$1_x^{s}(0,0,0)/H^y_{1,0} = \eta_1 \text{ by definition and } \eta_3 = \eta_1 \text{ by }.$$ Hence, $$TE = 2\eta_1/(\eta_2 + \eta_1),$$ and (7.7) can be rewritten as

$$SE^t_s(E) = 20 \log \left( \frac{4\eta_2 \exp(-\gamma_2 d)}{\eta_2 + \eta_1} \right),$$  \hspace{1cm} (7.8)$$

Putting the ratio and using (6.3) to replace $$y_2,$$ we obtain

$$E^t_s(E) = 20 \log \left( |(\eta_2 + \eta_1)/4\eta_2| \right) + 8.686(\pi \mu_2 \sigma_2 f)^{1/2} d.$$ 

in most cases of interest, the magnitude of the wave imped-

of the source field at P(0,0,0) is much greater than the

nomic impedance of M2, that is, $$|\eta_1| >> |\eta_2|.$$ Consequently, (7.8) reduces to its final form

$$E^t_s(E) = 20 \log \left( |\eta_1/4\eta_2| \right) + 8.686(\pi \mu_2 \sigma_2 f)^{1/2} d,$$  \hspace{1cm} (7.9)$$

with a trivial change in notation, is seen to be identi-

o (2.16) for $$c = 4.$$ 

f we now start with $$H_3^z(0,0,-d) = H_x^z(0,0,-d)$$ and use (6.9)

.2), we can easily show that $$SE^t_s(H) = SE^t_s(E)$$ in this case.
That is,
\[
-\text{SE}_s^t(H) = 20\log \left[ \frac{2 H^s_{1x}(0,0,0) \text{TH} \exp(-\gamma d)}{H^s_{1x}(0,0,0)} \right]
\]

\[
= 20\log \left| 2 \text{TH} \exp(-\gamma d) \right|,
\]
where
\[
\text{TH} = \frac{2\eta_2}{\eta_2 + \eta_3}.
\]
But again \( \eta_3 = \eta_1 \); hence (7.10) becomes
\[
-\text{SE}_s^t(H) = 20\log \left[ \frac{4\eta_2 \exp(-\gamma d)}{\eta_1 + \eta_2} \right],
\]
which is identical to (7.8). Therefore, \( \text{SE}_s^t(E) = \text{SE}_s^t(H) \).

The reader can verify that the same result is obtained if one uses \( E^3_y(0,0,-d) = E^3_y(0,0,-d) \) in (7.1) or \( H^3_y(0,0,-d) = H^3_y(0,0,-d) \) in (7.2).

7.2.2 Slotted Sheets

The shielding effectiveness of a sheet with a narrow rectangular slot is formally identical to (7.9); however, because of the anisotropy of this structure, the source and its orientation with respect to the slot must be specified. Thus, the shielding effectiveness of a "horizontal" slot (Figure 4(a)) against the fields of an \( x \) directed electric dipole is obtained by using (6.21) in (7.1) and (7.2). Following the same procedure as in the preceding section, we obtain

\[
\text{SE}_s^t(\alpha) = \text{SE}_s^t(E) = \text{SE}_s^t(H) \\
= 20\log \left| \frac{\eta_1}{4\eta_2} \right| + 8.686 \frac{|\mu_2/\eta_2|d}{x},
\]

(7.11)
where ED identifies the electric dipole source, and (=) indicates that the dipole is oriented parallel to the slot.

Similarly, the shielding effectiveness of the same slot against the fields of an x directed magnetic dipole is obtained using (6.23) in (7.1) and (7.2). The result is

\[
SE_{MD}^{t}(=) = SE_{MD}^{t}(E) = SE_{MD}^{t}(H)
\]

\[
= 20\log\left(\frac{\eta_1}{4\eta_2}\right) + 8.686\frac{\mu_2\eta_1}{\eta_2}d ,
\]

where MD refers to the source and (=) again indicates that the dipole is oriented parallel to the slot. For an air filled slot where \(\mu_2 = \mu_0\) and \(\eta_2 = j\omega L_s\), \(SE_{MD}^{t}(=)\) reduces to

\[
SE_{MD}^{t}(=) = 20\log\left(\frac{\eta_1}{4\omega L_s}\right) + 8.686\frac{\mu_0 d}{L_s} ,
\]

(7.13)

where \(L_s\) is the slot inductance and \(\eta_1 = \eta_3\) is given by (6.16).

Comparable expressions are easily obtained for the "vertical" slot (figure 4(b)) when it is exposed to x directed dipoles. In the case, of an air filled slot exposed to an electric dipole, the result is

\[
SE_{ED}^{t}(+) = 20\log\left(\frac{\eta_1'}{4\omega L_s}\right) + 8.686\frac{\mu_0 d}{L_s} ,
\]

(7.14)

where (+) indicates that the dipole is oriented perpendicular to the slot and \(\eta_1'\) is given by (6.15).

### 7.3 Shielding Effectiveness of Enclosures

In this section, we will obtain theoretical expressions for the shielding effectiveness of continuous and discontinuous enclosures (figures 12 and 13) using the results of sections 6.4 and 6.5. For both of these cases, it will be seen that

\[
SE_{S}(E) \neq SE_{S}(H) .
\]

(7.15)
Consequently, neither $SE_S^t(E)$ nor $SE_S^t(H)$ is reducible to Schelkunoff's equation (2.16).

### 7.3.1 Single Walled Continuous Parallelepiped

Starting with (6.37) and following the same procedure as before, we obtain

$$SE_S^t(E) = 20 \log \left( \frac{n_1(n_2 + n_3)}{4n_2n_3} \right) + 8.686(\pi \mu_2 \sigma_2 f)^{1/2}d,$$

and

$$SE_S^t(H) = 20 \log \left( \frac{n_2 + n_3}{4n_2} \right) + 8.686(\pi \mu_2 \sigma_2 f)^{1/2}d,$$

for the shielding effectiveness of a rectangular parallelepiped where $n_3$ is given by (6.36). The preceding implies

$$SE_S^t(E) - SE_S^t(H) = 20 \log[|n_1/n_3|].$$

(7.17)

That is, the difference between the shielding effectiveness of an enclosure against electric fields and its shielding effectiveness against magnetic fields from the same source depends on the ratio of the source impedance at $z = 0$ to the enclosure impedance at $z = -d$. When $|n_1| > |n_3|$, $SE_S^t(E) > SE_S^t(H)$. And conversely, $|n_1| < |n_3|$ implies $SE_S^t(E) < SE_S^t(H)$. If $|n_1| = |n_3|$, then $SE_S^t(E) = SE_S^t(H)$, and (7.16) reduces to (7.9) since $|n_1| >> |n_2|$. That is, when the impedance of the source equals the impedance of the enclosure, the shielding effectiveness of the enclosure is equivalent to the shielding effectiveness of an infinite plane sheet.
7.3.2 Single Walled Parallelepiped with a Slot in One Side

The shielding effectiveness of a parallelepiped with a narrow slot in one face is formally identical to (7.16), but, as in the case of the slotted sheet, the orientation of the source with respect to the slot must be specified. For an enclosure with a horizontal air filled slot as shown in figure 13 exposed to an $x$ directed magnetic dipole, the shielding effectiveness with respect to electric and magnetic fields is

$$SE_{MD}(E=) = 20\log \left[ \frac{\eta_1(\eta_2 + \eta_3)}{4\eta_2\eta_3} \right] + 8.686\mu_o d/L_s,$$  

(7.18)

$$SE_{MD}(H=) = 20\log \left[ \frac{\eta_2 + \eta_3}{4\eta_2} \right] + 8.686\mu_o d/L_s,$$

where $\eta_1$ is given by (6.16) and (6.19)

$$\eta_1 = Z_o \left[ \frac{j\omega D (j\omega D + 1)}{j\omega D + 1 - k_o^2 D^2} \right],$$  

(7.19)

$$\eta_2 = j\omega L_s,$$  

(6.25)

and

$$\eta_3 = Z_{TE} \tanh(\gamma L).$$  

(6.36)

As in the case of (7.16), we have

$$SE_{MD}(E=) - SE_{MD}(H=) = 20\log(\mid\eta_1/\eta_3\mid),$$  

(7.20)

so that $SE_{MD}(E=)$ is greater than, less than, or equal to $SE_{MD}(H=)$ depending on whether $\mid\eta_1\mid$ is greater than, less than, or equal to $\mid\eta_3\mid$. When $\mid\eta_1\mid = \mid\eta_3\mid$, (7.18) reduces to (7.13). That is, when the magnitude of the source impedance equals the magnitude
of the enclosure impedance, the shielding effectiveness of the enclosure is equivalent to the shielding effectiveness of an infinite sheet with an air filled slot.

It is of interest to compare the shielding effectiveness measurements of Axford et al.\(^9\) with \(\text{SE}_{\text{MD}}(H)\) based on (7.18). This is done in figure 15 where (a) shows a schematic representation of the experimental set-up and (b) is a plot of the measured and computed shielding effectiveness versus source frequency. As the figure indicates, the measurements were carried out using 12 in. diameter loops in the arrangement prescribed by MIL-STD-285 and IEEE 299 on a 9'x9'x9' shielded enclosure with a rectangular slot .5 m. long and 1/16 in. wide on one face. The walls of the enclosure consisted of steel and aluminum panels 1/4 in. thick, and the surface of the wall opposite the slot was prepared with an electromagnetic absorbing material to reduce internal reflections. With this arrangement, the measured shielding effectiveness of the slotted enclosure against magnetic fields from a loop antenna was obtained using the experimental definition (7.4).

In applying (7.18) to this enclosure, it was assumed that the absorbing material effectively eliminates internal reflections so that the enclosure impedance (6.36) reduces to

\[
\eta^3 = Z_{TE} \quad \text{for} \quad f < f_c = 49 \text{ MHz}. \quad (7.21)
\]

That is, the enclosure is equivalent to an infinitely long waveguide and the input impedance is equal to the characteristic impedance of the waveguide (6.30). The slot inductance \(L_s\) used

---

(a) Experimental Set-up (Estimated)

(b) Comparison of Measured and Computed Shielding Effectiveness

Figure 15. Measured and theoretical shielding effectiveness of an enclosure with a narrow rectangular slot in one wall. (fc = cutoff frequency).
in these calculations is $3.2 \times 10^{-8}\ \text{H}$ (equation 6.28).

Figure 15(b) shows that the difference between the measured and theoretical shielding effectiveness ranges from 6 to 8 dB for this enclosure over more than two decades of frequency. In view of the inherent discrepancy between the discrepancy and experimental definitions of shielding effectiveness noted in section 7.1 as well as other uncertainties such as the actual effectiveness of the absorbing material used in the measurements, this must be considered good agreement.

7.4 A Modified Theoretical Definition of Shielding Effectiveness for Enclosures

In section 7.2, it was shown that the theoretical shielding effectiveness of a plane sheet (continuous or discontinuous) is characterized by a single function which is identical in form to Schelkunoff's shielding formula. That is,

$$ SE_t^s = SE_t^s(E) = SE_t^s(H), $$

(7.22)

$$ = 20\log\left(\frac{\eta_s}{4\pi c}\right) + A, $$

where $\eta_s$ is the wave impedance of the source at $P(0,0,0)$, $\eta_c$ is the characteristic impedance of the sheet (Equation (6.2) or (6.25)) and $A$ is a loss term that may depend on the frequency but is otherwise independent of the source. This result establishes the validity of the extended transmission theory of shielding described in section 2 for shields consisting of a single planar sheet. To obtain the effectiveness of a plane shield with respect to any source field, it is only necessary to specify the wave impedance of the source field in (7.22). In the case of an electric dipole, we have

$$ SE_{ED}^t = SE_{ED}^t(E) = SE_{ED}^t(H) $$

(7.23)

$$ = 20\log\left(\frac{\eta_{ED}}{4\pi c}\right) + A, $$
where \(\eta_{ED}\) is the wave impedance of the electric dipole at \(P(0,0,0)\) (equation (6.15)). And for the magnetic dipole,

\[
SE_{MD}^t = SE_{MD}^t(E) = SE_{MD}^t(H) = 20\log\left(\frac{|\eta_{MD}/4\pi|}{n_{cl}}\right) + A, \tag{7.24}
\]

where \(\eta_{MD}\) is the wave impedance of the magnetic dipole (Equation (6.16)).

The simplicity of (7.22) is a direct result of the fact that \(n_s\) is approximately equal to \(n_3\), the impedance of the field at \(P'(0,0,-d)\) looking into \(M_3\). That is,

\[
n_s \approx n_3. \tag{7.25}
\]

This, in turn, is due to the fact that the fields on both sides of the sheet satisfy the same radiation condition and approach the same wave impedance as \(z \rightarrow \pm \infty\).

In contrast to the preceding, it was seen in section 7.3 that the shielding effectiveness of an enclosure is not characterized by either \(SE_{S}^t(E)\) or \(SE_{S}^t(H)\) alone. That is,

\[
SE_{S}^t \neq SE_{S}^t(E) \neq SE_{S}^t(H), \tag{7.26}
\]

but instead,

\[
SE_{S}^t(E) = SE_{S}^t(H) + 20\log\left(\frac{|n_s|}{n_3}\right), \tag{7.27}
\]

where \(n_s\) is again the wave impedance of the source field at \(P(0,0,0)\) and \(n_3\) is the impedance at \(P'(0,0,-d)\) looking into the enclosure (\(M_3\)). Since the structure of the fields in the enclosure is unrelated to that of the fields outside the enclosure,

\[
n_s \neq n_3 \equiv n_e, \tag{7.28}
\]
in this case. This means that the shielding characteristics of an enclosure depend on both $SE_s^t(E)$ and $SE_s^t(H)$. It follows that the shielding effectiveness of an enclosure should be defined in terms of both of these quantities. The logical choice for this definition is

$$SE_s^t = (SE_s^t(E) + SE_s^t(H))/2.$$  \tag{7.29}

Since (7.29) reduces to (7.22) when $SE_s^t(E) = SE_s^t(H)$, this definition includes the plane sheet as a special case. Moreover, the reader can easily verify that the right side of (7.29) is determined by the ratio of the power density of the source field incident at $P(0,0,0)$ to the power density of the transmitted field at $P'(0,0,-d)$. That is,

$$SE_s^t = 10\log\left[\left|\frac{PD_1^S(0,0,0)}{PD_3(0,0,-d)}\right|\right],$$  \tag{7.30}

where

$$PD_1^S(0,0,0) = E_p^S(0,0,0) H_q^S(0,0,0),$$

$$PD_3(0,0,-d) = E_p^S(0,0,-d) H_q^S(0,0,-d).$$

7.5 A Modified Experimental Definition of Shielding Effectiveness and Its Implications For MIL-STD-285 and IEEE 299

Since $SE_s^t(E) \neq SE_s^t(H)$, it follows from (7.5) that $SE_s^e(E) \neq SE_s^e(H)$ for enclosures. That is, the experimental shielding effectiveness of an enclosure against electric fields (7.3) is not equal to the experimental shielding effectiveness of the same enclosure against magnetic fields from the same source (7.4). Thus, the experimental shielding effectiveness of an enclosure depends on both $SE_s^e(E)$ and $SE_s^e(H)$ just as $SE_s^t$ depends on both $SE_s^t(E)$ and $SE_s^t(H)$ as we have seen. To reflect
this fact, the experimental definition of shielding effectiveness should include both $SE_s^E(E)$ and $SE_s^H(H)$. The logical choice here (analogous to (7.29) is

$$SE_s^e = (SE_s^E(E) + SE_s^H(H))/2.$$ (7.31)

The reader can verify that $SE_s^e$ is the ratio of the power density at $P(0,0,-D-d)$ with the enclosure removed to the power density at the same point with the enclosure in place.

The clear implication of the preceding is that the shielding properties of an enclosure cannot be completely determined by measuring either $SE_s^E(E)$ or $SE_s^H(H)$ alone; yet this is precisely what virtually all shielding standards attempt to do. For example, as previously noted, both MIL-STD-285 and IEEE 299 specify shielding measurements with a source and a field sensor consisting of small loop antennas. These produce a measured value of $SE_s^E(H)$ for a loop source. But neither MIL-STD-285 or IEEE 299 provide any procedures that lead to a measured value of $SE_s^E(E)$ for the loop source. Thus, there is no way that measurements made in accordance with these standards can be related to the power density ratio for shielded and unshielded fields from the loop source.

7.6 A Generalized Schelkunoff Formula and a New Formulation of the Extended Transmission Theory of Shielding

The fact that $SE_s^t(E) \neq SE_s^t(H)$ for enclosures also has implications for the extended transmission theory of shielding. It means that, unlike the situation described in section 7.4 for plane sheets, neither $SE_s^t(E)$ nor $SE_s^t(H)$ can be reduced to Schelkunoff's equation (2.16) when the shield is in the form of an enclosure. And, since Schelkunoff's equation is the basis for the extended transmission theory of shielding, it follows that this theory as described in section 2 cannot be valid for enclo-
sures. However, with the aid of a generalized form of Schelkunoff's equation, we can reformulate the extended transmission theory in a way that includes both enclosures and plane sheets.

To obtain the generalized Schelkunoff equation, we substitute (7.16) and (7.18) into (7.29). The result (with a change in notation) is

\[
SE_s^t = 10 \log\left(\frac{|\eta_s/\eta_e|}{4 \eta_c}\right) + 20 \log \left(\frac{\eta_c + \eta_e}{\eta_c}\right) + A, \quad (7.32)
\]

where \(\eta_s\) is the wave impedance of the source, \(\eta_e\) is the impedance looking into the enclosure, \(\eta_c\) is the characteristic impedance of the enclosure wall and \(A\) is the absorption term. With (7.32), we can compute the shielding effectiveness of any enclosure for which \(\eta_e\), \(\eta_c\), and \(A\) can be determined against the fields of any source for which \(\eta_s\) is known. Thus, according to the reformulated theory, the shielding problem reduces to the problem of calculating these quantities.

In applying this theory, two things must be kept in mind: First, \(\eta_e\), \(\eta_c\), and \(A\) can all depend on the polarization of the incident field or, in other words, the orientation of the source with respect to the enclosure and to any discontinuities that may be illuminated. Consequently, in citing the shielding effectiveness of any enclosure, the spatial relationship between the source and the enclosure must be specified. Second, theoretical results based on (7.32) should only be compared to measurements based on the modified experimental definition of shielding effectiveness (7.31). That is, a valid test of (7.32) requires measurements of both \(SE_s^E(E)\) and \(SE_s^E(H)\).

7.7 A Correction Factor Relating the Shielding Effectiveness of an Enclosure as Seen by Two Sources

With (7.32), we can obtain a simple analytical relationship between the shielding effectiveness of an enclosure as
seen by one source and the shielding effectiveness of the same enclosure as seen by a second source. If $\eta S_1$ is the wave impedance of the first source, then we have

$$SE_{S_1}^t = 10\log(|\eta S_1|/\eta e) + 20\log\left[\frac{\eta c + \eta e}{4\eta c}\right] + A,$$

And, if $\eta S_2$ is the wave impedance of a second source with the same orientation (polarization) as $S_1$, then

$$SE_{S_2}^t = 10\log(|\eta S_2|/\eta e) + 20\log\left[\frac{\eta c + \eta e}{4\eta c}\right] + A,$$

is the shielding effectiveness of the enclosure as seen by $S_2$. Now taking the difference between $SE_{S_1}^t$ and $SE_{S_2}^t$, we obtain

$$\Delta(S_1:S_2) = SE_{S_1}^t - SE_{S_2}^t$$

$$= 10\log(|\eta S_1|/|\eta S_2|). \quad (7.33)$$

That is, the difference between the shielding effectiveness of an enclosure as seen by two sources with the same orientation depends only on the ratio of the wave impedance of the two sources.

With the correction factor, $\Delta(S_1:S_2)$, measured values of shielding effectiveness taken with one source can be analytically adjusted to give an estimate of the shielding effectiveness that would have been measured with another source. This can be very useful in cases where shielding measurements with one source are difficult or impossible as they are with a plane wave EMP sources where $\eta S_1 = 120\pi$ ohms. In this case, the estimated shielding effectiveness of an enclosure against a plane wave EMP field is
earth's surface where \( \theta \) and \( \phi \), like \( \rho \), are coordinates referred to a burst, centered spherical system and the superscript \( c \) denotes the fact that the direct Compton current is the source of these fields. Additional and even larger fields \( E_\theta^c \) and \( B_\phi^c \) are generated by current loops formed when Compton currents in the air are returned through the ground to re-establish charge neutrality in the source region. The net vertical electric field \( E_\theta \) and azimuthal magnetic field \( B_\phi \) near ground level are equal to the sum of these fields: \( E_\theta = E_\theta^c + E_\theta^r \), \( B_\phi = B_\phi^c + B_\phi^r \).

\( E_\theta \) and \( B_\phi \) are the largest fields generated in the source region. Peak fields occur close to the burst point above ground level, and both fields decrease rapidly with increasing distance from the burst point. The time history of \( E_\rho \) is characterized by a rapid rise to a maximum at \( t = 50 \) ns followed by a 50 ns decay to a plateau that is maintained for 10-20 \( \mu s \) before the final decay. As shown in figure 18(b)\(^{35} \), \( B_\phi \) has a narrow early peak (\( B_\phi^c \)) followed by a much broader late peak (\( B_\phi^r \)). The rise time of the early peak is approximately the same as that of \( E_\rho \). The late peak occurs at approximately 7 \( \mu s \) and is followed by a gradual decay out to 70 \( \mu s \). An analytical approximation to the waveform in figure 18(b) can be written as follows

\[
B_\phi(t) = B_\phi^c(t) + B_\phi^r(t),
\]

where

\[
B_\phi^c = A_1 [\exp(-\alpha_1 t) - \exp(-\alpha_2 t)],
\]

\[
B_\phi^r = A_2 [\exp(-\alpha_3 t) - \exp(-\alpha_4 t)],
\]

---

Figure 18. Source region currents and fields.
(a) Schematic representative of source region currents and fields (Adapted from ref. 34).
(b) Source region magnetic field $B_0$ versus time (Reproduced from ref. 35).
bining the most important features of the entire range of HA EMP waveforms has been constructed for use in studies that attempt to determine the vulnerability of military systems to interference or damage from these fields. This field is in the form of a plane wave where the electric and magnetic components are given by

\[ e(t) = Z_0 h(t), \quad (Z_0 = 120\pi \text{ ohms}) \]

\[ = 5.25 \times 10^4 \left[ \exp(-4 \times 10^6 t) - \exp(-4.76 \times 10^8 t) \right] \text{ (V/m)}. \]  

The reader can verify that (8.22) gives peak fields of 5×10^4 V/m and 140 A/m at t = 5 ns. The similarity between the fields given by (8.22) and the field shown in figure 17 suggests that the waveform of the HA EMP field can be simulated over a limited area by a loop antenna driven with an appropriately designed current pulse.

**Source Region EMP (SREMP).** When a nuclear weapon is detonated on or within a few kilometers above the surface of the earth, the EMP source region will consist of a truncated sphere 3 to 6 kilometers in diameter as shown in figure 18(a). In the air, Compton currents will generate a radial electric field \( E_\rho \); however, below the surface of the earth this current and field will be greatly reduced owing to the high conductivity of earth relative to that of the ionized air in the source region. The result will be an asymmetric distribution of Compton currents. The vector sum of this unbalanced distribution of currents is a vertical electric dipole at the burst point capable of radiating electric and magnetic fields beyond the source region. Within the source region, the vertical dipole generates a vertical electric field \( E_\theta^C \) and an azimuthal magnetic field \( B_\phi^C \) at the

---

and for this reason, as well as others, we will not attempt to carry out such calculations here. Instead, we will give descriptions of two important types of EMP fields based on calculations carried with three-dimensional, time-dependent computer codes that are designed to give self-consistent solutions for the Compton current and its fields.

**High Altitude EMP (HA EMP).** When a nuclear explosion occurs at an altitude above 40 km, the density of the atmosphere is so small that gamma rays are not scattered in the vicinity of the burst point. Instead, they travel radially in a spherical shell until a portion of the shell reaches an altitude of 20-40 km where the density is such that the Compton process is important. The resulting distribution of Compton currents defines a pancake-shaped EMP source region 20 km thick with a lateral extent limited by the curvature of the earth. Within this region, high-energy recoil electrons spiralling around geomagnetic field lines comprise a component of the Compton current transverse to the gamma ray flux. This Compton current is equivalent to an array of elementary magnetic dipoles whose vector sum is capable of producing a peak electric field of $50 \times 10^3$ V/m at the surface of the earth. Since the direction of the net magnetic dipole moment of this array is determined by the geomagnetic field vector in the source region, the orientation of the dipole moment is not fixed with respect to the surface of the earth. Rather, it is a function of the altitude and geographical coordinates of the source region. This means that the HA EMP field incident at a point on the surface of the earth depends in a complicated way on the coordinates of that point and the coordinates of the source region.

Since the geometry of the source region cannot be accurately known prior to a detonation, the incident EMP field at a point is unpredictable. For this reason, a composite HA EMP field com-
P(0,0,0). The figure shows that $h_{x}^{S}(0,0,0; t)$ reaches its peak in 6 ns ($6 \times 10^{-9}$ s) compared to 10 ns for the loop current itself. This indicates that the second term in (8.21) which arises from the $j \omega r_{2}D/C_{0}$ term in (8.18) can have a significant effect on the rise time of $h_{x}^{S}(0,0,0; t)$ if the derivative of $i(t)$ is large enough, although the general character of the magnetic field will be the same as the loop current source. In view of figure 8(c), this is an expected result.

8.3 EMP Sources

An EMP field is generated by an intense pulse of gamma rays from a nuclear explosion. Gamma rays traveling radially away from the burst point ionize ambient matter by Compton scattering and produce a flux of recoil electrons moving in the same direction. This electron flux constitutes a transient current called the Compton current that is the proximate source of all EMP fields. The volume through which Compton currents flow following a detonation is called the deposition or EMP source region.

The spatial and temporal characteristics of the EMP field are determined by the corresponding characteristics of the Compton current in much the same way that $h_{x}^{S}(0,0,0; t)$ was determined by $i(t)$ in the preceding section. Once the Compton current is known, the electromagnetic field can be computed from Maxwell's equations using the same techniques employed in section 5. However, in this case, the problem is greatly complicated by the fact that the Compton current itself is strongly affected by the fields it produces. That is, the problem is inherently nonlinear. This fact places the problem of computing Compton currents and EMP fields beyond the scope of this study.

Figure 17. Loop magnetic field at $0$ versus time.
With $I(j\omega)$ replacing $I$ in (5.39), we obtain the following expression for the dominant magnetic field component at $P(0,0,0)$ due to $i(t)$ on the loop

$$H_l^S(0,0,0) = H_\rho^S(0,0,0) = I(j\omega) G(0,0,0;j\omega),$$  

(8.17)

where

$$G(0,0,0;j\omega) = \exp(j\omega D/C) [r_1 + j\omega r_2 D/C_0]/4\pi,$$  

(8.18)

and $r_1$ and $r_2$ are functions of $D$ (the distance between the geometric center of the loop and the observation point), $a$ (the length of one side of the loop), and $h$ (the distance between the center of the loop and the ground plane). When

$$D = 18" \ , \ a = 10.6" \ , \ h = 3.5',$$  

(8.19)

we obtain

$$r_1 = .076 \text{ m}^{-1}, \ r_2 = .105 \text{ m}^{-1},$$  

(8.20)

from equation (5.39).

The inverse Laplace transform of equation (8.17) with $I(j\omega)$ given by (8.16) and $G(0,0,0;j\omega)$ given by (8.18) is the transient magnetic field $h_l^S(0,0,0;t)$ incident at $P(0,0,0)$ when the loop is driven by a current pulse in the form of equation (8.15). In this case, the inverse can be evaluated exactly using tabulated transforms. The result is

$$h_l^S(0,0,0;t) = r_1 i(t-D/C_0)/(4\pi) +$$

$$\left( r_2 D/4\pi C_0 \right) \left[ \frac{\partial i(t-D/C)}{\partial t} + A_0 (\alpha_1 - \alpha_2) \right],$$  

(8.21)

for $t > D/C$. Figure 17 is a plot of $h_l^S(0,0,0;t)$ using the parameters specified by (8.15), (8.19), and (8.20). In this figure, and in all subsequent figures, the time delay $D/C_0$ has been dropped so that $t = 0$ corresponds to the arrival of the field at
Figure 16. Loop current $i(t)$ versus time.
When the source is defined in terms of an incident magnetic field \( h^S_x(t) \) at \( P(0,0,0) \) on continuous and slotted enclosures as in (8.7) and (8.8), then the transmitted fields are

\[
h^3_x(0,0,-d;t) = L^{-1}[H^S_x(j\omega) T_1(-d;j\omega)], \tag{8.13}
\]

and

\[
h^3_x(0,0,-d;t) = L^{-1}[H^S_x(j\omega) T_2(-d;j\omega)]. \tag{8.14}
\]

In the following sections, we will evaluate \( I(j\omega) \) and \( H^S_x(j\omega) \) for a specified loop current \( i(t) \) and magnetic field \( h^S_x(t) \). We will then use \( I(j\omega) \) to obtain the frequency domain expressions in (8.3), (8.5), and (8.6). And, we will use \( H^S_x(j\omega) \) to obtain the corresponding expression in (8.7). Finally, we will evaluate the inverse Laplace transforms in (8.10)-(8.13) to obtain explicit time domain representations of the incident and transmitted fields from these transient fields.

### 8.2 A Small Loop Antenna Carrying a Current Pulse

If the square loop antenna shown in figure 10(a) is driven with the current pulse \( i(t) \) shown in figure 16, then \( i(t) \) can be represented analytically as follows

\[
i(t) = A_0[\exp(-\alpha_1 t) - \exp(-\alpha_2 t)], \tag{8.15}
\]

where

\[
A_0 = 1.14 \text{ A}, \quad \alpha_1 = 10^7 \text{ s}^{-1}, \quad \alpha_2 = 3.72 \times 10^8 \text{ s}^{-1},
\]

and \( I(j\omega) \) can be computed from (8.15) using a tabulated Laplace transform. The result is

\[
I(j\omega) = L[i(t)] = A_0\left[1/(\alpha_1 + j\omega) - 1/(\alpha_2 + j\omega)\right]. \tag{8.16}
\]

---

for the fields transmitted by continuous and slotted enclosures from this source. For the continuous enclosure, we obtain

\[ H_3(x,0,-d) = H_x^S(j\omega) T_1(-d;j\omega), \quad (8.7) \]

and for the slotted enclosure

\[ H_3(x,0,-d) = H_x^S(j\omega) T_2(-d;j\omega). \quad (8.8) \]

where \( T_1 \) and \( T_2 \) are again determined from (6.37) and (6.41) respectively.

Frequency domain expressions such as (8.3), (8.4), (8.5), (8.6), and (8.7) are sufficient for many problems involving transient sources; however, for others, there is no substitute for time domain representations of the incident and transmitted fields. These can be obtained by applying the inverse Laplace transform \( L^{-1}[ \ ] \) to the appropriate frequency domain expression where

\[ L^{-1}[F(j\omega)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(j\omega t) F(j\omega) \, d\omega. \quad (8.9) \]

Thus, from (8.3) we obtain the transient magnetic field incident at \( P(x,y,0) \) from a loop antenna carrying the current \( i(t) \)

\[ h_1^S(x,y,0;t) = L^{-1}[I(j\omega) G(x,y,0;j\omega)]. \quad (8.10) \]

From (8.5) we obtain the transient field transmitted to the interior of a continuous enclosure from this source

\[ h_3(x,y,-d;t) = L^{-1}[I(j\omega) G(x,y,0;j\omega) T_1(-d;j\omega)]. \quad (8.11) \]

And, from (8.6) we obtain the transient field transmitted to the interior of a slotted enclosure from the same source

\[ h_3(x,0,-d;t) = L^{-1}[I(j\omega) G(0,0,0;j\omega) T_2(-d;j\omega)]. \quad (8.12) \]
When these transforms are evaluated, $I(j\omega)$ and $H^S_X(j\omega)$ can be used with our previous results to give frequency domain expressions for the fields incident on and transmitted by an electromagnetic shield from a transient source. In the case where $i(t)$ is a current on a loop antenna such as the one described in section 5.2, we can obtain the magnetic field in the $x,y$ plane due to this transient source by substituting $I(j\omega)$ for $I$ in equation (5.39). This field can be used in turn in equation (6.37) to give expressions for the fields transmitted through the wall of a continuous enclosure. It can also be used in (6.41) to give the fields transmitted by a slotted enclosure. This process can be summarized as follows:

$$H^S_X(x,y,0) = I(j\omega) G(x,y,0;j\omega),$$  \hspace{1cm} (8.3)$$

where $G(x,y,0;j\omega)$ is determined from (5.39). And,

$$H^S_X(x,y,-d) = H^S_X(x,y,0) T_1(-d,j\omega),$$  \hspace{1cm} (8.4)$$

where $T_1(-d,j\omega)$ is determined by (6.37). Thus,

$$H^S_X(x,y,-d) = I(j\omega) G(x,y,0;j\omega) T_1(-d;j\omega),$$  \hspace{1cm} (8.5)$$

is the frequency domain expression for the fields transmitted by a continuous enclosure in terms of the transient source $I(j\omega)$. In the case of a slotted enclosure exposed to the same source, the transmitted field at $P'(0,0,-d)$ is

$$H^S_X(0,0,-d) = I(j\omega) G(0,0,0;j\omega) T_2(-d;j\omega),$$  \hspace{1cm} (8.6)$$

where $T_2(-d;j\omega)$ is determined by (6.41).

If $h_x^S(t)$ is the magnetic field incident on an enclosure at $P(0,0,0)$ from a remote, but otherwise unspecified transient source, $H^S_X(j\omega)$ can be substituted directly for $H^S_X(x,y,0)$ and $H^S_X(0,0,0)$ in equations (6.37) and (6.41) to give expressions
8. TRANSIENT ELECTROMAGNETIC SOURCES

8.1 Theory

In preceding sections, we developed a shielding theory directly applicable to electromagnetic sources with a harmonic time variation. However, many shielding problems originate from transient rather than harmonic sources. Transient sources can produce intense fields that change with time in a much more complicated way than the simple sinusoidal variation (exp(jωt)) of harmonic sources. In general, a transient source is a distribution of natural or man made currents, voltages, or fields that are zero prior to an instant of time $t_0$, increase in magnitude to one or more peak values for $t > t_0$, and approach a steady state value (usually zero) as $t \rightarrow \infty$. Lightning and EMP are two types of transient sources that produce electric and magnetic fields with complicated time histories. Examples of the latter will be described in section 8.3.

To compute the transmitted fields from a transient source using the results of sections 4, 5, and 6, it is necessary first to represent the transient source as an equivalent harmonic source. This transformation from the "time domain" to the "frequency domain" is accomplished by applying the Laplace transform

$$L[f(t)] = \int_0^\infty \exp(j\omega t) f(t) \, dt,$$

(8.1)

to the source function. Thus, if $i(t)$ and $h_x^S(t)$ are source functions describing a transient current and magnetic field component, the equivalent harmonic sources are

$$I(j\omega) = L[i(t)],$$

and

$$H_x^S(j\omega) = L[h_x^S(t)].$$
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(7.37), and (7.38) can be used in place of (7.33) to analytically adjust measured values of shielding effectiveness taken with one source to give an estimate of the shielding effectiveness that would have been measured with another source. In the case where the other source is an EMP field, this gives:

\[
\begin{align*}
\text{SE}_{\text{EMP}}^{\text{(estimated)}}(E) &= \text{SE}_{S_2}^E(E) + \delta(\text{EMP};S_2), \\
\text{SE}_{\text{EMP}}^{\text{(estimated)}}(H) &= \text{SE}_{S_2}^E(H).
\end{align*}
\]

(7.39) 
(7.40)

The reader can easily verify that (7.39) and (7.40) are equivalent to (7.34).
\[ SE_{\text{EMP}}^{(\text{estimated})} = SE_{S2}^e + \Delta(\text{SEMP:}S2) \]  \hspace{1cm} \text{(7.34)}

where

\[ \Delta(\text{SEMP:}S2) = 10\log\left(\frac{120\pi/|\eta S2|}{120/|\eta S1|} \right). \] \hspace{1cm} \text{(7.35)}

Equation (7.33) differs by a factor of 2 from the correction factor \( \delta \) given by (5.12) in Monroe\(^2\):

\[ \delta(S1;S2) = 2\Delta(S1;S2) = 20\log\left(\frac{|\eta S1/\eta S2|}{120/|\eta S1|} \right). \] \hspace{1cm} \text{(7.36)}

This difference is due to the fact that (7.36) is based on (2.16) which, as we have seen, is valid for plane sheets but not for enclosures except for the special case where the wave impedance of the source is equal to the wave impedance of the enclosure. Nevertheless, \( \delta \) also plays an important role in characterizing the shielding of enclosures. In fact, equations (7.16) and (7.18) show that \( \delta \) is equal to the difference in the shielding effectiveness of a continuous or slotted enclosure against electric fields from \( S_1 \) and \( S_1 \). That is,

\[ \delta(S1;S2) = SE_{S1}^t(E) - SE_{S2}^t(E). \] \hspace{1cm} \text{(7.37)}

But (7.16) and (7.18) also show

\[ SE_{S1}^t(H) = SE_{S1}^t(H). \] \hspace{1cm} \text{(7.38)}

That is, the shielding effectiveness of an enclosure against magnetic fields is the same for any two sources. Hence, (7.36),

and

\[ A_1 = 3.12 \times 10^{-4} \text{T} , \]
\[ \alpha_1 = 1.20 \times 10^6 \text{ s}^{-1} , \]  
(8.25)
\[ \alpha_2 = 5.10 \times 10^7 \text{ s}^{-1} , \]
\[ A_2 = 14.9 \times 10^{-4} \text{T} , \]
\[ \alpha_3 = 7.90 \times 10^4 \text{ s}^{-1} , \]  
(8.26)
\[ \alpha_4 = 2.50 \times 10^5 \text{ s}^{-1} . \]

Converting (8.23) to more convenient units (A/m) and reverting to our previous notation, we obtain

\[ h_\phi^s(t) = B_\phi(t)/\mu_0 . \]  
(8.27)

Transforming the latter gives the following frequency domain expression for the source region magnetic field

\[ H_\phi^s(j\omega) = H_\phi^c(j\omega) + H_\phi^r(j\omega) , \]  
(8.28)

where

\[ H_\phi^c(j\omega) = \left( A_1/\mu_0 \right) \left[ 1/(\alpha_1 + j\omega) - 1/(\alpha_2 + j\omega) \right] \text{ A/m} , \]  
(8.29)
\[ H_\phi^r(j\omega) = \left( A_2/\mu_0 \right) \left[ 1/(\alpha_3 + j\omega) - 1/(\alpha_4 + j\omega) \right] \text{ A/m} . \]

The reader can verify that the first term in (8.23) and (8.28) accounts for the first peak in figure 18(b) and the second term accounts for the second peak.
9. TRANSIENT MAGNETIC FIELDS INSIDE METALLIC ENCLOSURES FROM EXTERNAL ELECTROMAGNETIC SOURCES

In this section, we will calculate the magnetic fields transmitted to the interiors of metallic enclosures when an outside surface is exposed to magnetic fields from an external transient source. We will consider three combinations of enclosure and source: a slotted enclosure exposed to fields from a square loop antenna, a continuous enclosure exposed to the same source, and a continuous enclosure exposed to a SREMP field. For each combination, we obtain a frequency domain expression for the transmitted field at the point \( P'(0,0,-d) \) inside the enclosure using the results of sections 5, 6, and 8. We then evaluate the inverse Laplace Transform of this expression using an analytical approximation technique. This technique produces a closed form expression for the transient magnetic field as a function of time. Using this expression, we plot the field for a representative set of input parameters and interpret the result. In all cases, the source function is a sum of terms each of which has the form \( A \exp(-at) \) where \( A \) and \( a \) are real.

9.1 A Rectangular Parallelepiped With a Slot in One Face Exposed to Fields From a Square Loop Antenna

Figure 19 shows the arrangement that the calculations attempt to describe. A small square loop antenna is located with its geometric center \( C(0,0,D) \) at a height \( h \) above a ground plane and a distance \( D \) from the outside surface of a metallic enclosure. The perimeter of the loop is \( 4a \), and the inside dimensions of the enclosure are \( H, W, \) and \( L \). The thickness of the enclosure wall is \( d \). A narrow, air filled, rectangular slot with its length parallel to the ground plane penetrates the enclosure wall facing the antenna. The length and width of the slot are \( l \) and \( w \) respectively.
Figure 19. A rectangular parallelepiped with a horizontal slot exposed to fields from a square loop antenna carrying a transient current $i(t)$. 
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This arrangement is identical to the one shown in figure 13 except that the enclosure now rests on a ground plane and the generalized source is replaced by the loop antenna. The loop antenna is identical to the one described in figure 10(a) which was shown in section 5.3 to produce a magnetic field at 0 with a dominant component in the x direction. It was also shown in section 5.3 that the ground plane has little effect on the field at 0 if $a < D < h$.

If the loop antenna in figure 19 is driven by a transient current $i(t)$ in the form of equation (8.15), then the frequency domain representation of this current is given by (8.16), and the resulting magnetic field at 0 can be obtained from (8.17) and (8.18). With the aid of (8.16), (8.17), (8.18), (6.14), and (8.16), the frequency domain representation of the magnetic field transmitted through the slot at $P'(0,0,-d)$ can be written as follows

$$H_3^x(0,0,-d) = I(j\omega) G(0,0,0;j\omega) T_2(-d;j\omega),$$

(9.1)

where

$$I(j\omega) = A_0 \left[ 1/(\alpha_1 + j\omega) - 1/(\alpha_2 + j\omega) \right],$$

(9.2)

$$G(0,0,0;j\omega) = \exp(j\omega D/C_0) [r_1 + j\omega r_2 D/C_0]/4\pi,$$

(9.3)

$$T_2(-d;j\omega) = 4j\omega L_s \exp(-\mu_0 d/L_s)/(j\omega L_s + \eta 3),$$

(9.4)

and

$$\eta 3 = Z_{TE} \tanh(\gamma 3 L),$$

(9.5)

where

$$Z_{TE} = \frac{j\omega Z_0}{\omega_c \sqrt{1 + (j\omega/\omega_c)^2}}.$$  

(9.6)
\begin{align}
Y_3 &= k_c \sqrt{1 + (j \omega / \omega_c)^2}, \\
\text{and} \\
\omega_c &= 2\pi f_c, \quad f_c = C_0/2W, \quad k_c = \omega_c / C_0. \\
\text{Equation (9.1)} \text{ can be written in a somewhat more convenient form as the difference of two terms} \\
H_3(x,0,-d) &= H_1(j \omega) - H_2(j \omega), \\
\text{where} \\
H_1(j \omega) &= I_1(j \omega) G(0,0,0;j \omega) T_2(-d;j \omega), \\
H_2(j \omega) &= I_2(j \omega) G(0,0,0;j \omega) T_2(-d;j \omega), \\
\text{and} \\
I_1(j \omega) &= \lambda_0 / (\alpha_1 + j \omega), \\
I_2(j \omega) &= \lambda_0 / (\alpha_2 + j \omega). \\
\text{The transient magnetic field at } P'(0,0,-d) \text{ can then be obtained as the difference between two functions of } t \text{ by taking the inverse Laplace transform of (9.9)} \\
h_3(x,0,-d;t) &= L^{-1}[H_3(x,0,-d)] = h_1(t) - h_2(t), \\
\text{where} \\
h_1(t) &= L^{-1}[I_1(j \omega) G(0,0,0;j \omega) T_2(-d;j \omega)], \\
h_2(t) &= L^{-1}[I_2(j \omega) G(0,0,0;j \omega) T_2(-d;j \omega)]. \\
\text{Thus the problem of calculating the transmitted field reduces to the problem of evaluating } h_1(t) \text{ and } h_2(t). \text{ Moreover, any technique that yields } h_1(t) \text{ will also give } h_2(t) \text{ and vice versa,} \\
\end{align}
since (9.13) and (9.14) are formally identical.

To compute \( h_1(t) \) and \( h_2(t) \), we reduce the bracketed terms in (9.13) and (9.14) by suitable rearrangements and approximations to expressions for which the inverse Laplace transform can be obtained explicitly by elementary means using tabulated functions. Since the inverse transforms of \( I_1(j\omega) \), \( I_2(j\omega) \) and \( G(0,0,0; j\omega) \) are well known, this means that only \( T_2(-d; j\omega) \) must be modified. To this end, we rewrite \( T_2(-d; j\omega) \) as follows:

\[
T_2(-d; j\omega) = \frac{4 L_s \exp(-\mu_0 d/L_s)}{L_s + \frac{Z_0 \tanh(\gamma_3 L)}{\omega_c \sqrt{1 + (j\omega/\omega_c)^2}}}. \tag{9.15}
\]

Now, in most cases of interest

\[
L_s \ll \left| \frac{Z_0 \tanh(\gamma_3 L)}{\omega_c \sqrt{1 + (j\omega/\omega_c)^2}} \right|
\]

so that (9.15) reduces to

\[
T_2(-d; j\omega) = \frac{4L_s \exp(-\mu_0 d/L_s) \omega_c \sqrt{1 + (j\omega/\omega_c)^2}}{Z_0 \tanh(\gamma_3 L)} \tag{9.17}
\]

But

\[
\sqrt{1 + (j\omega/\omega_c)^2} \approx 1 + \frac{(j\omega/\omega_c)^2}{j\omega/\omega_c + k} \tag{9.18}
\]

where

\[
k = 1.25. \tag{9.19}
\]
And \( \coth(Y_3 L) = 1/tanh(Y_3 L) \) is a meromorphic function\(^{36} \) of \( j\omega \) with the following uniformly convergent partial fraction expansion

\[
\coth(Y_3 L) = f_0 + 2(j\omega)^2 \sum_{n=0}^{\infty} \frac{R_n}{j\omega_n \left[ (j\omega)^2 - (j\omega_n)^2 \right]}, \quad (9.20)
\]

where

\[
f_0 = \frac{\exp(k_c L) + \exp(-k_c L)}{\exp(k_c L) - \exp(-k_c L)}, \quad (9.21)
\]

\[
R_n = \left( \frac{C_0}{L} \right)^n \frac{n\pi C_0}{\left[ (n\pi C_0)^2 + (\omega_c L)^2 \right]^{1/2}}, \quad (9.22)
\]

\[
\omega_n = \left[ \left( n\pi C_0/L \right)^2 + \omega_c^2 \right]^{1/2}, \quad (9.23)
\]

Substituting (9.18) and (9.20) into (9.17), we obtain

\[
T_2(-d; j\omega) = \left[ \frac{4\omega_c L_s}{z_0} \right] \exp(-\nu_0 d/L_s) \left[ 1 + \frac{(j\omega/\omega_c)^2}{(j\omega/\omega_c + k)} \right] \times \sum_{n=1}^{\infty} \frac{R_n}{j\omega_n \left[ (j\omega)^2 - (j\omega_n)^2 \right]} \quad (9.24)
\]

Combining (9.24) with (9.3) and (9.11) gives

\[ I_1(j\omega) G(0,0,0;j\omega) T2(-d;j\omega) = \]

\[
A \exp(j\omega D/C_0) \left[ \frac{r_1 + j\omega r_2 D/C_0}{\alpha_1 + j\omega} \right] \left[ 1 + \frac{(j\omega/\omega_c)^2}{j\omega/\omega_c + k} \right]
\]

\[
\times \left[ f_0 + 2(j\omega)^2 \sum_{n=1}^{\infty} \frac{R_n}{j\omega_n \left[ (j\omega)^2 - (j\omega_n)^2 \right]} \right], \tag{9.25}
\]

where

\[ A = A_0 \omega_c L_s \exp(-\mu_0 d/L_s) / \pi Z_0. \tag{9.26} \]

Now the right side of equation (9.25) is a uniformly convergent series, and each term in this series is a function of \( j\omega \) whose inverse Laplace transform can be obtained explicitly by elementary means using tabulated functions. We can therefore substitute (9.25) into (9.13), and carry out a term by term\(^{32}\) inverse Laplace transformation to obtain \( h_1(t) \). The result after a lengthy calculation is

\[ h_1(t) = A \omega_c \left[ f_0 \left( L_1 \exp(-\alpha_1 t) + L_2 \exp(-k\omega_c t) - L_1 - L_2 \right) + \right. \]

\[ \left. \sum_{n=1}^{\infty} 2R_n f_n(t) \right], \tag{9.27} \]

where \( t = t' - \frac{D}{C_0} \) is the retarded time

\[
   f_n(t) = M_1 \cos(\omega_n t) + M_2 \sin(\omega_n t) + M_3 \exp(-\alpha_1 t) + M_4 \exp(-k\omega_c t) ,
\]

(9.28)

and

\[
   L_1 = \frac{\left( \beta - \eta \alpha_1 + \theta \alpha_1^2 - \zeta \alpha_1^3 \right)}{(k\omega_c - \alpha_1)} ,
\]

(9.29)

\[
   L_2 = -\frac{\left( \beta - \eta k\omega_c + \theta (k\omega_c)^2 - \zeta (k\omega_c)^3 \right)}{(k\omega_c - \alpha_1)} ,
\]

(9.30)

\[
   \beta = r_1 k ,
\]

\[
   \eta = \frac{r_1}{\omega_c} + r_2 kD/C_0 ,
\]

\[
   \theta = \frac{r_1}{\omega_c^2} + \frac{r_2 D}{C_0 \omega_c} ,
\]

\[
   \zeta = \frac{r_2 D}{C_0 \omega_c^2} ,
\]

\[
   M_1 = -M_3 - M_4 ,
\]

(9.31)

\[
   M_2 = \frac{L_1 \omega_n}{\alpha_1^2 + \omega_n^2} + \frac{L_2 \omega_n}{(k\omega_c)^2 + \omega_n^2} ,
\]
\[ M_3 = -\frac{L_1 \alpha_1}{(\alpha_1^2 + \omega_n^2)} , \]
\[ M_4 = -\frac{L_2 k\omega_c}{((k\omega_c)^2 + \omega_n^2)} , \]  
(9.32)
and all other quantities are as previously defined.

When \( \alpha_2 \) replaces \( \alpha_1 \) in (9.27)-(9.32), \( h_1(t) \) is transformed into an expression for \( h_2(t) \). This expression combined with \( h_1(t) \) in (9.12) then determines \( h_3(x,0,0,-d;t) \). Because of its great length, we will not write out \( h_3(x,0,0,-d;t) \) in detail here.

Figure 20 is a plot of \( h_3(x,0,0,-d;t) \) based on \( h_1(t) \) and \( h_2(t) \) as determined by (9.27)-(9.32) using a twenty term approximation for the infinite series for the case where the loop antenna in figure 19 is driven by the transient current shown in figure 16. In this case, the current is characterized by the following:

\[ A_0 = 1.14 \text{ A}, \quad \alpha_1 = 10^7 \text{s}^{-1}, \quad \alpha_2 = 3.72 \times 10^8 \text{s}^{-1} , \]
and the remaining input parameters are

\[ a = 10.6'' \quad D = 18'' \quad h = 3.5' \]

\[ r_1 = .076 \text{ m}^{-1} \quad r_2 = .105 \text{ m}^{-1} \quad \text{(from equation (5.39))} \]

\[ d = .25'' \quad L = W = H = 9' \]

\[ l = .5 \text{ m} \quad w = .063'' \]

\[ L_s = 3.2 \times 10^{-8} \text{ henrys} \quad \text{(equation (6.28))} \]
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Figure 20. Magnetic field inside a slotted enclosure exposed to transient fields from a square loop antenna.
The transmitted magnetic field depicted in fig. 20 exhibits a fair degree of complexity, but the source of this complexity can be related to the characteristics of the incident field and the enclosure. For example, the early history of the transmitted field is dominated by two peaks. The first has a rise time nearly equal to the rise time of $h_{x}^{s}(0,0,0;t)$ (See figure 17). The second peak (virtually a spike on the 1 ns time scale of the figure) is obviously related to the cutoff frequency of the enclosure $f_{c}$ since it takes off at $t = 18$ ns which is very close to $1/f_{c}$ in this case. Further inspection of figure 20 shows that both of these features are repeated at intervals of 18+ ns with gradually decaying amplitudes. Since 18 ns is also the approximate round trip travel time of a reflected pulse inside the enclosure, we can interpret figure 20 as a series of internally reflected pulses riding on top of a much slower pulse. In fact, $h_{x}^{3}(0,0,-d;t)$ can be written as the sum of two fields as follows:

$$h_{x}^{3}(0,0,-d;t) = h_{s}(t) + h_{p}(t),$$  \hspace{1cm} (9.33)

where $h_{s}(t)$ is derived from the term involving $f_{0}$ in equation (9.27) and $h_{p}(t)$ is derived from the series $\sum R_{n}f_{n}(t)$. Figure 21 is a plot of $h_{s}(t)$, and figure 22 is a plot of $h_{p}(t)$. Figure 21 indicates that the waveform of $h_{s}(t)$ is nearly identical to that of the loop current decaying smoothly to zero as $t \rightarrow \infty$. This is clearly a nonpropagating or "static" field. Since the enclosure acts like a high pass filter, the static field is composed primarily from those frequencies in the incident field that fall below the cutoff frequency $f_{c} = 54.6$ MHz. On the other hand, $h_{p}(t)$ is formed almost entirely from higher frequency fields reflected between the front and back walls of the enclosure. These are propagating fields formed from frequency compo-
Figure 21. Static field $h_s(t)$.

Figure 22. Propagating field $h_p(t)$.
nents of the incident field that are above $f_c$. Since losses in the enclosure walls are neglected in these calculations, $h_p(t)$ is undamped, and the enclosure will continue to "ring" with these fields after the static field has decayed.

The basic characteristics of $h_p(t)$ are pointed out in figure 23. Four complete repetitions of the initial pulse are shown in the figure. The exact shape of the pulse is not preserved, but certain general features are maintained from pulse to pulse. For example, the earliest part of each pulse is a nearly pure sinusoid $S_1, S_2, S_3, S_4,$ and $S_5$. The period of the sinusoid appears to change from pulse to pulse slowly becoming smaller at later times. After $18+\text{ ns}$, the sinusoid is interrupted by a "cutoff" spike (at $t = tc, 2tc, 3tc, 4tc, 5tc$). The phase difference between the cutoff spike and the sinusoid changes from pulse to pulse in a way that does not appear to be entirely due to the changing period of the latter, and, as a result, the spike appears on both the positive and negative half-cycles of the sinusoid - sometimes adding to and sometimes subtracting from the field. This variation may be periodic since the last spike shown at $t = 95\text{ ns}$ is virtually identical to the first at $t = 19\text{ ns}$. This would imply a 90 degree phase variation from pulse to pulse.

9.2 A Continuous, Rectangular Parallelepiped Exposed to Fields from a Square Loop Antenna

If the slotted enclosure in figure 19 is replaced by a continuous enclosure with the same shape and the loop antenna is again driven by a transient current in the form of equation (8.15), then the frequency domain expression for the magnetic field transmitted through the enclosure wall at $P'(0,0,-d)$ is
Figure 25. Magnetic field inside a continuous enclosure exposed to $h_x(t)$.

Figure 26. Magnetic field inside a continuous enclosure exposed to $h_x(t)$.
\[ a_2 = 5.10 \times 10^7 \, \text{s}^{-1}, \]
\[ h^r_0 = 1.18 \times 10^3 \, \text{Amps/m}, \]
\[ a_3 = 7.9 \times 10^4 \, \text{s}^{-1}, \]
\[ a_4 = 2.50 \times 10^3 \, \text{s}^{-1}. \]  

Since \( h^S_x(t) \) is equal to the sum of two transient fields with very different amplitudes and time scales, we will compute and plot \( h_3(x,0,0,-d;t) \) separately for \( h^C_x(t) \) and \( h^F_x(t) \). The total transmitted field corresponding to the SREMP field shown in figure 18(b) will then be equal to the sum of these fields. This separation of the transmitted field into components corresponding to \( h^C_x(t) \) and \( h^F_x(t) \) is more than a matter of convenience; it reflects the fact that these fields are generated by distinct physical processes in the source region. Thus, \( h^C_x(t) \) which accounts for the early peak in figure 18(b) is the magnetic field associated with the Compton current (vertical dipole in figure 18(a)), while \( h^F_x(t) \) which accounts for the much larger late peak is the product of current loops formed by electron flow outward in the air and return in the ground. In view of this, it is a matter of some interest to know the contribution of each of these sources to the fields reaching the interior of the enclosure.

Figure 25 is a plot of the transmitted field generated by \( h^C_x(t) \). Since the rise time of \( h^C_x(t) \) is much smaller than the characteristic diffusion time of the enclosure wall, (9.55) is satisfied, and the curve is computed directly from equation (9.56). Thus, the form of the curve is identical to figure 20 where the peak field occurs at \( t = 2T_C = 14.2 \) microseconds.

Figure 26 is a plot of the transmitted field produced by \( h^F_x(t) \).
(9.60) to compute the magnetic field transmitted to the interior of an enclosure when it is exposed to the SREMP field described in section 8.3. These calculations will be carried out for the same aluminum enclosure we considered in the preceding section where

\[ d = 0.032" \quad L = 138" \quad W = 81.5" \quad H = 77" \]

\[ \mu_2 = 12.6 \times 10^{-7} \text{ henrys/m} \quad \sigma_2 = 35 \times 10^6 \text{ mhos/m} \]

For convenience, we assume that the z axis of our coordinate system passes through the center of the EMP source region. With this arrangement, the \( \phi \) component of the SREMP field with respect to a burst centered spherical coordinate system transforms directly to the \( x \) component of the SREMP field in our enclosure centered system. The SREMP magnetic field ((8.23)-(8.27)) incident at \( O(0,0,0) \) on the enclosure can then be written as follows:

\[
h_S^S(t) = h_S(t) = \frac{B_\phi(t)}{\mu_0},
\]

\[
(9.61)
\]

\[
h_x^C(t) + h_x^r(t),
\]

where

\[
h_x^C(t) = h_0^C\{\exp(-a_1 t) - \exp(-a_2 t)\},
\]

\[
(9.62)
\]

\[
h_x^r(t) = h_0^r\{\exp(-a_3 t) - \exp(-a_4 t)\},
\]

and

\[
h_0^C = 2.48 \times 10^2 \text{ Amps/m},
\]

\[
\alpha_1 = 1.20 \times 10^6 \text{ s}^{-1},
\]

\[
(9.63)
\]
Laplace transform of $h^S_x(t)$ and $T_1(-d;j\omega)$ is given by (9.43). To determine the transmitted field $h^3_x(0,0,-d;t)$ explicitly in this case, it is necessary to evaluate the Laplace transform of $h^S_x(t)$ and the inverse Laplace transform of $H_x^S(j\omega)T_1(-d;j\omega)$. This is a task that may be difficult or impossible, depending on the functional form of $h^S_x(t)$. However, when $h^S_x(t)$ has the same form as the antenna current (8.15) used in Section 9.2,

$$h^S_x(t) = h_0[\exp(-\alpha_1 t) - \exp(-\alpha_2 t)] , \quad (9.58)$$

then the results of the preceding section can easily be modified to give the appropriate expression for $h^3_x(0,0,-d)$ without the need to evaluate any additional Laplace transforms. This can be done by applying the following transformation of parameters to equations (9.53) and (9.55)

$$h_o \longrightarrow A_0 ,$$

$$1 \longrightarrow (r_1 - r_2^2 D/C_0)/4\pi , \quad (9.59)$$

$$1 \longrightarrow (r_1^2 - r_2^2 D/C_0)/4\pi .$$

This transformation effectively replaces the incident magnetic field from the loop with the magnetic field of (9.58). The transmitted field is then given by (9.53) or (9.55) where $A$, $B_1$, and $B_2$ are redefined as follows

$$A = 4h_0 b/ \sqrt{\pi} , \quad (9.60)$$

$$B_1 = B_2 = 1 .$$

In this section, we will use (9.53) and (9.55) together with
It is clear from the figure that the character of the transmitted field in this case is much different than that of the field transmitted by the slotted enclosure even though the same transient source was used in both cases. Notable differences include:

1. A delay time of 1-2 microseconds with respect to the incident field (compared to 1 ns or less for the slotted enclosure).
2. A rise time to peak field of 14+ microseconds.
3. A very slow decay (proportional to $1/\sqrt{t}$).
4. No high frequency propagating fields.

The figure shows a purely diffusive field whose principal features are determined by the characteristic diffusion time of the enclosure $T_c$.

$$T_c = \tau/4 = \mu \sigma^2 d^2/4 .$$

(9.57)

For this enclosure, $T_c = 7.2$ microseconds which is much longer than the duration of the incident field and easily satisfies (9.55). This corresponds to a frequency of $1/T_c = 1.4 \times 10^5$ Hz which is below the cutoff frequency of the enclosure (72 MHz). After diffusing through the wall the field will continue to diffuse through the interior of the enclosure and then decay.

9.3. A Continuous Rectangular Parallelepiped Exposed to Magnetic Fields from a SREMP

When a transient source is defined directly in terms of a magnetic field $h_x^S(t)$ incident at a point $O(0,0,0)$ on a continuous enclosure rather than as a current on an antenna, the transmitted field at $P'(0,0,-d)$ is given by (8.13) as the inverse Laplace Transform of $H_x^S(j\omega)T1(-d; j\omega)$ where $H_x^S(j\omega)$ is the
Figure 24. Magnetic field inside a continuous enclosure exposed to transient fields from a square loop antenna.
\[
B_1 = (r_1 - r_2 \alpha_1 D/C_0) / \sqrt{\pi},
\]
\[
B_2 = (r_1 - r_2 \alpha_2 D/C_0) / \sqrt{\pi}.
\]

If the parameters defining the incident field are such that

\[
\frac{1}{\alpha_1} \ll \frac{\tau}{4}, \quad \frac{1}{\alpha_2},
\]

then the first term in (9.53) dominates, and the transient field reduces to

\[
h_3(x,0,0,-d;t) = A \left( \frac{B_1}{\alpha_1} - \frac{B_2}{\alpha_2} \right) \frac{\exp(-\frac{\tau}{4t})}{\sqrt{t}}.
\]

Figure 24 is a plot of \(h_3(x,0,0,-d;t)\) obtained from (9.56) for the case of a continuous aluminum enclosure exposed to the transient field generated by the loop current shown in figure 16 where

\[
A_0 = 1.14 \text{ A}, \quad \alpha_1 = 10^7 \text{ s}^{-1}, \quad \alpha_2 = 3.72 \times 10^6 \text{ s}^{-1}.
\]

The remaining input parameters are

\[
a = 10.6'' \quad , \quad D = 18'' \quad , \quad h = 3.5' \quad ,
\]
\[
r_1 = .076 \text{ m}^{-1}, \quad r_2 = .105 \text{ m}^{-1},
\]
\[
d = .032'' \quad , \quad L = 138'' \quad , \quad W = 81.5'' \quad , \quad H = 77'' ,
\]
\[
\mu_2 = 12.6 \times 10^{-7} \text{ henrys/m}, \quad \sigma_2 = 35 \times 10^6 \text{ mhos/m}.
\]
\[ h_1(t) = \frac{AB_1}{\alpha_1} \left[ \frac{\exp(-\tau/4t)}{\sqrt{t}} \right] \]

\[
\int_0^t \frac{\exp(-\tau/4g + \alpha_1(g-t))}{\sqrt{g}} \left( \frac{\tau}{4g^2} - \frac{1}{2g} \right) \, dg \right] . \quad (9.52)
\]

And, by replacing \( \alpha_1 \) and \( \alpha_2 \) in (9.52), we obtain an expression for \( h_2(t) \). Combining \( h_1(t) \) and \( h_2(t) \) according to (9.36) gives the transient magnetic field at \( P'(0,0,-d) \)

\[
h_3(x,0,0,-d;t) = A \left[ \left( \frac{B_1}{\alpha_1} - \frac{B_2}{\alpha_2} \right) \frac{\exp(-\tau/4t)}{\sqrt{t}} \right. \]

\[
\left. + \int_0^t \frac{B_1 \exp(-\tau/4g + \alpha_1(g-t))}{\alpha_1\sqrt{g}} \left( \frac{\tau}{4g^2} - \frac{1}{2g} \right) \, dg \right] + \left. \int_0^t \frac{B_2 \exp(-\tau/4g + \alpha_2(g-t))}{\alpha_2\sqrt{g}} \left( \frac{\tau}{4g^2} - \frac{1}{2g} \right) \, dg \right] , \quad (9.53)
\]

where

\[
A = A_0 b/\pi = \frac{A_0 \omega_c}{\pi z_0 \tanh(k_c L)} \sqrt{\frac{\mu_2}{\sigma_2}} ,
\]

\[
\tau = \mu_2 \sigma_2 \, a^2 , \quad (9.54)
\]
the inverse transform of each of the bracketed factors in (9.46) and express $h_1(t)$ as the convolution of these transforms. That is,

$$L^{-1}\left[\frac{r_1 + j\omega r_2 D/C_0}{\alpha_1 + j\omega}\right] = (r_1 - r_2 D\alpha_1/C_0)\exp(-\alpha_1 t') . \quad (9.48)$$

And from transform 809 of Campbell\textsuperscript{37}

$$L^{-1}\left[\frac{\exp(-\sqrt{j\omega t})}{b + \sqrt{j\omega}}\right] = \frac{b \exp(-\pi/4t')}{\sqrt{\pi t'}} + O(b^2) . \quad (9.49)$$

The reader can verify that $b$ is small so that terms $O(b^2)$ can be neglected in (9.49). With (9.48) and (9.49), $h_1(t)$ can be written

$$h_1(t) = AB_1 \exp(-\alpha_1 t) \int_0^t \frac{\exp(-\tau/4g + \alpha_1 g)}{\sqrt{g}} \, dg , \quad (9.50)$$

where $t = t' - D/C_0$ is the retarded time and

$$B_1 = (r_1 - r_2 \alpha_1 D/C_0)/\sqrt{\pi} . \quad (9.51)$$

Integrating (9.50) by parts, we obtain a somewhat more convenient expression for $h_1(t)$

---

Or

\[ T_1(-d;j\omega) = \frac{4b \exp(-\sqrt{j\omega})}{b + \sqrt{j\omega}}, \]  

(9.43)

where

\[ b = \frac{\omega_c}{Z_0 \tanh(k_{cL})} \sqrt{\frac{u^2}{\sigma^2}}, \]  

(9.44)

\[ \tau = \nu 2 \sigma^2 d^2. \]  

(9.45)

Combining (9.3) and (9.11) with (9.43) gives

\[ I_1(j\omega) G(0,0,0;j\omega) T_1(-d;j\omega) = \]

\[ A \exp(j\omega D/C_0) \left[ \frac{r_1 + j\omega r_2 D/C_0}{\alpha_1 + j\omega} \right] \left[ \frac{\exp(-\sqrt{j\omega \tau})}{b + \sqrt{j\omega}} \right], \]  

(9.46)

where

\[ A = A_0 b / \pi. \]  

(9.47)

Now the inverse Laplace transform of (9.46) can be evaluated exactly with the aid of transform 8.12 in Campbell. However, the exact transform is a complicated expression involving the error function, and we will not make use of it here. Instead, we will carry out an approximate evaluation that leads to a relatively simple expression for \( h_1(t) \). To do this, we obtain

where Re{ } is the real part of the argument. Hence

$$F_c = \frac{1}{(\pi \mu_2 \sigma_2 d^2)} .$$  \hspace{1cm} (9.40)

The significance of (9.40) is that one can generally ignore frequencies much larger than $F_c$ in a transient magnetic field incident on a continuous enclosure since these frequencies will be greatly attenuated by the time they reach the interior. Calculations based on (9.40) show that $F_c$ is surprisingly low for most practical enclosures. For example, if we consider an enclosure with aluminum ($\mu_2 = 12.6 \times 10^{-7}$ henrys/m, $\sigma_2 = 35 \times 10^6$ mhos/m) walls .032" ($d = 8.1 \times 10^{-6}$ m) thick, then $F_c = 1.1 \times 10^4$ Hz. In this case, frequencies greater than say $10F_c = 1.1 \times 10^5$ Hz stand very little chance of reaching $P'(0,0,-d)$ in sufficient strength to significantly affect the field at that point. Furthermore, since the cutoff frequency $f_c$ for most enclosures satisfies the following relation

$$10F_c << f_c ,$$  \hspace{1cm} (9.41)

it is clear that the field reaching $P'(0,0,-d)$ will be composed primarily of frequencies that are well below $f_c$.

The fact that $F_c$ and $f_c$ satisfy (9.41) for most enclosures of interest greatly simplifies the computation of $h_1(t)$ (and $h_2(t)$) because it means that terms involving $(j\omega/\omega_c)^2$ can be ignored in (9.39). This allows us to rewrite (9.39) as follows:

$$T_1(-d;j\omega) = \frac{4 \sqrt{2\mu/\sigma_2} \exp(-\sqrt{j\omega} \mu_2 \sigma_2 d)}{\sqrt{\mu_2 \sigma_2} + \frac{\sqrt{j\omega} z_0 \tanh(k_L)}{\omega_c} \omega_c} ,$$  \hspace{1cm} (9.42)
\[ T_1(-d;j\omega) = \frac{4\sqrt{j\omega u/\sigma^2} \exp(-\sqrt{j\omega u/\sigma^2} d)}{\sqrt{j\omega u/\sigma^2} + \frac{j\omega Z_0 \tanh(\gamma_3 L)}{\omega_c \sqrt{1 + (j\omega/\omega_c)^2}}} \] (9.39)

where

\[ \gamma_3 = k_c \sqrt{1 + (j\omega/\omega_c)^2} . \]

A comparison of (9.15) with (9.39) shows the fundamental difference between the fields transmitted by a slotted enclosure and those transmitted by a continuous enclosure. In (9.15), the exponential term is independent of frequency; whereas, in (9.39), the exponential term is a strong function of frequency through the factor \( \sqrt{j\omega} \). This means that the slot itself, as distinct from the enclosure, reduces all frequencies by the same amount and does not affect the waveshape of the transient magnetic field in the slot incident at \( P'(0,0,-d) \). On the other hand, the frequency dependent exponential in (9.39) means that in the case of a continuous enclosure some frequencies will be reduced much more than others and the waveshape of the transient magnetic field incident at \( P'(0,0,-d) \) is likely to be very different from the waveshape of the magnetic field incident at \( 0 \). Indeed, it is clear that frequency components above a certain critical frequency \( F_c \) will be drastically reduced by the exponential factor in (9.39). \( F_c \) can be defined as the frequency at which the magnitude of the field incident at \( P'(0,0,-d) \) is reduced by a factor of \( e^{-1} \) compared to the field at \( 0 \). This requires

\[ \text{Re}\left[ \sqrt{j2\pi F_c u/\sigma^2} d \right] = 1 , \]
\[ H_3(0, 0, -d) = I(j\omega) \ G(0, 0, 0; j\omega) \ T1(-d; j\omega) \]  
(equation (8.5)) where \( I(j\omega) \) and \( G(0, 0, 0; j\omega) \) are given by (9.2) and (9.3) respectively. \( T1(-d; j\omega) \) is determined from (6.37)

\[ T1(-d; j\omega) = 4\pi^2 \exp(-\gamma^2 d)/(n^2 + n^3) \]  
(9.35)

where \( n^2 \) and \( \gamma^2 \) are given by (6.2) and (6.3) and \( n^3 \) is again given by (9.5).

As in the preceding section, we can split \( H3(0, 0, -d) \) into two terms corresponding to the two terms comprising \( I(j\omega) \) and compute the inverse Laplace transform of each term separately. Thus the transient magnetic field at \( P'(0, 0, -d) \) can be represented as the difference of two functions

\[ h_3(0, 0, -d; t) = h_1(t) - h_2(t) \]  
(9.36)

where

\[ h_1(t) = L^{-1}[I_1(j\omega) \ G(0, 0, 0; j\omega) \ T1(-d; j\omega)] \]  
(9.37)

\[ h_2(t) = L^{-1}[I_2(j\omega) \ G(0, 0, 0; j\omega) \ T1(-d; j\omega)] \]  
(9.38)

As before, we compute \( h_1(t) \) and \( h_2(t) \) by reducing the bracketed terms in (9.37) and (9.38) to expressions for which the inverse Laplace transform can be obtained by elementary techniques. Since the inverse transforms of \( I_1(j\omega) \), \( I_2(j\omega) \), and \( G(0, 0, 0; j\omega) \) are known, this means that only \( T1(-d; j\omega) \) must be modified. To do this, we first write out \( T1(-d; j\omega) \) explicitly as follows using (6.2), (6.3), and (9.5)
Figure 23. Principal features of the propagating field.
In this case, the rise time of $h_{K}^{r}(t)$ is greater than $T_{c}$, and (9.55) is not satisfied. Here, the curve is computed with equation (9.53) using numerical integration to evaluate the second and third terms. The effect of these terms is to shift the peak to a much later time (45 microseconds) compared to figure 25.

A comparison of peak incident fields with peak transmitted fields indicates that this enclosure is much more effective in shielding against the Compton field than the return current field. Thus the peak Compton field incident on the enclosure is $3 \times 10^{-4} \Gamma = 230 \text{ A/m}$ which is about $\frac{1}{2}$ the peak field of the return current. However, the peak Compton field transmitted by the enclosure is only $17 \times 10^{-3} \text{ A/m}$ which is smaller than the peak return current field at the same point by a factor of $1/41$. Thus the enclosure appears to be more than 20 times more effective against Compton current fields than against return current fields. The reason for this is, of course, the fact that the Compton field is composed of relatively high frequencies, and these frequencies are much more effectively attenuated and reflected by the enclosure than the lower frequencies of the return current field.
10. SHIELDING EFFECTIVENESS OF METALLIC STRUCTURES AGAINST
TRANSIENT FIELDS

10.1 Definitions of Shielding Effectiveness in the Time
Domain

Time domain definitions of shielding effectiveness can
be written in the same form as the frequency domain definitions
given in section 7. Thus, if $e_{lp}(0,0,0; t)$ is the $p$ component
of the electric field from a transient source $s$ incident on
the outside surface of a structure and $e_{3p}(0,0,-d; t)$ is the cor-
responding transmitted field on the inside surface of the struc-
ture, then the theoretical time domain shielding effectiveness
of the structure with respect to this field is

$$\text{set}_s^t(e) = 20 \log \left| \frac{e_{lp}(0,0,0; t)}{e_{3p}(0,0,-d; t)} \right| .$$  \hspace{1cm} (10.1)

And, if $h_{1q}(0,0,0; t)$ is the $q$ component of the magnetic field
incident on the structure, then the theoretical time domain
shielding effectiveness against the magnetic field is

$$\text{set}_s^t(h) = 20 \log \left| \frac{h_{1q}(0,0,0; t)}{h_{3q}(0,0,-d; t)} \right| ,$$  \hspace{1cm} (10.2)

where $h_{3q}(0,0,-d; t)$ is the transmitted field. Similarly, the
theoretical time domain shielding effectiveness defined in terms
of the energy density of the $p$ and $q$ field components is

$$\text{set}_s^t(\text{ed}) = 20 \log \left| \frac{\text{ed}_p(0,0,0; t)}{\text{ed}_3(0,0,-d; t)} \right| ,$$  \hspace{1cm} (10.3)

where

$$\text{ed}_p(0,0,0; t) = e_{lp}(0,0,0; t) h_{1q}(0,0,0; t) ,$$  \hspace{1cm} (10.4)

$$\text{ed}_3(0,0,-d; t) = e_{3p}(0,0,-d; t) h_{3q}(0,0,-d; t) .$$
And corresponding experimental time domain definitions of shielding effectiveness can be written just as easily.

Unfortunately, these definitions have rarely, if ever, been used in practice. This is due to the inherent complexity of most transient fields compared to harmonic fields which makes the definitions difficult to apply. Consequently, there is no standard test method for making time domain shielding effectiveness measurements. The major difficulty in applying these definitions is the fact that the time scale of the transmitted field is usually very much larger than that of the incident field. This will occur when the characteristic diffusion time of a continuous enclosure is much greater than the duration of the incident field (Section 9.2). In this case, the incident field may well have decayed to zero before the transmitted field is detectable, and (10.1), (10.2), and (10.3) are meaningless if the incident and transmitted fields are computed or measured with respect to the same origin \( t = 0 \) and time scale. The same problem could occur with a slotted enclosure (Section 9.1) when most of the energy in the incident field is carried by frequencies greater than the cutoff frequency of the enclosure. In this case, the enclosure could continue to ring with propagating fields of various amplitudes and frequencies long after the incident field has decayed. To avoid these problems, it would be necessary to use different origins and time scales for the incident and transmitted fields. But there is no general method for doing this. Thus, these definitions are likely to be of limited value.

There remains a definite need for a figure of merit that can be applied directly to enclosures exposed to transient fields without the necessity of transforming these fields to the frequency domain; and to fill this need, modified definitions
of time domain shielding effectiveness can be formulated. Thus, reference 34 defines the shielding effectiveness as the ratio of the peak incident field to the peak of the transmitted field. In terms of the magnetic field, this definition is written:

\[ \text{se}_s^t(\max h) = 20 \log \left[ \frac{\max |h_1^S(0,0,0;t)|}{\max |h_3^S(0,0,-d;t)|} \right] \].

And, similar expressions can be written in terms of the electric field and the energy density. Here the problem of disparate time scales is avoided by basing the figure of merit on just one value of the incident field and one value of the transmitted field (or energy density). With (10.5), the shielding effectiveness is expressed very simply as a single number, rather than a function of time as in (10.1)-(10.4). However, the apparent simplicity of (10.5) compared to (10.1)-10.4) is somewhat misleading. To apply (10.5) in practice, it will usually be necessary to evaluate \( h_3^S(0,0,-d;t) \) over an extensive range of time since there is no other practical way to determine \( \max h_3^S(0,0,-d;t) \) in the general case. Similarly, it may be necessary to evaluate \( h_1^S(0,0,0;t) \) over an extensive period of time in order to determine \( \max h_1^S(0,0,0;t) \); although this is less likely to be a problem since \( h_1^S(0,0,0;t) \) is usually defined by the investigator. In any case, the effort required to apply (10.5) in the general case will be approximately the same as that required by (10.1)-(10.4). A modified definition that combines features of (10.2) and (10.5) can be written as follows:

\[ \text{se}_s^t(h) = \min \text{se}(h(t)) \text{ for } 0 < t \leq T, \quad (10.6) \]

where $0 < t \leq T$ is the time range of interest and
\begin{equation}
se(h(t)) = 20 \log \left| \frac{h^s_\text{q}(0,0,0;t_m)}{h^3_\text{q}(0,0,-d;t)} \right|, \quad (10.7)
\end{equation}

where $t_m \leq T$ is the time at which $h_\text{q}^s(0,0,0;t)$ reaches its peak. To apply (10.6), we determine $h_\text{q}^s(0,0,0;t_m)$ and evaluate $se(h(t))$ using (10.7) at a uniformly spaced set of points over the interval $0 < t \leq T$. The shielding effectiveness is then given according to (10.6) as the minimum value of $se(h(t))$ over this set of points. One advantage of this procedure is that it can be carried out very easily on a computer. This will be shown by an example in the following section. The reader will be able to write corresponding definitions of shielding effectiveness in terms of the electric field and the energy density. In general, it will be found that in the time domain, as in the frequency domain, $se^t_s(h) \neq se^t_s(e) \neq se^t_s(\text{ed})$.

With appropriate modifications, (10.6) can be transformed into an experimental definition of shielding effectiveness analogous to (7.3) and (7.4). Thus,
\begin{equation}
se^e_s(h) = \min_{0 < t \leq T} se(h(t)), \quad (10.7)
\end{equation}

where
\begin{equation}
se(h(t)) = 20 \log \left| \frac{h^s_\text{q}(0,0,-d-D;t_m)}{h^3_\text{q}(0,0,-d-D;t)} \right|. \quad (10.8)
\end{equation}

This definition could form the basis of a standardized time domain method of measuring shielding effectiveness analogous to the frequency domain methods described in MIL-STD-285\textsuperscript{1}

and IEEE 299. Such a method must be developed in order to carry out experimental shielding studies in the time domain.

10.2 Examples

To illustrate some of the points made in the preceding section, we have computed $se_t(h)$ using the results of sections 8 and 9 for a transient source consisting of a small loop antenna driven by a double exponential current pulse. We first computed $se_t(h)$ with definition (10.2) where $h_{1x}^{S}(0,0,0;t)$ was obtained from equation (8.21) for the case shown in figure 17 and $h_{3x}^{S}(0,0,0,-d;t)$ was obtained from equation (9.27) for the field transmitted by a slotted enclosure (figure 19). The result is plotted in figure 27. We then computed $se(h(t))$ with (10.7) using $h_{1x}^{S}(0,0,0;tm) = 6.2 \times 10^{-3} \text{(Amps/m)}$ obtained from figure 17 and $h_{3x}^{S}(0,0,0,-d;t)$ obtained from equation (9.56) for the field transmitted by a continuous enclosure (figure 24). This result is plotted in figure 28 where

$$se_t(h) = \min se(h(t)) \quad \text{(definition (10.6))}$$

is indicated by the arrow at $t = 16$ microseconds.

Figure 27 shows one of the problems associated with (10.2) as a definition of shielding effectiveness. Here the time scale of $h_{1x}^{S}(0,0,0;t)$ is compatible with that of $h_{3x}^{S}(0,0,0,-d;t)$ since the transmitted field encounters very little time delay in penetrating the slot. Consequently, $se_t(h)$ appears well defined for

Figure 27. Time domain shielding effectiveness slotted enclosure using definition (10.2).

Figure 28. Time domain shielding effectiveness of a continuous enclosure using definition (10.6).
all $t$. However, instead of remaining within a narrow range of values, $s_{s}^{t}(h)$ undergoes larger and larger excursions as time goes on. Thus, it could be difficult to set reasonable limits on $s_{s}^{t}(h)$ based on this definition.

When $h_{x}^{s}(0,0,0;t)$ is incident on the continuous enclosure in this example, the time scale of $h_{x}^{3}(0,0,-d;t)$ is measured in microseconds (compared to nanoseconds for $h_{x}^{s}(0,0,0;t)$, and (10.2) breaks down entirely. In this case, the modified definition (10.6) gives a reasonable estimate of shielding effectiveness as shown in figure 28 even though a direct comparison of $h_{x}^{s}(0,0,0;t)$ and $h_{x}^{3}(0,0,0-d;t)$ on a point by point basis is meaningless.
11. TEST METHODS FOR MEASURING THE SHIELDING EFFECTIVENESS OF TACTICAL ELECTRONICS SHELTERS AGAINST EMP FIELDS

In the final sections of reference 9, Axford et al. review test methods now available or under development for measuring the hardness of small tactical electronics shelters against EMP fields. From this review, they draw the following conclusion: "it is unlikely that any radically new, low-cost methods for performing simple [time domain] EMP tests on shielded structures will be developed without major effort" and, therefore, CW (frequency domain) testing will continue to be "the basic low-cost approach for assuring continuing EMP hardness of small [electronics] shelters." Having concluded that "CW testing will remain as a compromise method of testing EMP hardness", they go on to recommend test methods based on a modified version of IEEE 29931 which they claim are "generally preferable to those given in MIL-STD-285."

In this section, we wish to point out that, contrary to the statements quoted above, there is a sound basis for believing that new, low-cost methods for performing time domain EMP tests on shielded structures can be developed without a major effort and that CW testing of small electronics shelters may very well be supplanted by these methods in the future. We also wish to point out that, as far as CW testing for EMP hardness is

concerned, there are no convincing reasons for preferring IEEE 299 to MIL-STD-285.¹


Considering the latter point first, we note that Axford et al. provide no evidence in reference 9 to support their recommendation. Instead, they repeat the recommendation of an earlier study that compared general EMI test methods (IEEE 299, MIL-STD-285, and NSA-65-6) and made only passing reference to the EMP problem. Thus, it is clear that the decision of Axford et al. to recommend IEEE 299 over MIL-STD-285 for EMP testing was not made as a result of comparing these standards in the context of the EMP problem, but was a result of their belief based on Reference 38 that IEEE 299 is "generally preferable" to MIL-STD-285 as an EMI test method. However, a test method that is generally preferable as far as EMI is concerned may not be preferable as an EMP test method, and, therefore, even if one were to accept the recommendation of reference 38, that alone would not establish IEEE 299 as the superior standard for EMP purposes.

In fact, a careful reading of McCormack shows that it does not make a convincing case for the superiority of IEEE 299 to

either MIL-STD-285 or NSA-65-6 as a general EMI test method. According to the author, "the study involved literature research, comparison of existing test specifications, laboratory testing, and summary of past experience. The laboratory testing compared equipment types and testing techniques and examined error possibilities resulting from commonly encountered inaccuracies in equipment set-up." This statement might lead one to expect that the report contains an account of direct experimental comparisons of the three standards and a presentation of experimental data demonstrating the superiority of IEEE 299 over the other two. However, no such experiments are described and no such data are presented in this report. When IEEE 299 is announced as the winner of this competition, the result has the appearance of an arbitrary decision based not on evidence presented in the report but on undocumented references to "previous CERL test experience and engineering judgment."

The report does give data on several interesting and useful experimental comparisons. For example, a comparison between measurements made with electrostatically shielded loops and measurements made with unshielded loops shows that shielded loops are generally preferable to unshielded loops. However, none of the three standards specifies the use of shielded loops so this comparison has no bearing on the choice of a standard. Other data show the errors that result when antennas are misaligned, spaced inaccurately, or subject to interference from nearby structures. But this data also has no bearing on the choice of a standard since all standards assume that antennas are aligned and spaced accurately and are not subject to interference.

Of all the experimental data presented in this report, there is only one set that could reasonably be expected to affect the choice of an EMI standard. This is the data that compares coaxial loop alignment to coplanar loop alignment in small
loop shielding tests. Here, the data show that shielding effectiveness measurements made with transmitting and receiving loops in the coplanar alignment are subject to greater variation due to geometric factors than are measurements made with loops in the coaxial alignment. The reason for this can be seen with the aid of figures 29(a) and 29(b) where 29(a) shows a schematic representation of the electric (----) and magnetic (-----) field lines on the surface of a plane shield (x,y plane) due to a loop antenna lying in a plane perpendicular to that surface (coplanar arrangement) and 29(b) shows the corresponding electric and magnetic field lines due to a loop antenna lying in a plane parallel to the plane of the shield (coaxial arrangement). In figure 29(a), it is clear that a flaw in the form of a slot or open seam S1 oriented with its length along the x axis will intercept many more electric field lines and therefore will transmit a much larger field through the shield than an identical flaw S2 oriented along the y axis. With this arrangement, the measured effectiveness of the shield with only S1 present would be much less than the measured effectiveness of the shield with only S2 present in spite of the fact that the flaws are identical. In this case, S1 could be easily detected, but S2 might go undetected. To avoid this possibility, it is necessary to rotate the plane of the loop 90 degrees about the z axis (perpendicular to the x,y plane) and carry out a second set of measurements. This rotation of the loop interchanges the positions of the electric and magnetic field lines shown in figure 29(a) and causes S2 to intercept the greater number of electric field lines insuring a maximum response and easier detection. On the other hand, figure 29(b) shows that the circular character of the electric field lines about the center of the loop insures that the same two flaws S1 and S2 will intercept equal numbers of electric field lines and will have an equal chance of detection with just
Figure 29. Electric (----) and magnetic (——) field lines in the x,y plane from coplanar (a) and coaxial (b) loops.
one measurement. Therefore, according to the author: "Use of the coaxial orientation eliminates any need to vary the antenna orientation relative to the geometry of shield defects." He goes on to conclude that "the coaxial method is most desirable for general shelter testing...."

Now in view of this conclusion, one might reasonably have expected the author to be favorably disposed toward NSA-65-6 since it alone of the three standards specifies the coaxial arrangement. But this is not the case, and the reader can only guess why NSA-65-6 was not recommended. The author gives no reason why he prefers IEEE 299 to NSA-65-6 when according to his own words he has very good reasons for preferring NSA-65-6 to IEEE 299. He then compounds the confusion by recommending that IEEE 299 be modified by adopting coaxial loops as the preferred arrangement with coplanar relegated to optional use "if conditions warrant and operators are aware of the limitations." He claims that this is a minor modification, but it is very doubtful that the authors of IEEE 299 would agree. Both IEEE 299 and MIL-STD-285 specify the coplanar loop arrangement for the very good reason that it will usually give a lower value of shielding effectiveness than the coaxial arrangement provided two measurements are made with the loop rotated through 90 degrees as we have described. The pay-off for taking the trouble to make two measurements at each location is that it enables one to determine the lowest value of shielding effectiveness for a given structure. It is this value that is of greatest interest in EMI applications since it is a fundamental measure of the quality of the shield. The superiority of the coplanar arrange-

---

First priority must be given to extending and refining our calculations so that a fair experimental test in both the frequency and time domains can be carried out. At present, there is only a single set of measurements available for comparison, and, while there is reasonable agreement between these measurements and the theoretical predictions (figure 15), there are enough potentially significant differences between the theoretical model and the experimental set-up to suggest the possibility that the observed agreement is fortuitous. To minimize this possibility in future comparisons between theory and experiment, it is necessary to extend the theory to allow field calculations at points away from the wall of an enclosure and throughout the entire enclosed volume. In its present form, the theory gives only the fields on the inside surface of the wall; whereas, most measurements must be made at points that are a significant distance from the wall. By computing interior fields at points where measurements are made, the inherent discrepancy between the theoretical and experimental definitions of shielding effectiveness (sections 7.1 and 10.1) can be eliminated and a more accurate assessment of the theory can be made. This extension should include the effect of wall losses on internal fields, and it should, if possible, be supported by a more accurate calculation of the internal wave impedance. As previously noted, wall losses play an important role in problems involving transient sources by determining the damping rate of the propagating component of the transmitted field—a factor that should be relatively easy to measure. The internal wave impedance is, of course, crucial to determining the fields at all points inside an enclosure. A more accurate determination of this quantity will improve the accuracy of the field calculations by including contributions from higher order waveguide modes than the single $\text{TE}_{10}$ mode we have used here.
Since most practical electromagnetic shields do contain small openings of the type that approximate the small rectangular slots we have considered in this report, the preceding implies that these openings will be the primary path by which an external field reaches the shielded volume. That is, in practice, the fields that pass through openings in the wall of the field will dominate the field that diffuses through the continuous portions of the wall. Therefore, we should expect to see both low frequency static fields and high frequency propagating fields inside an actual enclosure when it is exposed to an external transient field. However, the ratio of the former to the latter may differ radically from the example of the slotted enclosure considered here due to variations in the frequency content of the source field and the cutoff frequency of the enclosure.

To reduce the magnitude of the "slot" fields below that of the diffusion field in a practical enclosure requires very careful construction. A single small opening that may be extremely difficult to detect can transmit a field of sufficient strength to completely dominate the diffusion field. Thus, it is not surprising that high frequency propagating fields can be observed even in high quality shielded enclosures when these are exposed to transient sources such as EMP. In fact, it is doubtful that a purely diffusive field from an EMP source could ever be observed inside an enclosure formed from bolted sections of sheet metal.

The results we have just summarized represent the beginning of a new approach to the study of electromagnetic shielding, but there is still much to be done before the theory can be described as fully developed. In our final paragraphs, we will attempt to point out those areas where further development is most needed.
of the SREMP source where we showed that the low frequency component of the incident field associated with the return current in the EMP source region is at least 20 times more effective in penetrating the enclosure wall than the high frequency component associated with the radial Compton current.

Several time domain definitions of shielding effectiveness were investigated in an effort to obtain a figure of merit that can be applied directly when an electromagnetic shield is exposed to a transient field without the necessity of transforming the latter to an equivalent harmonic source. Although none of these are entirely satisfactory in all respects, two were used to compute the shielding effectiveness of a continuous and slotted enclosure against the magnetic field from a square loop antenna driven by the transient current described earlier. The two enclosures are virtually identical except for the greater wall thickness of the slotted enclosure (.25" versus .036") and its rectangular .5 m by .0001 m slot in one wall. If the walls are composed of aluminum, the time domain shielding effectiveness of the continuous enclosure against the transient loop source is computed to be 95 dB; the corresponding figure of merit for the slotted enclosure is approximately 20 dB which is close to the frequency domain shielding effectiveness that is computed for the same enclosure when it is exposed to a harmonically driven magnetic dipole. The 75 dB difference in shielding effectiveness shown by these two enclosures demonstrates the severe effect that a small opening can have on the quality of an electromagnetic shield. On the basis of this example, we can expect that the shielding effectiveness of the continuous enclosure will be reduced from 95 dB to 20 dB when a .5 m slot is cut in one wall. And it can be shown that much smaller slots - even those less than 1 cm in length - will reduce the shielding effectiveness of the enclosure by smaller but still significant amounts.
is, of course, a nonphysical result. A more accurate approximation in which the effect of wall losses on fields inside the enclosure are taken into account would show that the propagating fields are damped and do approach zero as $t \rightarrow \infty$. However, these losses are likely to be small in most enclosures of interest, and therefore are not expected to play an important role until relatively late times.

In the case of the continuous parallelepiped, we find that the transient field inside the enclosure is quite different than the field inside the slotted enclosure even when both are exposed to the same source. The peak field inside the continuous enclosure is many orders of magnitude smaller than the field inside the slotted enclosure, and the rise time of the field is many orders of magnitude slower. Thus, the field is simultaneously reduced in magnitude and stretched in time compared to the field in the slotted enclosure. This is due to the fact that the continuous enclosure eliminates the high frequency components in the source field that account for the large early peak seen in the slotted enclosure. The field that penetrates the wall is purely diffusive field consisting of frequency components that for the most part fall below the cutoff frequency of the enclosure. Consequently, there is no propagating field inside a continuous enclosure.

Since low frequencies penetrate the continuous enclosure more effectively than higher frequencies, the magnitude of the transmitted field depends most importantly on the low frequency content of the incident field. If two transient fields with equal peak values are incident on the same continuous enclosure, the field with more energy at lower frequencies will produce the largest field inside the enclosure. The importance of low frequencies for continuous enclosures was demonstrated in the case
raised in section 1 by showing how and why Schelkunoff's equation can be adapted to practical enclosures. The generalized Schelkunoff equation led to a correction factor that can be used to relate the shielding effectiveness of a structure as seen by one source to the shielding effectiveness of the same structure as seen by another source. This factor is a generalization of the correction factor given in Monroe\(^2\).

The theory was extended from harmonic sources to transient sources for several cases of interest. These consist of a rectangular parallelepiped with a slot in one wall exposed to fields from a square loop antenna driven by a transient current, a continuous rectangular parallelepiped exposed to the same source, and a continuous parallelepiped exposed to SREMP fields. In each case, the time variation of the source is represented as a sum of decaying exponentials, and the field transmitted to the interior of the enclosure is evaluated explicitly using analytic approximations. For the slotted enclosure, the transmitted field is found to consist of the sum of two distinct fields: a nonpropagating, or static, field formed from those frequency components of the source field that fall below the cutoff frequency of the enclosure and a propagating field formed from frequency components above the cutoff frequency of the enclosure. The static field is virtually identical in form to the loop current which decays smoothly to zero as \( t \rightarrow \infty \). In contrast, the propagating field has a rather complicated waveform that can be interpreted in terms of a series of pulses reflected between the front and back walls of the enclosure. In the approximation used here, the propagating field is undamped and, unlike the static field, does not decay with time. This

electric and magnetic dipoles by using the wave impedance of the dipole field to approximate the wave impedance of the transmitted field. And in a similar way, we obtained the fields transmitted to the interior of a rectangular parallelepiped from a small loop antenna by approximating the wave impedance of the transmitted field with that of the \( \text{TE}_{10} \) waveguide mode. These calculations were carried out for both continuous shields and for shields with a single narrow slot. We used our results to construct expressions for the shielding effectiveness of these structures. We found that the shielding properties of the infinite plane sheet could be characterized by a single expression identical in form to Schelkunoff's equation. However, we also found that the shielding properties of the rectangular parallelepiped are characterized by two quite distinct expressions: one representing the shielding of the electric field and one representing the shielding of the magnetic field. This result implies that the shielding effectiveness of an enclosure unlike that of a plane sheet cannot be accurately determined using electric or magnetic field measurements alone in the manner prescribed by MIL-STD-285 and IEEE 299. The reason for the difference between the shielding properties of sheets and enclosures was traced to the fact that in the case of the sheet the wave impedance of the incident field is approximately equal to the wave impedance of the transmitted field; whereas, in the case of the enclosure, the wave impedance of the incident field is, in general, quite different than the wave impedance of the transmitted field. This fact can be properly accounted for by defining the shielding effectiveness in terms of the ratio of the power density of the incident field to the power density of the transmitted field. Using this definition, we obtained generalized forms of Schelkunoff's equation that are valid for continuous and slotted sheets and enclosures. These relations answered the second question.
12. CONCLUSIONS AND RECOMMENDATIONS

In this report, we have presented a theory of electromagnetic shielding based on a new application of impedance boundary conditions. By applying these conditions to an internal boundary value problem (rather than the customary external reflection and scattering problems), we were able to obtain explicit expressions for the fields transmitted through the wall of a generalized electromagnetic shield from an arbitrary harmonic source. The transmitted fields at a point on the inside surface of the wall are written in terms of the wave impedance of the fields at that point and the tangential components of the magnetic field incident on the outside surface of the wall. Thus, the theory can be applied to a particular combination of source and shield by specifying the source magnetic field incident on the outside of the shield and the wave impedance on the inside of the shield.

As a first step toward applying the theory to practical sources and shields, we obtained expressions for the magnetic fields from elementary electric and magnetic dipoles and from a small, rectangular loop antenna. These expressions answered one of the questions raised in section 1 by showing that the magnetic field of the magnetic dipole is a good approximation to the corresponding field of the loop antenna at distances from the center of the loop that are not significantly larger than the dimensions of the loop, provided the source frequency is less than $10^7$ Hz. They also showed that a square loop antenna 10.6 inches on a side located with its center 36 inches from a plane surface is capable of generating a virtually uniform magnetic field over a 7'x7' area of that surface. With these expressions, we obtained the fields transmitted through an electromagnetic shield in the form of an infinite plane sheet from
posed to the simulated effects of five simultaneous EMP events - surely a worst case.
source. Inevitably, as shown in figure 30(b), there will be a phase difference between the field at O(0,0,0) and the field at another point such as P(0,H/2,0) that would not occur if the incident field were a plane wave. In the time domain, this means that the incident field at P(0,H/2,0) will be delayed with respect to the field at O(0,0,0) by the time it takes the field to travel the distance from Q to P at the speed of light. The distance d(Q,P) is the additional distance the field must travel to reach P from the phase center C compared to the distance D that the field at O must travel from C. In this case, \( d(Q,P) = \sqrt{H^2/4 + D^2} - D \) and for the example considered where \( H = 7" \) and \( D = 36" \), \( d(Q,P) \) is .5 meters. Since a field traveling at the speed of light requires 1.6 ns to travel .5 meters this means that the field at P will be delayed by 1.6 ns with respect to the field at O. As far as the fields reaching the interior of the enclosure are concerned this would be a negligible difference in most cases; however, if one wished for any reason to reduce the time delay, this could always be done by moving the antenna farther away from the surface or by using additional antennas.

The versatility of the loop antenna will allow its use as an EMP simulator in ways that would be difficult to duplicate with other simulators. For example, the plane of polarization of the incident field is determined by the plane of the loop which is easy to adjust. Thus, by rotating the loop shown in figure 30(b) 90 degrees about the z axis, a horizontally polarized EMP field can be simulated. And by rotating the loop about an axis perpendicular to the y, z plane through C, various angles of incidence could be reproduced. With an array of small, strategically located loop antennas, many novel EMP simulations could be carried out easily at relatively low cost. One such arrangement would consist of one or two loops mounted on all five exposed surfaces of the enclosure and driven simultaneously by a common source. In this way, an electronics shelter could be ex-
(a) A plane wave EMP field incident normally on the surface of an electronics shelter.

(b) Magnetic field from a small loop antenna incident on the surface of an electronic shelter.

Figure 30. Simulation of an EMP field by a small loop antenna.
tic field on any one surface of the enclosure. For example, an EMP field propagating in the \(-z\) direction as shown in figure 30 (a) can be approximated as a vertically polarized plane wave with a single electric field component \(e_y^{EMP}(t)\) and a single magnetic field component \(h_x^{EMP}(t)\) indicated by the symbol \(\otimes\). In this case, the tangential component of the incident magnetic field is equal to \(h_x^{EMP}(t)\) which is uniform over the exposed surface of the enclosure. To simulate the EMP field it is necessary to reproduce \(h_x^{EMP}(t)\) at the surface of the enclosure.

The calculations we have carried out in preceding sections indicate that this should not be a difficult task. In section 5.3, we showed that a small square loop antenna 10.8 inches on a side with its geometric center located at a distance of 36 inches from the geometric center of a square surface 7 feet on a side (approximately the dimensions of one of the smaller surfaces of the HATS shelter) would generate a nearly uniform magnetic field over the entire 49 ft\(^2\) surface and that the dominant component of this magnetic field is the \(x\) component for all significant EMP frequencies (0-100MHz) when the loop lies in the \(y,z\) plane as represented in figure 30(b). Furthermore, it was shown in section 8.2 that a correctly designed current pulse on the loop can produce an incident magnetic field \(h_x^i(t)\) at 0 that matches the wave form of a high altitude EMP. Clearly then, a square loop antenna used in this way would qualify as an EMP simulator for purposes of determining the time domain shielding effectiveness of an enclosure against a plane wave EMP field incident normally on one surface of an enclosure. One would need to measure \(h_x^i(t)\) at 0 and the transmitted field \(h_x^t(t)\) at a designated point or points inside the enclosure and determine the time domain shielding effectiveness of the enclosure using one of the definitions given in section 10.

Of course, it will not be possible to precisely duplicate a plane wave field over the entire surface with a single localized
Not every source and enclosure are such that the fields satisfy an impedance boundary condition on the surface of the enclosure. However, as we have seen, EMP fields will satisfy these conditions on most shielded enclosures (SE>10dB). It follows that an EMP field can be simulated for purposes of shielding effectiveness measurements by any other field that produces the same, or approximately the same, tangential magnetic field on the surface of the enclosure. Thus, the problem of EMP simulation for shielded enclosures reduces to the problem of simulating the tangential magnetic field components of the EMP by another source.

As a practical matter, could such a simulation be carried out? In the case of a general electromagnetic field where two magnetic field components vary both in amplitude and phase at every point on the surface of the enclosure, this would appear to be undertaking only slightly less formidable than a full scale simulation of the entire field. However, in the case of an EMP field incident on an electronics shelter, there are mitigating factors that can simplify this problem. First, the characteristic dimensions of the surfaces of the shelter which can be approximated by flat rectangular planes are likely to be small compared to the scale size of the incident EMP field. When this is the case, the tangential components of the magnetic field will be uniform over any surface of the enclosure. That is, the tangential components will be constant on a given surface of the enclosure except possibly for a phase factor that depends only on the angle between the normal to the surface and a line through the phase center of the source. A second mitigating circumstance is the fact that an EMP field can usually be approximated by a linearly polarized plane wave at the shelter location. Therefore, with an appropriate choice of coordinate systems, we need only deal with a single component of the magne-
believe that IEEE 299 is superior in this regard. The answer is that there is no such reason. Does this mean that MIL-STD-285 is clearly superior to IEEE 299? It does not. In fact, as applied to EMP problems, the two standards in the hands of competent operators would give nearly the same results. The reason for this is that the only part of either standard that is germane to EMP hardness is the small loop test; and, as we have seen in section 7.4, the small loop tests described by these two standards are virtually identical.

11.2 Direct Time Domain Measurements

The information developed in this report suggests that low-cost, time domain methods for measuring the hardness of small tactical electronics shelters to EMP fields could be developed without "major" effort using the small loop test of MIL-STD-285 and IEEE 299 as a model. A theoretical basis for this suggestion is contained in sections 4, 5, 8, 9, and 10. In section 4 it was shown that electric and magnetic fields in the interior of an enclosure generated by an arbitrary electromagnetic source located outside of the enclosure can be written in terms of the tangential components of the magnetic field incident on the outside of the enclosure, provided the electric and magnetic fields satisfy impedance boundary conditions on the outside of the enclosure. In other words, impedance boundary conditions insure that internal electric and magnetic fields are determined solely by tangential components of the incident magnetic field on the surface of the enclosure. This fact has several interesting consequences. It means that two external sources producing the same or nearly the same tangential magnetic fields on the outside of an enclosure will be indistinguishable from inside the enclosure. It also means that the effect of one source on the interior of an enclosure can be simulated by a second source if the latter faithfully reproduces the tangential magnetic field of the former on the outside of the enclosure.
ment in this respect is borne out by data in table 4 of reference 38. The table lists measured values of shielding effectiveness at several frequencies for two structures: a test panel and a copper screen room. For each frequency, three values of shielding effectiveness are given: one for the antennas in the coaxial position, one for the coplanar position with the plane of the loop oriented vertically, and one for the coplanar position with the loop oriented horizontally. The table shows that one of the coplanar positions gives a smaller shielding effectiveness reading than the coaxial position in every case except one and in that case the two reading are the same. Thus there are well documented reasons for retaining coplanar loops in preference to coaxial loops. In this light, it appears that the reasons given in reference 38 for preferring coaxial arrangement are a matter of convenience rather than substance and that the "limitations" of the coplanar arrangement are greatly exaggerated. If either arrangement has substantial limitations, it is clearly the coaxial not the coplanar arrangement. In view of this, an operator who wishes to take advantage of the convenience afforded by coaxial loops and who is aware of their limitations would be well advised to follow NSA-65-6 rather than IEEE 299 as recommended in reference 38. Using IEEE 299 in a way that its designers never intended would almost certainly produce even more confusion in an area where confusion already abounds.

Although it is clear from the preceding that McCormack does not make a case for preferring IEEE 299 to MIL-STD-285 as a CW method for measuring the hardness of electronics shelters to EMP fields, one might still ask if there is any reason to

In addition to extending and refining our treatment of these shielding problems, future work should apply the theory to new problems involving different combinations of sources and shields that have well defined applications. An example of such a problem is a large source like the REPS EMP Simulator illuminating a large shielded enclosure. In this problem, the dimensions of the source are not small compared to all wavelengths of the radiated field, and oscillating fields associated with source resonances must be taken into account. As a result, the field incident on the enclosure must be represented as a combination of damped sinusoids rather than as a sum of simple exponentials such as we have considered here. Similarly, in a building sized enclosure slot-like discontinuities may not all be small compared to all wavelengths in the incident field, and slot resonances may have to be considered. Obviously, these factors can be expected to complicate the calculations of the internal fields in this case. More applications of the theory will occur in the development of EMP standards for small shielded enclosures using small EMP simulators as described in section 11.2. These will involve determining the optimum size, location, and orientation of the simulator with respect to the enclosure and synthesizing the correct waveshape of the driving current.

Finally, the theory should be generalized to include a wider range of structures. In its present form, the theory applies to a shield formed from one or more plane sheets that may be penetrated by a number of narrow, rectangular slots. An obvious generalization is a structure composed of one or more sections of curved, metal sheets such as airplane and missile skin or cable shields. Since impedance boundary conditions are valid for curve surfaces under relatively weak restrictions, it is clear that such a generalization would be possible. The difficulty here will be to compute the tangential components of the
incident field on the surface and to determine the wave impedance of the transmitted field.
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