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THE MISSION OF AGARD

The mission of AGARD is 1o bring together the leading personalities of the NATO nations in the fields of science and
technology relating to acrospace for the following purposes:

— Exchanging of scientific and technical information;

— Continuously stimulating advances in the acrospace sciences relevant to strengthening the common defence posture;

— Improving the co-operation among member nations in aerospace research and development; ".
— Providing scientific and technical advice and assistance to the North Atlantic Military Committee in the field of '_':-:‘
aerospace research and development; -
— Rendering scientific and technical assistance, as requested, to other NATO bodies and to member nations in T
connection with research and development problems in the aerospace field;
— Providing assistance to member nations for the purpose of increasing their scientific and technical potential; K
— Recommending effective ways for the member nations to use their research and development capabilities for the o ﬂ‘
common benefit of the NATO community. ‘
The highest authority within AGARD is the National Deiegates Board consisting of officially appointed senior oo
representatives from each member nation. The mission of AGARD s carried out through the Panels which are composed of T
experts appointed by the National Delegates, the Consultant and Exchange Programme and the Aerospace Applications Ty
Studies Programme. The results of AGARD work are reported to the member nations and the NATO Authorities through R
the AGARD series of publications of which this is one. :;
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Participation in AGARD activities is by invitation only and is normally limited to citizens of the NATO nations. e
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PREFACE

Advanced manned and unmanned air-vehicles have to comply with sophisticated performance requirements. For this
reason, the corresponding guidance and control systems are becoming increasingly complex. In addition, modern manned
and unmanned weapon systems are assuming an increasing tactical/operational importance and demand higher percentages
of the relevant budgets. Procurement agencies are thus faced with the problem of rapidly increasing costs for urgently necded
systems. If this trend continues, new systems will not be affordable in required quantities.

On the other hand, considerable progress has been made in relevant technologies: signal-processing (hardware and
software), low-cost sensors, means for positioning and updating, etc. Further advances can be expected in the future.

For this purpose, the Guidance and Control Panel is directing its efforts towards the application of available technology
to the design, operation, maintenance and testing of cost-effective and affordable guidance and control systems.

In order to perform this objective, the symposium has been arranged as follows: cost-effectiveness models; system
configurations and design tools; low-cost guidance and control sensors; computational techniques and data processing:
reduction of development and support costs; examples of cost-effective achievements and approaches.

The symposium concluded with a Round Table Discussion in which Panel members, speakers, and other attendees
participated.

V4 ek

Les véhicules aériens, pilotés ou non, doivent se conformer a des exigences complexes de performance. De ce fait, les
systemes correspondants de guidage et de pilotage deviennent de plus cn plus sophistiqués. En outre, les systéemes d'armes.
pilotés ou non, revétent une importance grandissante aux plans tactique ¢t operationnel, et requiérent, des budgets
appropriés, des pourcentages plus éléves. Les organismes chargés de leur fourniture sont donc confrontés au probleme d'un
accroissement des colits pour des systemes dont la nécessité s'impose avec urgence. Si cette tendance se poursuit, il ne sera
pas possible de se procurer les nouveaux systemes en nombre suffisant.

D’autre part, des progres considérables ont été réalisés dans les domaines technologiques concernés: traitement des
signaux (matériel ct logiciel), détecteur de cout modique, moyens de positionnement et de misc a jour, etc. On peut
escompter que d'autres progres seront réalisés a Favenir.

Dans ce but, le Panel de Guidage et Pilotage centre ses efforts sur Iapplication de Ia technologic existante a la
conception, au fonctionnement, a la maintenance et aux cssais de systemes de guidage ct de pilotage présentant un rapport
cout-efficacité satisfaisant et accessible aux usagers.

Pour répondre a cet objectif, le symposium a été divise suivant différents themes: modeles de cout-efficacité;
configurations des systemes et instruments conceptuels; détecteurs de coit modique pour le guidage et le pilotage:
techniques dc calcul et de traitement de données; réduction des coits de soutien ¢t de développement; exemples de
réalisations ct d’approches présentant un rapport cout-efficacit¢ satisfaisant.

Le symposium s'est terminé par une “Table Ronde™ a laquelle ont pris part les membres du Panel, les conférenciers ot
les autres participants.
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TECHNICAL EVALUATION REPORT
by

C.Baron, M.Sc,
Head, CM (5) 1/SAS
Room 221 Ministry of Defence ‘
Savoy Hill House, Savoy Hill l
London, UK

1. INTRODUCTION

The 39th Symposium of the Guidance and Control Panel of AGARD was held at the Altin Yunus Hotel, Cesme,
Turkey, from the 16th to 19th October, 1984. The Programme Chairman was Mr U.K.Krogmann of Bodenseewerk,
FRN-EN, Uberlingen, Federal Republic of Germany. The meeting was attended by upwards of 110 people, among whom
the US, UK, FRG, France and the host nation Turkey had relatively large and roughly comparable participation; 12 nations
in all being represented.

2. THEME AND OBJECTIVES

The steady and universal increase in defence equipment costs documented in the Keynote Address was relatively easy

for national economies to bear in the period of high economic growth following World War [, but more recently. lower

o growth has brought increasing difficulty for most nations even 10 maintain forces at current strengths. Conscious as they were

- . of the urgent need to tackle this most important problem, it was nevertheless a bold step by the Guidance and Control Panel
to organise this symposium, for the drive to reduce costs is mistakenly regarded by too many in the scicntific and technical
community as an unwelcome restraint on progress. The part played by this meeting in dispelling this impression must have
been sufficient justification in itself. It is easy to show that if participation in the conference generated a single idea capable of
saving 1% of the cost of a major defence programme, that saving could exceed the total cost of the symposium by two orders
of magnitude.

The theme of the meeting was stated by the organiscrs as “the application of available technology to the design,
operation, maintcnance and testing of cost-effective and affordable guidance and control systems™ It was particularly
appropriate that this theme was thus developed in a country with a strong interest in low cost equipment. In addition a
Special Session was organised. at the request of Turkey, on ‘Strapdown gyros and accelerometers”. which was highly
appreciated by the Turkish participants; since it was not part of the symposium, however it will not be further referred to
here.

3. TECHNICAL CONTENT

The meeting opened with an Address of Welcome by Col Kaya of the Turkish Air Force, who emphasiscd his nation’s
interestin, and welcome for the meeting. This was followed by the Keynote Address, given Uy the writer, which sought to
establish beyond doubt the vital need for adopting all possible means of reducing costs, including harnessing technological
innovation for the pourpose.

Session | Cost cffectivencss models/systems configuration and design tools.

In the first paper (1) Butter showed that, since maintenance accounts for by far the greatest proportion of life cvele
costs, much thought, and if necessary extra cost, should be given in the develapment phase to reducing maintenance costs.
Reviewing the various aspects of flight control system design, he indicated several approaches o achicve this. This was a
well-presented and thoughtful paper which gave the conference a good start and provoked some active discusaon which
emphasised the need to avoid unnccessary over-specification.

Given the very wide range of costs of inertial navigation systems. depending on the acerracy teyquiredat may be
possible to design a cheaper system overall by augmenting IN information sith date trom athier antonamous sourees, such s
magnetic or Doppler. Lavoipierre (2) introduced a formatised technigue for armvane at the optumum co tsolution. asing
charts relating performance parameters 1o cost, and allowing the differng characiensies ot the ditferent sensors to be
accounted for.
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Hamlin (3) also dealt with navigation systems, though on a broader hasis. giving an interesting 1eview of the options and
their cost implications, while warning that breakthroughs in this well developed field seem unlikely: the most notable recent
development had been the considerable improvement in inertial sensor reliability arising from the introduction of laser
gyros.

In the unfortunate absence of the next scheduled speaker, Mr M.A Ostgaard, Chict Scientist. AFWAL/FIG, Wright
Patterson AFB, Dayton, Ohio, USA, nobly volunteered to speak on a related topic. His many (riends were less than
surprised to find that he happened to have a suitable set of vugraphs with him. Since his presentation was impromptu it is not
reproduced in the proceedings and a more detailed resumé is therefore given here. He gave what was essentially a report of
progress in several Flight Dynamics Lab programmes in the system integration and flight control field. At present the pilot
has the task of integrating the many sub systems in the aircraft. notably flight control, proputsion. fire control and navigation.
leading to his being overloaded, particularly in crucial combat or failure situations, with adverse effects both on capability
and safety. The experimental Multi Function Flight Control Reference System (MFCRS) installed in an F15A aircraft is onc
step being taken towards greater integration, aiming to replace the scparate inertial sensors of the navigation, flight control,
and fire control systems by an integrated set meeting all the separate requirements. The system is based on two sets of three
skew-mounted ring laser gyros, whose reliability is largely responsible for a 21 % projected reduction in life cycle costs.
Other advantages are reduced weight (by 25%) and volume, 80% improvement in survivability and 50% in reaction time.
The system is now installed and in flight test. The two gyropacks are separated for survivability, one being placed close to the
radar to minimise foresighting errors, and the other behind the pilot's scat. This displacement, under bending of the fuselage,
had caused discrepancies making it necessary to raise the trip levels registering disagreement of the sensors. so as to reduce
false alarms in redundancy management; however, it had been demonstrated that faults would still be correctly identified and
isolated. Flight tests had shown acceptable flight control at low dynamic pressures, but low damping was evident in ail three
axes on going to higher dynamic pressures; this will require the introduction of a better structural model. So far the
conclusion is that the concept is very promising but the system needs more detailed development; reliability in practice had
been impressive. The second programme described as the application of the ADA high level language to the F15 digital flight
control system, which has reached 35 k ft and M 0.9, 10 50 k ft and M 2.2. The system is a simple replacement of the original
analogue computers by digital computers. in fact Zilog Z 8002's. In comparison with floating point assembly language it had
been found that either Pascal or ADA required a memory expansion by 1.30, and time expansion by 1.10. However,
programming hours required were in the ratio fixed point assembly language 1.0: floating point assembly language 0.4: ADA
0.2. Thus in both of the programmes described, key stages on the road to greater system integration were shown to offer real
cost benefits.

The next two papers (Habayeb, 4 and Amoia and Somma. 5) both described somewhat academic approaches to the
estimation/calculation of system effectiveness. The latter paper, delivered by Somma raised the interesting question of
reliability estimation where the order in which internal failures occur may affect the outcome, and showed how to account for
this.

In a rcturn to the practical, Murgue and Evrard (6) jointly described the design of an air-launched laser guided
glidebomb system for the attack of missile launching fast patrol boats. A particularly intcresting featuee was the extent to
which designers had succeeded in interacting with the French Air Staff to ensurce that the requirements were adjusted to
allow the most cost-effective solution; a situation envied by many equipment designers in the audience. The presentation was
illustrated by films showing the aircraft displays in operation, and the successful flight trials by ihe bomb.

The next presentation (Capitano, 7) was an object lesson in how not to address a multi lingual audience. the rate of
delivery making interpretation impossible, and there were far too many slides. To thosc understanding English, however. it
was an impressive and indeed scintillating talk. Asserting that the large proportion of defence budgets currently devoted to
spares provision could be reduced by a factor of four by manufacturing technigues to improve reliability, he went on to show
how to do it. The key elements were high thermal and vibrational stressing at the lowest possible level of assembly. intensive
use of diagnostic equipment (electron microscopes etc) to detect component failures and find their causes, and effective
feedback. Asked the cost of the diagnostic equipment required he said it was considerable but well justified by production
cost savings: however good staff 1o operate it — “electronic pathologists™ were very scarce.

In the last paper of the Session, Shapiro (8) described the formal implementation of Design-to-Cost (DTC)
mcthodology 1o the development of Doppler navigation cquipment. In addition to the necessary organisation procedures,
Computer Aided Engincering (CAE) was shown to be an important aid. An active discussion period clearly demonstrated
the interest aroused by this paper. Attention focussed on the costs and benefits of implementing sach a system; it was stated
that it had taken a year of interchange with the customer 1o establish the cost and performance requirements, after which the
procedure had probably added 30% to the development time, but against this it was estimated that there had resulted a 307
reduction in unit production cost. The CAE system used had been a fairly simple one which had taken about 4 months to et
into action, hut the author would now advocate a more advanced system which he estimated might cost 1~ 1.5 M Sand
which would tike 6 12 months to implement; one of his colleagues however thought the costmight be doubled, but both
agreed that this would be well worth while provided it was used with the DTC methodology desenbed. Stress was fad on the
benefit arising from the stimulation of continuous interaction between customer and developer o ensure that requitements
were agreed vhich would Jead 1o the Jowest cost equipment capable of satisfyine the operational need.

Session I — Low cost, high reliability guidance and control sensors
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sensors. First, Resseguier (9) described a miniature inertial navigation system for missile mid-course guidance. with fow cost
and volume and quick reaction as the prime features. Aiming to reduce inertial components to a minimum and compensate
for resulting imperfections by computing, the system was based on the use of three ingenious 2-axis dry tuned rate gyros
from which, by displacement of the centre of mass from the axis of rotation, linear acceleration could also be obtained. Mark
(10) then described a technique for greatly reducing the cost of testing ring laser gyros, in which quantisation noise normally
dominates the random walk errors, so that measurement of the latter requires very long observation periods. The fast filter
method described can reduce this time from 3 hours to 2 minutes and is considered to give more reliable results.

Conflicting requirements have hitherto prevented the application of the valuable characterisics of the gas bearing to dry
tuned gyros. Beardmore (1 1) showed how the difficulties could be overcome by clever design to produce a gyro with good
intermediate range performance at low cost. The design is believed capable of extension to IN system performance or to even
smaller size. In answer to questions it was stated that speed adjustment is used for tuning, only a narrow range of adjustment
being necessary with electronic compensation. In the next paper (12), given by Salaberry, an altcrnative approach to low cost
mid course missile guidance was described, in using three ring laser gyros and three accelerometers in an orthogonal
strapdown configuration with mechanical dither. The paper demonstrates the widening application of laser gyros, and
speculates on future advances. Another ingenious approach to navigation, this time for helicopters, was presented by Chaix
(13); the outputs of a 3-axis magnetometer are resolved by a vertical gyro and combined with coppler ground speed. making
extensive use of a computer for resolution compensation and calibration. This demonstration of how a set of well recognised
elements can be assembled to give a new, elegant and low cost solution aroused considerable interest, discussion centreing
on the ease of flight test calibration of the system, the extent to which its use may be limited to areas of known magnetic
variation, and possible future improvements.

This was a session of considerable interest which showed that designers in the navigation field are well aware of the
need to reduce costs, and are responding with expertise and ingenuity.

Session Ill — Computational Techniques and Data Processing

The first paper of this session (Benoit 14) described an investigation of modified air traffic control procedures to
provide greater aircraft fuel economy. Simulation and in-flight experiments showed considerable promise of accuracy »f
control of time of arrival, hence less fuel wastage in the terminal arca, combined with economy ir the cruise and descent
phases. The paper gave rise to a number of questions.

The previous presentation having shown that lack of knowledge of the wind profile over the aircraft trajectory remains a
major limitation to achieving better economy. it was appropriate that the next paper (Onken 1 5) should tackie this question,
and it was tackled convincingly. The technique described uses known theoretical wind models in which the parameters are
refined by Kalman filtering, using data measured in the aircraft and at the landing site; very good resuits had been achieved in
flight tests, with satisfactory prediction ahead of the aircraft. )

The redundant sensors of a fly-by-wire flight control system are a potential source of highly reliable information. and
Snell (16) described how this could be used to provide a measurement of aircraft attitude. Originally conceived as a
replacement for standby instruments and their displays, it was shown that. in combination with a 3-axis magnetometer (ref
paper 13)it could also yield dead reckoning navigation, with potential for combination with cither werrain matching or GPS
Navstar at lower cost than IN.

In a thoughtful general paper (17), Price then reviewed the impact of Very Large Scale Tntegrated Circuit technology on
the system design process and its costs, and showed how Artificial Intelligence and similar technigues may come to be
appliced. Surprisingly, the paper. which might have been expected to give risc to debate, provoked none, presumably for lack
of experts in the audience. By contrast, the next paper produced more discussion than any other. Basng her argument on
projections of expanding requirements for software and increasingly severe shortages of software engineers into the 1991«
Anderson (18) considered that the ADA language alone cannot solve the defence software problems, and advanced the
potential of reuscible softwire components as a further aid. High software productivity in Japi » was already said 10 be
making considerable use of it, based on cataloguing and retrieval facilitics which miay be automated or even Fxpert Svstems
in themselves: the potential for development along these Tines is evident. Discussion ranged over the DODY's plansn the arc,
the need for standardisation, the differing approaches in the US services to standard ADA environments and compilers, and
the problems which arise from the production of requirements and specifications by people who do not understiand <oftw i
technology, giving rise 1o unreasonable demands for software and increasing the shortage of software engineers.

In one of the few papers notdirectly aimed at cost reduction. Reilly (149) deseribed acdistributed data base managemen
system, aimed at reliable and survivable operation in naval vessels. Though costy, however it man well be the cheapest w
of achieving the bigh survivability aimed at.

This session was more i collection of interesting and diverse papers thana coherent approach to the session theme

Session 1V — Reduction of Development and Support Costs,

The use of simulation to reduce development and Might test costs has perhaps been more comprehensnely practes o

"
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the guided weapon industry than any other for many years. Gauggel (20) reviewed the arguments and experience and
described some recent advances relating to infrared AAM development. In the aircraft ficld simulation is just as valuable and
Helie (21) described its use for optimising the pilot-cockpit interface in the context of the rapid advance of electronic display
and controls.

Standardisation is a powerful tool in cost reduction efforts and it must have come as a surprise 1o many not working in
the field when Henne (22) revealed the total lack of standardisation (hence total confusion) of the interfaces between aircraft
and their many types of weapon; he described the USAF efforts to introduce a standard (MIL-STD-1760) to rationalise this
situation.

Session V — Examples of Cost-Effective Accomplishments and Approaches

Terrain following is a very necessary but, in its normal form, very costly technique for attack aireraft penetration. An
inexpensive method of achieving it, using a pre-stored flight altitude profile, was described by Schwegler (23). The system
had been flight tested at operational speeds, but the crucial details of the ground clearance achicved were not revealed.

In the next paper (24) Brunner described the use of wing-mounted pressure taps as a means of sensing lift coefficicnt
for the control of STOL aircraft at low speed, where contro by speed is undesirable. Promising results had been obtained
and further work is proposed. including, as suggested in discussion, measurement of sideslip by a fin-mounted sensor.

As demonstrated in several papers in this symposium, a good approach to affordable systems is to integrate sub-
systems designed to make full use of information available elsewhere in the system. Paper 25, presented by Towler,
described a simplified inertial navigation unit designed to take advantage of information available from a wide variety of
other sensors, particularly Doppler or GPS-Navstar. Interest in the discussion centred on the well known Ferranti technigue
of carrying a temperature model of the system to avoid the need for thermal stabilisation and facilitate rapid alignment.

The final paper (Gloerud. 26) described the integration of the Penguin Mk 3 missile guidance and control system using
6 standard microprocessors connected by a high capacity data bus. It clearly demonstrated the advantages of this approach
in reducing development time and cost. The question and answer session ranged over the performance of the alignment
system, software design and computer characteristics.

ROUND TABLE DISCUSSIONS

Finally an active general discussion was aimed at crystailising the lessons of the conference. The very wide range of
costs of gyros was noted, and it was pointed out that this is not just a matter of design, but for a given type depends strongly
on the specification to be met. However system cost depends very much on how the inertial instruments are configured. and
there is much scope for ingenuity here. The trend seems to be towards fully integrated systems where the same sensors,
together with standard data buscs and distributed computers, supply the needs of the entire guidance and control systen.
Doubts were still expressed, however, concerning the basic conflict of requirements between the flight eritical system's needd
for rcliability. simplicity and transparency, and those of. for example. navigation for high accuracy: this may be reflected in
high costs in verification and testing. Clearly no one approach is likely to mect all needs.

Morc and more of the rising costs of defence equipment is being devoted to software, and in general, where both
hardware and software solutions are available, software is usually much cheaper. Nevertheless the need to devote attention
to reducing software costs is very clear. Standardisation of high level fanguage and data buses are beginning to make an
impact. and reuscable software should help in the future. Software engincers however are scldom closely aware of the real
system needs, and system engincers have a heavy responsibility for cost reduction. Generally speaking, the structure of the
procurement process imposes too many agencies between the customer and designer. The initial statement of a requirement.
by the nature of things. always involves uncertainties as to what is really needed. and what the costimplications are. There i
thercfore a need for casy, rapid interaction between customer and designer to achicve the best compromise between
performance and cost. Every error, misconception and omission removed from a specification or statement of requirement
represents a cost saving. There is however a potential difficulty if customers and designers are to be closely coupled to
achicve minimum cost, namely how to reconcile competitive bidding with cuch a process?

Finally the Symposium Chairman summarised the conclusions of the mecting thus:-

Operational requirements must be very carefully produced;

Freguent modifications must be resisted unless very strongly justified:

Co-operation between specifiers and designers is essential at alf fevels, and especiadly canvan the process:

Morce effective collaboration is inevitable, starting with the sharing of desclopment costs,

Consideration of salcability is always important;

No matter how sart our systems hecome, pumbers remain important, therefore thimking in projects must replace
thinking in financial years: '

andd high quatity cngincering is more than ever vital,

Y
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4. AUDIENCE REACTION

Interest in the symposium was demonstrated by a consistently high attendance which was maintained to the end. A<
usual, questionnaires requesting views on the meeting were issued to participants, but only about 1 in 6 responded, leaving
doubts as to how far the replies received can be taken as truly representative. Responses to the initial question may be
summarised as follows:

Good Average Poor

N

al. Quality and relevance of papers, sessions and questions 9
S

a2. Did the papers support the theme?

a3. Did the symposium live up to your expectations? 2 Y N

In answer to the more general questions, there was satisfaction with the technical content, but some disappointment that
the user voice was not represented, either in the papers or the audicnce. The critical needs for R & D were felt to be in
improving software engineering, making progress with VLSI/CHSIC, and increasing reliability and mauintainability. Major
challenges and unresolved problems for the future were stated as all round cost reduction. better standardisation and better
statements of user needs and requirements. Asked what further action NATO and AGARD should take in this arca, several
suggested the promotion of standardisation, while two suggested returning 10 the topic in S years time.

5. TECHNICAL APPRECIATION

The keynote speaker emphasised the importance of using every possible approach to the reduction of costs, and this
was reflected in the wide variety of topics addressed in the programme. Nevertheless there were some important omissions
Absence of a user contribution has already been referred to, and there was also a lack of papers deahng comprehensinely I
with cost reduction in the design and development of major systems, a point noted by several of those responding to the R
questionnaire. Perhaps the paper by Gloerud came nearest to this, and certainly if it is taken together with previous
presentations on Penguin (eg Brodersen, Proc 36th GCP Symposium, May 1983) a comprehensive picture does emerge A
number of papers addressed general approaches to the subject. of which those on design-to-cost (Shapiroy. rehat.hty
improvement {Capitano) and software engineering (Anderson) were notable. The wide range of papers on low cost desianin
guidance and control, mostly at the sub-system or component level, were generally of a high standird of technical interest. .
An excellent cffort to fill the gap in between was made by Ostgaard, in what may very regretably hive been his farewell e
appearance, and it is unfortunate that his paper cannot be included in these proceedings. Another paper at this level, that by
Murgue and Evrard. provided an object lesson of interaction between user and designer to meet user peeds at mimmum cost. R
underlining the necessity of that interaction as a vital contribution to the control and reduction of defence equipment costy -

6. MILITARY POTENTIAL
- There can hardly be a topic which should be of greater interest to the military scrvices than the subject of this
I ) symposium, and it is astonishing that there was so little military participation. Since some of the most valuable comments -
t. . relative o the part the user must play if lower costs are 1o be obtained came in the discussions, and cannot be fully reported
L here. an important opportunity has been lost, However if the point can be registered that there is astrong feeling in the

technical community that a more flexible approach to operational requirements and specifications through interaction
r - hetween user atnd designer can make a major contribution to reducing costs, there will be a basis for real progress. In

addition, these proceedings can be recommended to the military stalfs for their delincation of awide variety of approaches to
- the achievement of elicetive and affordable systems.

7. PRESENTATION AND ADMINISTRATION .

Not many conferences can have given rise to so few complaints, The fadilitios and assistance provided by the hoss

et country, Turkev. were excellent, as was the AGARD organisation. The Programme Committee had a difficult task in putiing -
together a coherent programme, given the nature of the topic and the diversity of the paperscbut on the whole they
succeeded. Tt wirs evidant that attention had been paid to persuading contribators to speak clearhv and not too fast and ihon
were very [ew who caused the interpreter any difficulty. Visual aids were generally good. and anumber of the Freach
speakers had thoughtfully provided stides with English or bilingual captions. a courtesy which those speaking in T nghsh .
should consider returning in the (e The conference had the greatadvintape of having aft participants ina sngle hogetose -
facilitating technicat and social interaction theoughout.

% RECOMMENDATIONS

he Guidiinee sand Control Panel s to be congratulated on having soccessdully ckledoainect wich many beleved
notsathstandmg ts nportanee, wmpeht be oo dithewdt o goom the Basector e fulsvimposinm L ndoobrediv wlng o

ASNJdA J LIEGANYIAQD v O d0nuoNd i

AR R A . . R X o S e T Te et PRER
— e tnaeininirseieiiiinisisstusiseieadninimdiedudtiliid bl ik il




L L I Y )
B l.‘.l.l.il i

\
'! »

progress is made in the future, the problem of the high cost of military systems will not go away, and it is therefore
recommended that a further symposium on the subject should be considered in about 5 years.

It may also be noted that a number of participants in the conference recommended increased NATO effort towards
standardisation, though this is not a field in which AGARD could be expected to play a major role.

Finally it is recommended that steps be taken to acquaint NATO military staffs with the conclusions of the symposium.
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REVIEW OF MISSION VERSUS COST REQUIREMENTS N
AND TECHNICAL ISSUES ‘ B

by

C.Baron
Head. CM(s) 1/SAS
Room 221 Ministry of Defence
Savoy Hill House, Savoy Hilt
London, UK

Very probably everyone in this audience would agree that we have a problem in the rising
cost of aircraft, and, of more direct concern to us, of guidance and control systems; in
the first part of this talk I will be discussing this problem in general terms, drawing
heavily upon a paper by Kirkpatrick and Pugh (Ref 1), I hope I shall succeed in o,
convincing at least some of you that the problem is more serious even than you think. A
I shall then briefly refer to a couple of examples of weapon system developments in e
which I have been personally involved, and try to draw lessons from those particular R
instances which bear on the subject. Then finally I shall come back to general - :
principles and point to a route which, at least in some instances, may get us out of L
our basic dilemma, that of seeking more fighting capability but not being able to pay LT
more for it. - B

The rise in combat aircraft costs is not Jjust a recent phenomenon, as many people

think; Fig 1 shows that it has been going on almost since the start of military
aviation; this refers mainly to British aircraft, but the inclusionof a number of

US types shows that the trend is basically the same on both sides of the Atlantic.

The diagram plots unit production costs, compensated for inflation, as a function of
time. Cost escalation is not just a thing that applies to aircraft, or a few similar
types of system. As this table from Sy Deitchman's excellent book (Ref 2) shows, it
happens over a wide range of weapons and systems, and it seems reasonable to assume that
very little operational military equipment is not involved in inexorably rising costs.

ANNUAL REAL GROWTH OF UNIT COST, PER CENT

Infantry AT 13
Tank 11
Destroyer 9
Aircraft 8
Aircraft Carrier 6

‘

There is of course a natural human tendency to assume that it is the other fellow who
has the problem, not ourselves, and I have spoken in the past as much as most people I
suppose about the rapidly reducing cost of solid state electronics and computing,
always foreseeing a more advanced and even cheaper stage ahead. Fig 2 shows what has
really been happening; we see that for both all weather and VFR aircraft avionics the
annual cost rise 1s about the same as that for aircraft as a whole. Why is it that we
have not done better than this, in view of the advantages we have had? The answer, I
think is that we have been encouraged to use, for example, the spectacular reductions
in computer hardware costs to seek improvements in performance, not cost reductions;
and in doing so we have developed needs for better or additional sensors to feed them,
for better or additional actuators etc to use their increased outputs, and of course
for mountains of software.

Kirkpatrick & Pugh have pointed out that this phenomenon of rising defence equipment
cost arises from the operation of positive feedback in the procurement process. Fig 3
depicts the first and most obvious example - when two nations or power blocs see each
other as potential enemies, each new alrcraft on one side, Red, say, is seen as a threat
by the other, forcing a technology advance to meet this thrcat which is seen as being so
vital that the cost of achieving it becomes a secondary, though still important factor.
The resulting new Blue aircraft stimulate the same process on the Red side and so a
positive feedback loop is established., 1t is important, I think, to point out that .
although in this process one side or the other will get ahead for short periods, the .
average over time is inevitably a drawn game, and the only steady trend with time 1ls a
continual increase in cost to both sides.

Fig 4 shows four more vicious circles - on the production side, hipher costs lead to
smaller numbers being produced, hence lower inventment, lens learning and so ever o j

higher production costs. Similarly in the development process, hipher costs mean less
} frequent projects, so bigger jumps in technology are nceded. Less frogquent projects

lead to decay of development teams between projrcts with the result that they are less
q able to cope with the advances in technology required, and development costs and time:s
risze ever more steeply. And all this makes decision-taking more difficult, each
decfnfon gives rise to more and more studies, inventipntions and argoment, and the
process becomesn ever more protracted and ever more contly,

/

The problem of cost eancalattion b so fundament al aned o cevere thnt every ponstble
uppronch which may oppoie 1L must be amployed,  One fmportant contoibutor must be the
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exercise of great care in laying down performance requirements. As Fig 5 shows, when a
new type of system becomes available, rapid improvements in performance are achieved at
first as more and more ideas and research are applied to it. After some decades,
however, more fundamental limits to performance are reached, as for example, the
limitations of materials and structural technologies are tending to set limits to the
speed of aircraft at low altitude. If now a performance is called for which is too
close to the limits of technology, large cost increases will arise, or the project may
even have to be cancelled. The problem of the Service in choosing the right level of
performance to specify is exacerbated by their having been accustomed, for decades
perhaps, to obtaining major performance rises with each new generation - moreover, in
complex systems it is not always clear just where the limits will be.

To give you an example from my own experience, back in the 1960s, when high speed low
level aircraft began to be perceived as a threat, both the US and British armies
produced requirements for low level SAM systems, and developments were begun on both
sides of the Atlantic. The requirements were much too ambitious, however, and the
British system, called, PT428, was cancelled after two years, and the US Mauler after
four, in both cases because of rapidly rising costs and serious development problems.
Now I have to admit that I, along with other engineers and scientists, had gone along
with the Armies' requirements without protest, but at least with the cancellation of
PT428 1 did, with a colleague, Mr J E Twinn, begin to think out what the real need of
the Army was, and we were able to evolve a proposal for a system which could provide an
effective low level deferice with a unit cost almost a tenth of what PT428 and Mauler
had been expected to cost, and with lower operating manpower., We had great difficulty
in persuading the Army to accept our proposal, since it meant radically changing their
existing policies and performance requirements. Fortunately we succeeded in the end,
and our proposal became the Rapier system (Fig 6), which has been sold to the tune of
over 3 billion pounds in many countries, and for the invention of which, as the
Chairman kindly mentioned in his introduction, Mr Twinn and I recently received a major
MOD award.

Now the lessons I would like to draw from this experience are, first, that technologists
must play an active part in helping the Services to pitch their requirements so as to
yield equipments with the best compromise between performance and cost, and secondly,
that equipments designed for the lowest cost in conjunction with acceptable performance
can still be technically interesting. Rapier was a more original and innovative

design than either PT428 or Mauler, because we had a stronger incentive to introduce
new ideas to keep the cost and manning down.

For example we designed an unmanned pulse doppler radar which, at relatively low cost,
automatically performed the functions of target detection and location, threat
assessment and identification, none of which had ever been attempted before.

For any equipment at a given stage of technology, the relationship between cost and
effectiveness is of the form shown in the upper curve of Fig 7. At the lowest cost we
have very simple equipments which are virtually ineffective, but then we reach a
threashold where effectiveness increases more rapidly than cost up to the point of
optimum unit cost effectiveness, beyond which the approach to the limit of available
technology causes rapid cost escalation., If we now consider the effectiveness of a
force of equipments, there are twc reasons why, for a constant total expenditure, it
is better to go for a cheaper equipment than that which gives optimum unit cost
effectiveness. This is because of the advantage of having greater numbers, both in
reducing unit production costs and in increasing force effectiveness.

One can well sympathise with the problem the Services face in pitching their
requirements so as to hit this maximum - if they call for too much performance, even at
the level of optimum unit cost effectiveness, they will get only a small number of
expensive aircraft. On the other hand, if they go all out for low unit cost they may
get a lot of cheap aircraft but their force is equally ineffective.

I remember one very clear instance of this, again from the time when I was much involved
with guided weapons system design. We were considering the design of a new naval air
defen.e system, and the Navy, having become very concerned with rising costs, had
decided to deal with this by specifying maximum cost figures for both weapon and system.
An argument developed about the threat the system should be designed to meet; the
scientists said that since it was by then well within the state of the art to design a
sea-skimming anti-ship missile, it was essential that the system should perform against
such a threat. The Navy, believing that this would lead to a design above their cost
limits, and being able to say that there was no sign of such a threat materialising,
refused to accept this and the system design went ahecad without that capability. The
result was that when the threat did appear a few year:s later very expensive
modifications had to be made to the system and the final cont was much greater than it
need have been.

Apart from this question of getting the requirements right, other methods of reducing
costs include international collaboration, export promotion, improved production
technology, and value engineering. In the afrcraft ficld cuasentially all the benefit

likely to be achievable from the first two has already been obtatned, and while
undoubtedly the application of computers to production will continue to give benefits,
the small production runs dictated by modern aircraft conts prevent the application of

the capital investment needed fully to apply such techniquen,

ASNJAXS INJANUIADYD LV Qe Tl

. - [ I W e e e - - e s - .
~ . . LT e, B
P T D TS At e e T e S

LI P ] o e ST e

e N Tee e e e AR I P e A
FEDUE S Y T S YA Y AF el SOEF ¥ SASAaata-atat.




T T T S Py P e
T . - B R T S L R TR T T T W R e ———— ~

K-3 .

Value engineering has already produced some substantial savings but may now have reached .
the stage where further improvements will be smaller and more difficult to obtain., We 4
have to remember moreover that the long history of military aircraft has always seen the .
constant incorporation of improved production and cost reduction techniques and yet that t.
8% per annum cost escalation has gone on without check. There therefore seems no clear a
reason to believe that it will not continue., At best perhaps we may be able to slow it -
down; certainly we must put every possible effort into doing so. Perhaps the greatest

hope is the seriocusness of the situation; most nations have now been forced to reduce .
the size of their aircraft fleets, and the number of types of aircraft they employ, to .

a minimum below which the viability of the air force comes into question, and even
holding the force at this level has required transfers from other areas within defence
budgets. Moreover the high costs of the now infrequent aircraft purchases throw serious
strains on defence budgets when they do occur; at its peak Tornado absorbed 18% of the
UK defence budget (Ref 3) and similar problems have been observable in most Western
European nations in recent years.

T R

One possible way out of this situation may exist. Consider again the way in which
system performance increases with time as depicted in Fig 5. When a new type of system
is introduced, be it aircraft, tank, torpedo or whatever, improvements at first come
rapidly and cheaply; after a few successive generations, however, a law of diminishing

! returns sets in, progress is only obtained slowly and at great expense; at this stage it
also becomes increasingly difficult to achieve a decisive technological advantage over -
an opponent, because both sides tend to be pressing closely against the same fundamental [ ]
limits. My ex-chief, lately Chief Scientific Adviser Sir Ronald Mason has graphically L
described this situation as that of ‘'baroque technology', as opposed to new technology R
when we are operating in the lower part of the curve. Suppose we could replace our o~
baroque technologies by new technologies, we would once again be in a situation to move
forward rapidly and cheaply; moreover we would be able to move away from the naturally
drawn game of the baroque technologies to one in which we would have a lead, enabling
us to dictate to the opposition and possibly impose upon him much greater costs than we
need expend ourselves.

Ty

gy

This has of course happened frequently in the past in the replacement of sail by steam,
the horse by the tank, and so on. Consider the development by the Royal Air Force of
high speed low level aircraft attack techniques; it cost us a good deal in the
development of aircraft, navigation, cockpit instrumentation and weapons, but when cne
considers the enormous efforts the Soviet Union has had to put into low level air
defence, only recently culminating in AEW and look down shoot down interception systems,
there can be little doubt where the advantage has lain. Now would be about the right
moment to change again to a new technology, and it may be that we have it in the shape
of the cruise missile and similar systems, which have the characteristics to negate the
opposition's previous air defence efforts, and send him back to the drawing board again.

It is important to recognise that new technology can only yield these advantages
provided it is allowed to replace baroque technology. One has seen, for example
satellite communication systems being introduced to supplement, but not replace, the
previcus communications systems; new navigation systems are all too often added to the
aircraft cockpit, yet another complication for the over-worked pilot to master, while
none of the old types are removed, in the belief, probably mistaken, that more equipment
will yield better navigation.

There are at the present time great possibilities open to us In the applications of new
sensors, advanced signal processing and artificial intelligence, to name a few out-
standing examples. If we merely employ these to add to the equipment of baroque

system types we will only contribute to further cost rises. 1If, on the other hand, we
are able to apply them to introduce new types of systems which make possible new
approaches to military problems we can not only reduce our own defence costs, but at
the same time, by taking the initiative from the opposition we may also increase the
strain on his resources. The scientific and technical community must work to counter
the forces of conservatism and vested interest which always tenc to oppose new ideas.

One last point: the Western nationa have all tended, to a greater or lesser degree, to
seek to employ sophist.cated equipment to allow them to reduce the number of people in
the Armed Service, conscription being unpopular in democracies. The UK in fact, has
done this more than most. The Eastern Bloc, on the other hand, has little difficulty in
keeping in being very large forces. If the cost of manpower increases in line with
inflation, while equipment costs rise 8-10% faster, this Western policy must become
untenable in the end.

It is therefore absolutely vital that we should all play our part in the effort to
reduce equipment costs, and to see that technology is applied to reducing costs, and i«
not allowed to become a reason for increasing them.
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e Figure 3 Positive feedback causing increasing aircraft cost
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Figure 5 The danger of specification by extripoltion

Figure 6 The Rapicr ground-to-air missile defence system
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SOME ASPECTS OF HOW TO DESIGN COST-EFFECTIVE
FLIGHT CONTROL SYSTEMS
by
U. Butter and L. Botzler
MESSERSCHMITT-BULKOW-BLOHM GMBH
Aircraft Division
8000 Miinchen 80, Postfach 801160
FRG

SUMMARY

The design of flight control systems for £ighter aircraft is discussed with respect to
areas which contribute to minimizing life-cycle costs. As life-cycle costs include all
costs accummulating during the whole life of the system, all phases from the design to
in-service use are considered. Any structural and technological design features that are
introduced to save costs during system operation and maintenance require additional deve-
lopment effort. Therefore, the expected cost benefit has to be balanced against the deve-
lopment effort invested into the system to achieve a cost-effective design.

The paper is comprised of two chapters, with chapter 1 covering the sensor information
processing and chapter 2 covering the actuation system.

1. SENSOR INFORMATION PROCESSING
1.1 INTRODUCTION

Flight control systems are designed to fulfill given performance and safety require-
ments and to comply with aircraft specific boundary conditions. Apart from that, it is
the task of the design engineer to select from the various possible system configurations
and available technologies the most cost-effective solution.

Cost-effectiveness means: Minimal life-cycle costs at a given level of performance
where life-cycle costs include all costs accumulating during:

° the design and development phase,
| ° the production phase,
° the in-service phase, and
° the post design and system upgrade phase.

I should be noted that the performance and safety requirements have a strocng cost
impact and should therefore be kept at a reasonable level. In the following, however,
performance and safety requirements are considered as fixed values which’are not further
discussed.

The design features of the system affect the costs in all phases in different ways.
Thus, it is necessary that the costs produced in the various phases are not considered in
isolation but as a whole in order to achieve an optimal design with respect to minimal
life-cycle costs.

e e 1.2 COST FACTORS

The parameters which influence the production costs per system and the associated
aircraft costs are system size, weight, power consumption and cnvironmental condition
requirements.

The costs, accumulating during the in-service phase, are determined by system relia-
bility, maintainability and testability.

The flexibility needed for modifications are given by system modularity, standardi-
zation and growth potential.

The development costs are a function of the complexity of the selected solution,
which depends on the above mentioned features that are designed into the system. Apart
B from that, there are computerized methods and tools that support the drsign and thereby
help to reduce development costs.

1.3 DESIGN FEATURES

Integration of flight control with fire control and propul:inn control ts supported
by the use of multiplex data busses for communication between the flight control systen
and the avionics and utility systems. Also, data transmission within the flight contrnl
system via a multiplex data bus offers a number of advantages:

° Mil std 1553 B, for example, {8 a worldwide introduced standard. Standard test equip-
ment is available so that no spccial interface and no apecial test cquipment must be
developed.

° A data bun, e, g., to connect the f1{ght control computer with an actuactor contraol
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unit, has considerably less weight than conventional analog data links and thereby
helps to reduce total system mass.

° Mil std 1553 B is a command-response-system with high reliability and testability.

° Standardized interface makes it easy to exchange existing equipment against a new type
of equipment in the course of system upgrade and modernization.

In Fig. 1.1 the structures of a conventional and a data bus oriented flight control
system are compared against each other.

Further to system structure, Fig. 1.2 a shows a flight control system which consists
of three separate subsystems (autopilot, command and stability augmentation system, spin
prevention and incidence limiting system). By integrating the functions of the three sub-
systems into one set of computers (Fig. 1.2 b) it would be possible to significantly re-
duce size, weight and power consumption. Estimated values, taking the present system as
a reference, are given in the table below:

System Structure Size Weight Power
Conventional System 1 1 1
Integrated System 0,56 0,60 0,81

Beside that, 5 different Line Replaceable Units (LRU's) would be replaced by 3 LRU's
of the same type. This would require less spare parts.

Not always is system integration so straight forward with regard to weight reduction,
as is shown with the following example.

A study has been carried out to compare three different configurations of actuator
control as part of the flight control system (Fig. 1.3):

(a) Actuator control units installed in the rear of the aircraft fuselage with data trans-
mission between flight control computers and actuator control units via a Mil Std
1553 B data bus.

(b) Actuator control integrated into flight control computers.

(c)} Actuator control units and flight control computers bhoth located in the avionics bay.

Estimated values of size, weight, and power consumption, taking solution (a) as a
reference, are shown in the table below:

Solution Size Weight Power
a 1 1 1
b 0,75 1,09 0,81 4
c 0,88 1,12 1,02

Solution (a) turns out to have the lowest weight. In this case, using a data bus
saves more weight than would be achieved by higher system integration. However, the
reliability of the actuator control units is reduced, because they are installed in an
unconditioned area of the aircraft. If for the actuator control units special cooling is
provided or high temperature resistant electronics is used, the development and produc-
tion costs go up. With respect to size and power consumption, the integrated solution
(b) is the best.

Generally speaking, system integration offers:
® Reduction of size, weight and power consumption.
° Better testability.
On the other hand, a modular structurc offers:
Less expensive spare parts
® Changing LRU's is casier due to smaller weight.
® Higher flexibility for modifications.
Inertial scnsors are required for flight control, navigation, and weapon delivery.
However, flight control requires body angular rates and translational accclerations

from redundant sensors, whilst navigation requires position and velocity data with high
accuracy. Therefore, present aircraft have rate gyros and accelerometers for flight con-

trol and inortial navigation systems for navigation and wecapon delivery (Fig. 1.1 a).

Strap-down inertial srnsors with digital data processing provide hath, bhody rates and
accnlerations for flight control and sufficient accuracy for naviqation. So, these multi-
function sensors can be used to supply the flight control system and the avionics systen
with the necesaary sensor signals, therchy reducing weiqght and volume (Fig. 1.1 b).,
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The leadless chip carrier technique on ceramic multilayer cards offers: .
. y
.° Improved reliability due to small temperature differences because of excellent heat »
conduction,
° Higher clock frequency, ) ]
° Less space required compared to conventional Dual In-Line Package (DIP) components. o d

13 :
4
Air data are required for flight control, air intake control, propulsion control, B
and cockpit instrumentation (Fig. 1.1 a). An integrated air data system, which asupplies
all aircraft systems with the necessary data, again helps to reduce weight and size
(Fig. 1.1 b). .
-
The introduction of advanced electronics technology offers a number of advantages. [ ]
A reduction of power consumption is achieved with: - R

VLSI standard processors and peripheral components,
Programmable Array Logic and C-MOS Gate Arrays,
® Fiber optical links.

In particular, C-MOS Gate Arrays offer:

Less components and scldering points because of high complexity circuits.

Less power, less cooling air and improved reliability because of low power dissipation,
Higher clock frequency,

Reduced development costs by application of Computer Aided Design (CAD),

Reduced modification costs.

Standardization of interfaces (e. g. Mil Std 1553 B), modules (e. g. power supply
units), and components {e. g. receivers) helps to simplify system modification.

The computing power (throughput, memory) and the interfaces should have a certain
percentage of growth potential to allow for small modifications without a complete hard-
ware redesign.

Self-test, i. e. continuous and interruptive built-in test, has the task to detect
and isolate failures prior to and during flight to ensure flight safety and tc identify
and locate failures to support maintenance.

To be operationally cost-effective, the pre-flight test shall fulfill the following
requirements:

° short duration of test,
° Minimum pilot's participation during test,
° Minimum movement of control surfaces during test,
° Avoid nuisance No-Go indications. i

Failures identified by the continuous monitoring shall be either indicated on a main-
tenance panel or recorded on a maintenance recorder. Only relevant failures shall be
stored to avoid unnecessary maintenance activity.

The first line test on the aircraft shall be capable of identifying and locating
failures down to card/module level rather than LRU level. The advantage of this is that,
after the defective LRU has been removed from the aircraft, there is no additional test
necessary to identify the defective module. This reduces test time and test equipment.

The equipment shall be installed in the ajircraft in such a way that the maintenance
crew has easy access to it for inspection and LRU replacement during turn-around.

Sufficient burn-in shall be applied to have a good selection of components and achiecve
high reliability. Improved reliability means reduced defect rate, higher equipment availa-
bility and cost savings because of:

* Less frequent testing for identification and location of defects and proving of sccvic.- T

ability after repair, D
° Less frequent changing and repair of defective equipment. oo
®* Less spares required. .

1.4 DESIGN AND TEST TOOLS

The increasing requirements on flight control and the proarcssing integration with
other aircraft systems make flight control systems for modcrn fighter ailrcraft more and
more complex. This requires that computerized methods and tools are used to support the
design, test, documentation, configuration control, and project manaaqement in order to
minimize design errors and reduce development time and costs.

Examples of design methods are:

® Structured Analysls
° Modular Design
° Puscudo~Cnde
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Structured Analysis supports the design by means of a complete and consistent system
model. Modular Design cuts the system down to small and transparent units. Pseudo~Code
provides an easy-to-understand description of the system functions.

Software integrity is a pre-requisite for flight release of a digital flight control
system. One possibility for verification and validation of flight control software is to
use another computer with dissimilar software for a comparison test. This method has
successfully been used to test the software of a digital autopilot. For this purpose a
Cross-Software Test-System was developed with a test computer, that contains a software
model of the autopilot as well as a stimulation and evaluation program. The test is
fully automated.

2. HYDRAULIC ACTUATION SYSTEM
2.1 LIFE CYCLE COSTS

The life cycle cost shown in Fig. 2.1A is comprised of:
° Development Costs
° Manufacturing Costs
° Maintenance and Operational Costs

The development cost constitutes approximately 10 %, the manufacturing cost 20 % and
the maintenance and operational cost 70 % of the total life cycle cost. This makes it
understandable that an attempt should be made to invest more in development and less in
maintenance and operational costs whenever possible.

To this end, the following points should be kept well in mind:

Sophisticated, straight-forward design philosophy involving simple solutions (no elabo-
rate hardware}.

Modular design, the modularity striving toward common building blocks for the various
actuation systema.

Easy access to components to facilitate maintenance.
Common actuation systems for the various control surfaces whenever possible.
Automatic failure diagnosis using built-in test (BITE).

Extension of life time by replacing modules only upon a condition involving defects
(conditional maintenance).

Easy alignment procedure for remounting overhauled equipment.

A further aspect increasing the life cycle cost involve indirect costs which may be
reduced by:

° Constructive designs that minimize wear, or fatigue behaviour.
° Automatic test procedures (BITE) that do not evoke unnecessary wear.
* Minimizing the scope of inspection procedures for periodic maintenance.
* Low commitment of manpower in the maintenance effort.

To give an overall view, Fig. 2.1B shows how the life-cycle cost of maintenance and
operation is distributed throughout all equipments in a fighter aircraft. 50 % of all
costs involve the flight control and avionics systems.

2.2 FLIGHT SAFETY COSTS

Flight safety can only be achieved by high levels of redundancy which includes mul-
tiple channels, identical in technological design and having static and dynamic charac-

teristics within close tolerances to achieve low monitoring threcsholds. The close tolerarn-

ces drive the costs upward; therefore, specified tolerances must not be specified any
closer than absolutely necessary to ensure flight safety with rvespect to the transient
behaviour of the atrcraft after channel fallures.

Simplified dissimilar backup channels should be envisaaed and allowance made €or de-

graded performance. The failure philosophy should establish"oncenti1al” arl "non-essential”
control surface combinations. The essential surface combination provides a fly-home capn
bility and has a fafl-opeorate/fatl-operate failure charactoristic. The non-essential sur-

faces have fatl-safe only.

The f11ght control aystem muat be capable of being "resct® by the pilot after
ontenaible fallurea in order to counteract nufgsance monitor trtp which rever can he
Pletely avobdoed Inoa ot effect e deign.
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2.3 MISSION RELIABILITY COSTS R

o

Reducing the costs of flight safety influences the mission reliability. Mission relia- R
bility should not be overemphasized since many missions can be completed without full ’
aircraft performance capability. The cost of an aborted mission should be carefully
weighed against the costs of increasing the redundancy level to maintain full perfor-
mance of the flight control system after failures. It is the opinion here that flight
safety combined in a fly-home capability provides acceptable mission reliability. No
extra costs should be accepted in this area with respect to flight control.

2.4 COMBINATION-CONTROL-SURFACE CONCEPT

A combination-control-surface concept divides the control surfaces into essential
and non-essential groups. The essential group of surfaces is necessary to provide a
A fly-home capability after failure in one of the non-essential surfaces. As already
4 mentioned above, the essential surfaces have fail-operate/fail-operate failure
characteristics while the non-essential ones have fail-safe only. Fail-safe is accom-
plished by switching the actuator to heavily damped ("slugged") operation whereby
the chambers on each side of the actuator piston are connected together via a re-

L e stricted oil passage. A combination-control-surface concept is illustrated in Fig.
3 ’ i 2.4 A.
l The simplexed non-essential control surfaces offer large savings with respect to cost )

. and weight for both the actuation as well as the hydraulic-supply system. Only the mis-
. sion reliability may decrease as a result of these savings. However, repeating what has
- been said, many missions do not require high performance in maneuvering in order to be
- completed.

. 2.5 REDUNDANCY CONCEPT

Fig. 2.5A shows a redundancy concept comprised of essential and non-essential surfa- )
ces. The essential surfaces have quadruplex technology for the actuation systems and
associated signal processing. The non-essential surfaces have duplex technology to meet
the safety requirements mentioned in 2.2. As an option, a mechanical backup is drawn in
dashed lines to the essential surfaces in the event that dissimilar redundancy is con-
sidered prudent for possible total failure of the quadruplexed sensor information pro-
cessing system. S

The rudder control is not considered to be absolutely essential for croscswind lan- -
dings up to moderate wind velocities and therefore the backup option is omitted. The )
touchdown maneuver may be somewhat rough, but the aircraft can be succesfully landed
under emergency conditions.

Fig. 2.5B shows a cost-effective redundancy arrangemcnt for a hydraulic supply systen.
The system is designed to give fail-operate/fail-operatc characteristics’for feeding the
essential control surface actuators. Two of the three hydraulic circuits supplied by each
of the two pumps are used to supply the flight control surface actuators. The non-esscn-
tial control surface actuators are connected such as to balance flow rates as far as =
possible. )

An auxiliary drive is shown as an option. With regard to installing auxiliary powecr
drives, it is the opinion here that the probability of a double flame-out of the enginecs .
must be carefully weighed against the costs and loss of aircraft performance through LT

weight penalties. F
Fig. 2.5C shows an installation schematic of the supply system depicted in Fig. 2.57. ’
It should be noted that the long hydraulic lines (most cxposed to failure) supply the )
non-essential surfaces. These lines need only to be simplexed. L
2.6 ACTUATOR SYSTEM DESIGN '_"_;
Fig. 2.6A shows how criteria from aerodynamical and flight mechanical consideraticns ::f:
in addition to the required reliability and safety are introduced into the design ot .o R
actuation system, .
Fig. 2.6B shows a schematic system diagram of a two-servo valve actuation system. “he ]
. a two servo valves work independently upon the control valve. The control valve assumes a
' "force-fighting" position from the two scrvo-valve commands and controls the hydraulic
flow rate to the main ram (actuator). The feedback signals for the actuation system are
the control valve position (ram rate) used for damping and the main ram position itself.

These positions modulate a carrier frequency (3 few kHz) and after demodulation and A/D
conversion, the signals are processed in the sensor information procensing system asse- -
clated with the control surface actuation for a cost-effective desiagn. .

Fig. 2.6C shows a drawing of the above described actuation system excluding the in- L
formation processing. Also, the fail-safe bypass valve for "sluqgqed” operation in the .
fail-safe condition 18 not required for esgcential surfaces. Paflure detectton in the men - ’
toring system is accomplished by detecting excessive transient excuarasions from a softwar.
modeled servo system. After a fatlure in one of the scrvo-valve contiol loops, the au-

sociated l1st-gtaqge bypass valve opens, thus isolating the defective servo-valve. One hal
of the contrnl valve drive is thereby disabled (bypass operation) while the other halt
continucs to operate. The overall perfoarmance of the actuation cpetem o hardly aftectoed,
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Fig. 2.6D shows a detailed drawing of the servo valves depicted in Figs. 2.6B and
2,.6C and the interface to the information processing system. The mounting of the servo

valves to the ram assembly is also shown. Upon failure of one of the four signal chan-
hels, the valve continues to operate since the electromagnetic force summation of the
remaining three channels keeps the valve performance within the tolerance level of the
monitoring system.

Pig. 2.6E shows a cost-effective variant of the actuation system described. Here, the
hydraulic intermediate stage driving the control valve has been eliminated. Thus, the
associated serve-valves which sum relatively low electro-magnetic forces tq drive the
intermediate stage have also been eliminated.

This direct-drive serxvo actuator design assumes that the manufacturing tolerances of
the control valve are such that jamming is highly improbable. Also, the electronic
driving stages now envisaged produce sufficient magnetic forces in the driving coils to
guarantee safe operation.

Fig. 2.6F shows an actuator design from NATIONAL WATER using a direct-drive control
valve.

3. CONCLUSIONS

As was shown above, the various design features influence the costs in a positive or
negative sense during the different phases of the system life-cycle. So, a cost-effective
design can only be achieved with trade-off studies.

The size, weight and power consumption of a system can be reduced by using advanced
technology components. The benefit gained from this has to be balanced against the higher
price for these components.

There is an interactive relationship between the development phase and the oper-
ational phase. Increased development effort to improve reliability, maintainability and
testability of the system helps to save costs during the in-service phase. Experience
indicates, that the costs invested into development, production and maintenance of a
system are related to each other as 1 : 3 : 10, If it were possible, for example, by
increasing the development effort by 20 & to reduce maintenance costs by the same per-
centage, absolute life~cycle costs would significantly be cut down. This indicates, in
which direction we have to move in order to get closer towards a cost-effective design.
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ANALYSE COMBINATOIRE PERFORMANCES/COUTS
D'UN SYSTEME AUTONOME DE NAVIGATION POUR AERONEFS

par
P. LLORET, G. LAVOIPIERRE
SAGENMN
6, avenue d'léna
75783 PARIS CEDEX 16
(présenté eu 39&me Symposium AGARD en Octobre 1984 & CESME - TURQUIE)

RESUMNE

Cet article propose une wéthode simple pour aider les
concepteurs de systédme de navigation esutonome pour avion
dans le choix d'une golution optimale du point de vue de
la performance et du colt. Le méthode proposée s'appuie
sur le catalogue des performances des systémes de naviga-
tion par inertie et sur des rdgles originales reliant le
prix et la performance ou le volume du syst®me considéré.

L'analyse combinatoire proposée exploite ces données de
performances et de colit en comparant le colt d'un systidme
de navigation inertielle considéré comme référence aux
colGts de sgolutions regroupant wune solution inertietle
moins performante et un ou plusieurs capteurs d'appoint.

Pour illustrer cette méthode, on présente un exemple
intéressant : celui de la navigation d'un hélicoptare de
combat.

1. INTRODUCTION

Un systdme de navigation aeutonome, aussi simple soit-il, utilfse la gyroscopie
comme référence d'orientation de ses calculs d'estime. Et c'est le plus souvent la qua-
l1ité de cette fonction gyroscopique qui constitue le facteur clé, & la fois pour les
performances obtenues, et pour le colOt résultant. Les progrés de la navigstion iner-
tielle ont mis & la disposition des "systémiers" un outil qui peut pratiquement appor-
ter une solution compldte 3 tout probldme de navigation autonome. Mais les considéra-
tions de colt conduisent & différer le plus longtemps possible le recours & cette
"panacée”, et b essayer de se satisfaire de systimes gyroscopiques moins performants,
mais "aidés" par d'autres références de navigation : essentiellement le cap magnétique
et le radar Doppler. Entre le navigetion inertielle la plus performante (typiquement,
0,1 & 0,3 Nm/h) et le navigation d 1l'estime la plus rustique, la qualité de la gyros-
copie varie de plus de deux ordres de grendeur, ce qui ne se refldte pas en totalité au
niveau des prix, heureusement. L'objet de cette présentation est d'apporter des élé-
ments quantitatifs et logiques sur les rapports qui existent entre les spécifications
de performaences de l'utilisateur, et le prix du systdme de navigation autonome optimal
qui répond 3 ces spécificetions. Ces considérations se fondent sur les technologies qui
constituent "1'état de l'art” en ce milieu des ennées 1980.

2. DOMAINE COUVERT PAR CETTE PRESENTATION, ET APPROCHE ADOPYFE

Dans cette présentation, an met principalement 1'uircent gur lrn gysteémes de nava -
gation & 1'estime (dont la navigation inertielle conatitue le "haut de qamme"), sann

écarter cependant le cas de balisages radiocélectriques ou nptiques externes & 1'aéro-

nef. En particulier, on traite duy cas de "navigation relative” que constitue une navi-

gation A l'estime se déroulant entre deux recalages. L«ca rapteures qui entrent en jen R
sont dJdonc qyroscopiques et accélérométriquesn, d'une part, ot capteurs de vitease of )
route/cap, de 1'autre (radar Doppler ou anémométrie, cnp magnétique) pour ce qui esat t..

des moyens asutonomes, et GPS NAVSTAR, OMEGA, VOR-DMf, TALAK, ot recalages optiques,
comme aides b une navigatian non autonome. !

la démorche générale de la préaentation eat Ta saivante

- pour tout nystdme do aavigation convenablement apdeafid (ot on taurnil un caneva
pour afder 'utilisateur & fafire "convenabloment? cette npéeificntion), 11 exinte e
nolution fnertielle pure rdpondant au probldme . moba rdpatde “trap chdee” et devnn
Faite T'abjet de proponitiong de remplacement,
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- ces solutions de remplacement sont recherchées sous la forme d'une "fonction iner-
tielle" sussi dégradée que possible, mais "aidée" psr des cspteurs d' "appoint"”,

- faisant alors le bilan du coGt réduit que représente le passage & une "fonction iner-
tielle dégradée”, et le colt accru que représente 1'adjonction de "capteurs d'ap-~
point”, on essaie d'évaluer le bénéfice global,

- cette démarche, supposée s'effectuer de fagon itérative entre "client" et “"fournis-

seur" (reprise des spécifications, etc), doit asider & déterminer une solution opti-
male du point de vue performance/colt.

3. ELEMENT DE BASE : LA PANOPLIE DES SOLUTIONS INERVIELLES

Le tableau est un tebleau & double entrée ol chaque colonne (repérée de A & E)
représente une "classe de performence” de référence inertielle. La premidre ligne de
chaque colonne rappelle le domaine de performance exprimé en erreur de position (milles
nautiques par heure & 1 sigma). On voit que seule le partie centrale du "spectre" des
performences possibles a été retenue puisque :

- il existe des centrasles inertielles trois fois plus précises que celles de la "classe
A" dont fait état le tableasu,

- 3 1l'autre extr@me, il existe des systémes gyroscopiques beaucoup moins performants
que les 30 NM/h dont il est fait état pour la "classe E".

Cependant, le tebleau tel qu'il est couvre la grande majorité des cas usuels, et
évite une trop grande complexité.

Dans les lignes 2 & 7, on liste lea performances qu'i)l est souhaitable de spéci-
fier pour tout systdme de nevigation aeutonome, outre la précision de navigetion expri-
mée en milles nautiques par heure. C'est 2 ce niveau que doit intervenir un "guide du
client” pour aider & la spécification. En bref :

La ligne I spécifie l'erreur de position absolue (coordonndes terrestres) & long
terme souhaitée pour le systéme de navigation. Ce systéme pourreit par exemple 8tre 3
erreur bornée dans le temps, mais trds bruitée & court terme. On exprimerait alors dans
la ligne 1, & 1la fois la hauteur du bruit tolérée, et la durée de la mission (supposée
durer au moins 1 heure, puisqu'an s'exprime en Nm/h, et que la précision & moyen et
court terme est traitée aux lignes suivaentes).

La ligne 2 spécifie l'erreur de position absolue (et éventuellement relative) en
pourcentage de le distance parcourue. C'est une notion qui couvre & le fois les aspects
"long" et "moyen terme" de la navigation, pour un aéronef qui se déplace & une vitesse
suffisante (tous aéronefs & voilure fixe, ainsi que la partie "en route" des missions
des aéronefs & voilure tournante). Ainsi, pour une centrale inertielle de “clesse A",
qui accumule en une heure une erreur de 0,3 Nm/h et un déplacement de 300 & 600 Nm,
l'erreur relative pourra varier de 0,3/600 = 0,05 % & 0,3/300 = 0,1 % de la distance
parcourue.

Mota : on remarquera que par repport & l'exemple numérique ci-dessus, le tablesu (ligne
2, colonne A) fait apperasitre une mejoration par un facteur 2. Ceci rend compte de
1'aspect "moyen terme" de la performance : sur une demi-heure ou un quart d'heure, la
vitesse inertielle est plus "bruitde” que son intégrale exprimée en Nm/h

Le _ligne 3 spécifie l'erreur de position relstive A court terme, exprimée en
métres par qusrt d'heure. C'est une notion qui s'applique principalement aux hélicop-
téres dans la phase "tactique" de leur mission (déplacements lents).

La ligne 4 spécifie l'erreur de vitesse /sol inatantanée. On notera par exemple
que pour un systadme de "classe A", cette erreur n'est pas une simple conversion des
Nm/h en m/s. En effet, 0,3 Nm/h = 0,15 m/s, alors que c'est une valeur de 0,4 m/8 qui
figure dans cette colonne. Ceci rend compte du "bruit de vitesse", de plus en plus
"incompressible” & mesure qu'on augmente les performances des centrales inertielles.
Noter que cette ligne traite principalement de l'erreur sur le module de la vitesse,
l'erreur sur se direction (1'erreur de route) figurant & la ligne suivante.

La ligne 5 spécifie l'erreur de route instaentanée, notion applicable surtout aux
aéronefs & voilure fixe, ou & voilure tournente mais dans s phase "en route® de leur
mission.

Le ligne 6 epécifie l'erreur du cap instantanéd. Bien qu'il s'agisse d'un para-
mdtre de pilotage, et non de navigstion, i1 est mentionnd en tant que "sous produit”
possible et spécifiable d'un systdme de navigetion.

La ligne 7 spécifie 1'erreur d'attitude inatantande. (A ecncore, il s'aglit d'une
paramdire de pilotage qui peut Btre offert "en prime" par un naystdme de navigaticen
(c'est méme 1'un des principaux intéréte d'une centrale inertielle de nualité).

Comma i) n ALé dit, spécifier correctement cns 7 parambtren enl une theche pour
laquallie le “clirct" mérite d'8trn aldé par la fourninscur potentiel,
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Le tableau 2 double entrée étant ainsi défini, on a placé dans checune de ses S
: cases la veleur typique (ou la plage des valeurs typiques) & laquelle on peut s'atten- .
N dre pour une centrale inertielle pure de la classe considérée (A a E). En d'eutres S

termes, les chiffres qui figurent dens une colonne donnée asont cohérents entre eux pour
une centrele inertielle de la classe considérée. Ce qui ne signifie pas que l'utilisa-
teur potentiel ne peut fournir de spécifications que dans une seule colonne. Au con-
treire, certaines veleurs sapécifiées vont apparattre comme étsnt plus contraignantes
que d'asutres, et c'est de cette constatastion que partirs le tentetive d'optimisation
(qui consiste, rappelons-le, & remplacer de la "gyroscopie chere" par de le gyroscopie

i N,

.
oS

- moins chdre mais aidée, si possible, et voir en fin de compte si on qagne au change). - f”
: Frd
4. ANALYSE DES PERFORMANCES €T S SOLUYIONS TVECHNIQUES ASSOCIEES L 1

- 4.) PERFORMANCES SPECIFJABLES, €V POSITIONS DE REPLI (figures 1 et 2)

Une premjidre lecture du tebleau peut se faire comme suit :

- dans les colonnes de gauche (en gros, A, ,C), on trouve des performances rela- 4

tivement élevées qui correspondront vraisemblablement & 1'objectif poursuivi 4

; par le client. Ce sont les “"performances spécifiables". 1
-~ dans les colonnes de droite (en gros, D,E), on trouve des performences relati- 1

. vement basses que le client demandera rarement en tant Qque telles, mais dont R
- "il pourra se contenter" (position de repli) si on lui démontre qu'avec }'aide 4
o de capteurs d'appoint, on peut pssser d'une centrale inertielle de classe o
o élevée b une centrale de classe plus fsible (et idéalement, le plus faible r
. possible, pour des reisona de colt). 1
i Plus précisément le répartition suivente est tres probable : - 1
o Perfurmances spécifiables : : :4
-j Colonne A et colonne B entidkres ':~£4
.. Colonne C & l'exception de C} éventuellement -

Cases D6 et D7

Performances “de repli”:

Colonne E entidre
Cases D1, D2, D3, D4,

4.2 PERFORMANCES SPECIFIABLES WECESSITANT UNE CENTRALE INCRTIELLE .(iqure 3

5i, dans le tableau, le client spécifie une ou plusieurs des “"ceases” que nous
ellons lister ci-aprés, il spécifie du meme coup un systéme inertiel de la classe dv
performance correspondant & le colonne cochée, sans qu'il v ait d'alternative possible.
Les raisons n'en sont cependant pes toujours les mdmes :

Cases 4A, 5A, 5B, 5C, 6A, 6B, 7A, 78, 7C -

. . Dans chacun de ces cas, la centrale inertielle ent e seul capteur 8 pouvor:
- fournir le paramdtre avec la précision indiquée. Plus pré. 19fment

N 4 A : tout radar Doppler est trop bruité pour pouvoir fouinir une vitesse instantané. B
D eunsi lisse ; la centrale inertielle est indispensable, ne serait-ce que pour
e "lisser" le Doppler. - <
' 5A, 58, 5C : la centrale inertielle eat la seule référini de routr b bord; & défaut, i
on peut utiliser une référence de cap, mnis en taisant 1'hypothdae d'un
sngle de dérive nul, ce qui pent occasinnner une erreur conséquente .t
S probablement méme supérieure d la valeur qui se trouve dans la case 50,
T qu'on pourrait alors rattecher aux précédentes’,
. 6A, 6B 1 pour le cap (géographique), le seule altrrnative & 1a centrale inertielle eat - -4
' un cep gyromagnétique, dont la précision (en termes de cap géographinque) R

n'atteindre pas mieux que le degré.

JA, 78, 7C s pour une précision d'attitude meilleure nue 0,5°, il n'v & pas d'alternn-
tive aux centrales inertiellen.

4.3 SOLUTIONS DE RFPLI SORVANT DU CADRE D'UNE NAVIGATION AUTONOME (figure &) -

Parmi les performances qu'on peut apécifier A 1'aide du tableau, il en est qu»
peuvant ftre atteintes autrement gu'avec une navigution autonome t ce dera eanentielic
= ment avoe 1'afde d'une radiolocalination ou d'unn localtsation par voie optique. It n
ont winnl pour len lignea 1, 2 ot 3 du tablesa, In nffet
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Ligne 1 : 8i on se contente de spécifier une précision de position, un moyen de radio-
localisation, ou de recslage optique, pourrs toujours faire Jl'affaire.
Certes, des aides du type VOR-DME ou OMEGA auront des difficultés & garantir
une précision équivalente & celle des centrales inertielles de classe A, B
(ou méme C) sur des durées de mission de une A quelques heures. Mais on
pourra alors songer au GPS NAVSTAR ou aux recalages optiques. Donc, pour une
spécification située sur cette ligne, on peut toujours trouver une solution
autre qu'sutonome, meis qui sort par conséquent du cadre de la présente
étude.

Ligne 3 : méme situation, globalement, que pour la ligne 1. Noter que la précision de
200 me&tres sur 15 minutes est déjad difficile & obtenir avec les meilleures
aides radioélectriques & le navigation (GPS NAVSTAR en accés "tous utilise-
teurs").

Ligne 2 : pourrait B8tre assimilée aux deux lignes précédentes, 3 ceci pre2s que la spé-
cification en % de le distance parcourue favorise les solutions inertielles,
car elle est draconienne pour les aides radioélectriques bruitées & court
terme. S5i on veut réellewent spécifier des précisions en % de la distance
parcourve, il est beaucoup de cas oU la seule solution est inertielle (ne
gserait-ce que parce qu'un angle de route précis est nécessaire).

4.4 PERFORMANCES POUVANYT ETRE SATISFAITES SANS CENTRALE INERTIELLE (figure 5)

Ce sont essentiellement celles des colonnes D et E du tablesu. En d'autres
termes, ce que peuvent procurer les centrsles inertielles de bas de gamme peut aussi
&tre obtenu par d'asutres moyens. Par exemple :

Cap et attitude instantanés (lignes 6 et 7) : au niveau de performances de 2° (case D6)
2 7* (case E6) en cap, ou de 1° (cese D7) a 3° (case E7) en attitude, les gyroscopes
directionnels et de verticale répondent 3 la question.

Route instantanée (ligne 5) : au niveau de performances de 7° & 20° (case ES) en route
instantanée, assimiler route et csp (obtenu par référence magnétique) répond & la ques-
tion. Ce qui est déjd beaucoup plus sujet 2 caution pour une précision de 2° & 7° (case
D5).

Vitesse/sol ingtantanée (ligne 4) : pratiguement toutes les perfurmances de la ligne &
peuvent &tre apportées per un redar Doppler, & 1'exception des 0,4 m/s de la case A4,
et ceci plus pour des raisons de bruit 3 court terme du radar Doppler, que d'erreur
moyenne de ce dernier (nécessité d'un lissage inertiel). En ocutre, cette ligne ne
concerne que le module de le vitesse, ce qui est rarement utile sans information de
route (ligne 5) ol on retrouve le besoin d'une centrale inertielle.

Pogition relstjve & court terme (ligne 3) : & partir de la performance 1800m /
15 minutes {colonnes C,D,E), un systdme de type radar Doppler + cap gyromagnétique est
suffisant.

Précision de position & moyen terme (ligne 2) : seules les performances des calonnes D
et £ (donc, plus de 3 % de la distance parcourue) peuvent Btre atteintes sans risque
par des moyens non inertiels mais autonomes (Doppler plus cap gyromagnétique). La per-
formence €2 (1 & 2 % de la distance parcourue) n'est obtenue que marginalement, car
elle est tres exigeante pour le cap gyromagnétique utilisé en capteur de cap géograph-
ique (edjonction de la déclinaiscn magnétique, perturbations magnétiques diverses etc).

Précision de positjon & long terme (ligne 1) : si on reate dans le domaine de la navi-
gation eutonome, seule la performance El (30 Nm/h) et marqginnlement la D1 (10 Nm/h)
peuvent &tre obtenues par des moyens non inertiels

4.5 RAPPEL DES CAS MARGINAUX

Ce rappel est intéressant car il situe la ligne dr partnqge des perfarmances entre
solutions inertielles et non-inertielles, et marque donc une "ligne de front" dans la
bataille pour 1'optimisation du rapport performances / prix. Ainsi, il epparalt que le
besoin d'une centrele inertielle commence & se faire sentir quand on en errive & deman-
der des performances égales ou supérieures & :

- 10 Nm/h en précision de le position absolue 3 long terme,

-1 a2 % d'erreur de position relative & la distence parcourue,

- 600 m d'erreur de position relative pour 15 minutes de mianion dann une zone tactique
de dimensions limitéesn,

et, en ce qul concerne les paramdtres de pilotage :

- 2° 8 7° pour 1a précision de la route inntantande,
- 1° sur la prdacision du cap inatentand,
- (1,5% aur lo prdcisfon da 1'attitude Inmtantande.
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3.5 -
A.6 PERFORMANCES SPECIFIABLES POUVANY EYRE ATVEINTES, SOIT EN “"INERTIE PURE™, SOIT EN "7:
“INERVIE DEGRADEE AIDEE® (figure 6) }

On liste ci-aprds les "cas de base" (inertie pure) et les solutions de repli pos- .
sibles, en se référant aux cases du tableau. Ainsi, par exemple, la case Al (0,3 Nm/h) -
affiche une performance qui peut Btre stteinte en inertie pure, mais égslement svec un .
GPS filtré par une centrale inertielle de classe E, ou par des recalsges optiques aver o
interpoletion assurée par centrale inertielle de classe C ou D. On notera ceci : Lo

Al —cmem > « GPS + E
ou * Optique + C (ou D) et de méme:
Bl ----~ > * OMEGA ou VOR/DME ou TACAN + E

ou * Optique + C (ou D)

Cl ----<> * OMEGA ou VOR/DME ou TACAN + "F"
ou * Optique + D

Dl : rappel : * marginalement réalisable par Doppler + cap gyromasgnétique
* peu demandé en tant que “"spécificetion positive"

m@&me pour la ligne 2 :

AH""..,
0,
<
(1]

f A2 w-enod> * GPS + C (ou D)

- ou * Optique + 8

g .
- B2 ----- > * Doppler + C ..

ou * Doppler + optique + D (ou E)

C2 ----- > * Doppler + D
ou * Doppler + optique + E

ou (rappel) : marginalement réalisable avec Doppler + cap gyromagnétique

De mé&me pour la ligne 3 :

A3 —---- > * GPS + € -
ou * Optique + C (ou D) c.
B3 ~——-- > * GPS + E e

ou * DOptique + C (ou D)
ou (reppel) : marginalement réslisable avec Doppler + cap gyromagnétique.

4.7 RECAPITULATION DE | 'ANALYSE COMBINAYOIRE DFS PERFORMANCES REALISEE CI-DESSUS

1. Dans le tableau, on @ recensé les paramdtres de performances spécifiahles (lignes)
et leurs ordres de grandeur numériques pour le ces ol on se propose de les obtenir
en inertie pure. Le tebleau permet donc, en pointant les cases correspondant aux . e
performances demandées, de savoir quelle classe de centralc (notée de A b E) serait
nécessaire pour obtenir en inertie pure lesdites performances.

2. Dens le § 4.2 (ci-dessus), on a recensé celles de ces perfaormances qui, de tout:
fagon, ne peuvent 2tre obtenues qu'en inertie pure (pas de "solution de repli"). R

3. Dans le § 4.3 (ci-dessus), on a recensé celles des perfermances qui peuvent Btre
atteintes en recourant 3 des aides & la navigation externes (non autonomiel). '
s'agit donc d'un sous-ensemble du groupe de performances pour lesquelles on peo
envisager une "solution de repli™ eutre qu'inertielle.

4, Dans le § 4.4 (ci-dessus), on 8 recensé celleus des performances qui peuvent Atr.
atteintes sans recours d une centrale inertielle, et dans le paraqgraphe suivunt % o
4.5), on n passé en revue les "performances marqginales” A partir desquelles 1'intr~- L

duction d'une centrale inertielle commence 3 se faire sentir. S

5. Enfin, dans le § 4.6 (ci-dessus), on a recensé celles den performances qui peuve: ! 'th

8tre atteintes, soit en inertie pure, soit en "inertiec déqgradée nidée", ce qui denne
alors matidre & compromis et optimisation. o
A cette combinatoire des performances, il faut maintenant ajouter la combinatoir-

des colits correapondants, objet des paragraphes suivants.

S. COUT DFS CENTRALES INERTIELLES EN FONCTICN DE LFURS PERILORMANCES

Lea conaidérations qui suivent s'appuient sur une certaine connaissance den pray
de marché qui, & long terme, refldtent les colita "physiquea™. On n'n done pea eusave oo
procédder de manitre analytique, en examinant le contenu des ayatdmea et les technnle
gien en cauase, Mala cesa considérationn trchnologiquen aont englobdea ot sonn-fnoent .
dana la préacntation qui eat faite des clasaecn do performancea den centralen inertic) .
len. Par exenple 1 .
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~ pour les centrales de classe A, on sait que les plates-formes & Qyroscopes accordés ;4‘
. ) de haute précision, ou avec gyroscopes & suspension électrique, répondent a 1la T d
E - question, pour un certain prix de marché. C'est ce prix de marché qui a été évalué, EENRY
sans qu'on cherche ici & savoir leaquelle des deux solutions l'atteint... avec le - d
wmeilleur profit pour le fournisseur. -

'

- pour les centrales de clesse B, on sait que les plates-formes 2 gyroscopes accordés,
ou les centrales & gyrolasers, répondent & la question. LA encore, on connait un prix
de marché, qui couvre les deux cas de te:hnologie pour )'usage que nous avons 3 en
faire.

- les centrales du groupe L peuvent Btre & plate-forme avec gyroscopes accordés, ou
"strap-down" 3 gyroscopes accordés, ou gyroleser de périmdtre réduit etc. Le prix de
marché correspondant & cette classe de centrales a été par définition posé égal & 1,
dens la mesure ol il représente le "cas central" du tableeu et de la gamme de perfor- ]
mances qu'ijil représente. Donc :

L'unité de colOt utilisée pour le suite de la présentation est le colt d'une centrale

inertielle de "clamse C" selon la définition du tableau. o
) . - les centrales des groupes D et £ sont en fait plutdt des systdémes gyroscopiques de R
relativement basses performances, auxquels on ne demande pas vraiment un fonctionne-
ment autonome, mais plutbt une fonction de lissage ou d'interpolation entre rece- - b
S lages. Le tableau mentionne néanmoins leurs "performances fictives" en inertie pure. ' i
-
- Ayant ainsi fixé 1'étalon de colt comme étant celui d'une centrale de classe C, ]
3 le premier pas consiste & trouver une formule donnant le colit relatif des centrales de -
- classes A, B (colGt > 1) et D, E (coltt < 1). En posant que : . :
. - (Nm/hg) = 3 (milles nautiques par heure) = précision de la centrale de classe C {:r_’
- . - (Nn/hg = précision en Nm/h de la centresle dont on veut connaltre le colt L4
' - Co = 1 = colt de la centrale de classe C '
- - C = colbt de la centrale définie par son paramdtre de précision (Nm/h) f~_:]
i Nous proposons la formule suivante ) :.:

C/Co (= /1 =€) = [(Nm/hg)/(Nm/h)] X

avec x compris entre 0,30 et 0,35

Le tableau qui suit donne les valeurs numériques pour deux veleurs extrémes et
une valeur médiane de x, & titre de "jeu d'essai" :

| CLASSE DE PERFORMANCE | A | B | c | D | E |
= T o S e et Rtati T R
i e e e
e e VSl Rt et harepta
S e T Y v

L'idée qui se dégage de ce tableau, c'est que lorsqu'on augmente les performances d'un
demi ordre de grandeur (fecteur de l'ordre de 3), les colits sont augmentés de 40 %
environ. Pour gagner un ordre de grandeur (facteur 10), il faut plus que doubler le
colt. Certes, cette loi du type (log 8) = k.{(log h) n'a rien de physique, mais elle
rend approximativement compte d'une relation colt/performance sur 1'étendue de deux
décedes (facteur 100 sur les performances). Et elle rappelle par willeurs les lois de
Wright qui s'appliquent aux décroissances de colit de production en fonction du rang (le
colt est multiplié par x < 1 chaque fois que le rang dnuble) et qui, bien que n'ayant
rien de physique, rendent néanmoins d'estimables services dans leas évaluations de
colts.

5.1 UTILISATION DIRECYE DE LA FORMULE COUT/PERFORMANCES POUR CENTRALES INERTIELLES

En regardant le tablesu du § 5 (ci-dessus), 1e apécificatear voit directement ce

qu'il en colite de spécifier une performance supéricure par cxemple d'un demi-ordre de
grandeur A ce qui eat strictement néceasaire. Utilinsant 1l tableaun, il eat aussi en
mesure de noter quel eat le paramdtre apdcifié qui eat "dimensjonnant" en matidre de
coGt (en d'autren termes, quel est le paramdtre "mencur“), et pourrn a'attacher & 1le
"faire rentrer dona le rang" pour pouvofir cheoisir une centrale de clanae inférieure.
Exemplo t nl au llew d'unn erraur de route instantacde de 0,20 & 0,7° (paramdtre
W9), la epdcificatour peut as contenter d'une précinlon comprine entre 0,78 ot 2°
(parambtra £5), Io coOt pannera do 1,88 A 1, co qui n'eut proda tont adglingeable,
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5.2 UTILISAY 0! A_FOR UT/PERFORMANCES POUR CENTRALES INERTIELLES,

UVILISATION COMBINEE DE LA FORMULE COUT/P
Y DES ALTERMATIVES "IMERTIE PURE/INERTIE AIDEE® DU § 4.

Prenons 1l'exemple de la spécification Al (0,3 Nm/h en position & long terme) qui
peut 8tre satisfsite, soit par une centrale inertielle de classe A, soit par le GPS
associé 3 une "centrale inertielle" de classe E. Le bilan de colit peut se felre de la
fagon suivante :

CoQt d'une centrale inertielle de classe A : 2,13
ColGt d'une centrale inertielle de classe E : 0,47
Crédit ("Economie réalisée") : 1,66

Débit : colOt global d'un équipement GPS (antenne, récepteur etc).

Evidemment, il s'agit 13 d'un exemple simpliste réduit & un seul paramdtre. En
réalité, il est probable qu‘on voudra spécifier, non seulement la position, mais eussi
la vitesse/sol (module) et la route. Ce qui a été dévelopoé précédemment permet de
procéder & ce genre d'itérations.

UN CAS D'ECOLE INTERESSANT : LA NAVIGATIQN DE L'HELICOPTERE DE_COMBAY

Le "portrait-type™ d'une spécificetion pour hélicoptdre de combat serait, dans le
langage codé que permet 1'utilisaetion du tableau :

C2 (navigation en route = 1% & 2% de ls distance parcourue)
B3 (navigation tactique 600m/15min) ou m&me deux fois mieux si possible (A3?)
B4 (vitesse/sol instantanée 1 m/s pour raisons autres que la navigation)

...et autres paremdtres moins déterminants pour notre exemple. A partir de cette spéci-
fication, on peut procéder comme suit :

1. §'il fallait procéder en inertie pure, il faudrait une centrele de classe B, dont le
collt est de l'ordre de 1,44. Ceci A caeuse de deux paramdtres (lignes 3 et 4 du
tableau).

2., Cependant, on sait que le paramdtre N° 3 (position relative A court terme) peut 8tre
obtenu avec une centrale de classe E aidée par GPS, ou de classe C (ou D) aidée par
recalages optiques de position. Quant su paramdtre N® 4 (module de la vitesse/sol),
le rader Doppler suffit. Quant & le spécification "de second reng" C2 (navigation &
1-2% de la distance parcourue), elle peut aussi 8tre satisfaite par. une centrale de
classe D aidée per Doppler, ou bien E aidée par Doppler et recaleages optiques. De la
combinatoire de tout ceci, il reasort que :

3. On peut introduire le Doppler pour saetisfaire & la spécification B4, qui n'implique
plus alors pour elle-mdme la présence d'une centrale inertielle.

4. Mais cette centrale inertielle reste tout de mBme nécessaire pour sstisfaire & 1la
spécification B3. Dans ce cas, deux possibilités :

- il suffire qu'elle soit de clesse E si on a par ailleurs le GPS,
- il faudre qu'elle sait de classe € (ou D, & la riqueur) si on veut procéder par
recalages optiques, en lieu et place de GPS.

5. Par ailleurs, le Doppler, supposé introduit pour satisfaire & B4, permet de passer
d'une centrale de classe C & classe D (ou mdme £) pour ssatisfaire & la spécification
cz.

Aingi se trouvent confrontées les possibilités suivanten

- centrale classe B,

- Doppler + recalages optiques + centrale classe D {(ou £),

- GPS (fournissant asusai vitesse) + centrale clnane |
(revenic la-dessus "en emont").

Et le probléme sera de savoir si le passaqge d'une centrale inertielle de classe R
3 une centrale de clesse D "paie" le colt d'une Dappler el des recnlages optiques de
naviqgation, ou s8i le passege d'une centrale de cluane B h une qyronncopie de clause
"paie encorn mieux" le colit d'une GPS et des recalnqgen optiquea.

£n premidre spproximation, on peut dire ce gui nuit

A. Comparninon centrele classe B/centrale clanane D + Doppler + recalage opt.

Diffédrentie) ds colt centrele clanse B - contralo clasne D 2

1,48 0,07 = 0,77
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Pour que la solution & radar Doppler + recalages de position soit svantaegeuse, il
faut que le coft de ce rader et du dispositif de recalege optique associé soit
inférieur a 0,77 (solt 0,77 fois le colt d'une centrsle moyenne de la classe C,
c'est-bd-dire 3 Nm/h). En principe, c'est le cas ai on ne considdre que le colt du
Doppler sans les frais aessociés (nécessité d'une ouverture ventrale etc), et si
on compte pour rien le colt des recalages optiquea ("il suffit de" passer sur des
repbres terrestres convenus 3 l'avance). C'est la raison pour laquelle cette
solution est habituellement retenue. E£lle présente peut-8tre des "“colts opéra-
tionnels® moins fecilement quantifiebles (aléas accrus sur la position, résultant
des aléas de recalages, charge de travail accrue etc), mais ceci sort du cadre de

notre étude.
B. ison centrale se B/centrale classe £ + GPS
Différentiel de colt centrele classe B - centrale classe E :
1,44 -0,47 = 0,97

Pour que le solution & GPS soit aventageuse, il feut que le colt du GPS et de son
installation (implantation et asssrvissement d'une antenne directive en un lieu
fevoreble de l'appareil etc) soit inférieur & 0,97, soit pretiquement celui d‘'une
centrale inertielle de classe C (3 Nm/h). Outre ce colt finencier, le spécificeteur
considérera aussi le coOt opérationnel d'avoir un systéme dont 1'autonomie est
réduite 2 presque zéro (tout eu plus quelques minutes en cas de perte du GPS). Mais
1a encore, ceci n'est pas quantifisble et ne peut donc &tre pris en compte dans

cette étude.

Nota : Une solution avec Doppler + GPS + "centrale inertjelle" clesse £ est en prin-
cipe également envisageable. Il faudrait alors que le coGt combiné du Doppler et du
GPS soit inférieur 2 0,97, ce qui semble trds improbable.

5.3 AUTRES FACTEURS FONDAMNENTAUX POUR UNE ETUDE DE COUTS : LE VYOLUME DES EQUIPEMENTS,

UANTITE T PR TE

Dans tout ce qu'on a considéréd Jusqu'ici, les centrales inertielles étasient
caractérisées par un seul paraemdtre 3 leurs performances. Ce qui faisait implicitement
1'hypothdse : "toutes choses égales par ailleurs". Parmi les choses qui peuvent ne pas
&tre égales par silleurs, il y en a au moins deux dont l'incidence sur les calits est
primordiale, et en tout ces d'ardre de grandeur comparable » ce dont on vient de
traiter jusqu'ici s il s'agit du volume alloué pour 1'équipement, et de la quentité
d'équipements 3 produire.

En e ui caoncerne les an égy, chacun est maintenant familierisé avec les
formules de Wright, du type :

C/Ce = (Qo/Q)Y
avec i

~ Co = colt pour la quantité Q,

~ C =z colt pour la quantité Q

~ y (exposant) = paramdtre de décroissance des co(its en fonction de la quantité, expri-
mant par exemple que les colts sont multipliés per 0,9 quand les quan-
tités doublent.

Dans le cas des centrales inertielles, une telle formule peut &tre considérée
comme applicable dens les limitea et svec les ordres de grandeur suivents :

- Q5 = 500

- Q compris entre 50 et 5000

- y compris entre 0,07 (les colts baissent de 5 % quand les quantités doublent) et 0,23
(les coOts baissent de 15 % queand les quantités doublent), svec une valeur médiane

autour de 0,15,

n concern volum é es centrales inertiellea, 1'incidence sur
les colts est trds importante. On peut admettre une formule du type :

/Lo = (Vo/V)2

appliceble desns les limites et avec les ordres de grendeur suivants

= Vg = 17 litres (pour 1'unité inertielle)

~ V compria entre 0,7 et 1,5 V,
- z compris entre 1,2 et 1,6, avec une valeur probasble autour de 1,4 (le colt ent

multipiié par 1,6 loreque le volume est multiplié par 0,7).

Encore une fois, ces considérations recouvrent une variété de technologies diver-
ses ot leurm prix de marché. Dane cartains caas, telle technologin aura "du mal h
suivre® (par nxemple le gyrolaser pour les feibles volumen at les hautes performancen),
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mais on trouvera toujours un
fiés, et c'est ce dont la formule se propose de rendre compte.

Globalement, pour tenir compte des principsux paramdtres de coGt, on pourre donc

adopter pour les centrales inertielles une formule du type suivant

C/Co = [INm/m)o/(Nm/m)]X . (Qp/Q)Y

"prix de marché"

(Vgrsv) 2

Dans les limites et avec les ordres de grandeur spécifiés plus haut.

pour le volume et la performance spéci-

TABLEAU : CLASSIFICATION DES CENTRALES INERTIELLES EN CLASSES DE PERFORMANCES

| CLASSE DE | | | | | |
| | | A | B | c D | E |
|  PERFORMANCE | | | | I |
| | $ b | |
| Nm/h | 1 0,3 | 1 | 3 10 | 30 ]
: % xd : 2 0,1-0,2 = 0,3-0,6 : 1-2 3-6 : 10-20 :
: w/15 min = 3 200 l 600 1800 6000 : 18000 :
l m/s : 4 0,4 I 1,3 | 4 13 ‘ 40 :
: degrés (route) : 5 | 0,07-0,2 l 0,2-0,7 : 0,7-2 2-7 ‘ 7-20 :
: degrés (cap) l 6 0,1 = 0,3 l 1 2 7 :
: degr. (attitude) : 7 0,05 I 0,1 : 0,3 1 3 :
FIGURE 1 - PERFORMANCES SPECIFIABLES
CLASSE DE
PERFORMANCE A 8 ¢ P t
Nm/h 1 0,3 1 3 10 S0
% xd 2 0,1-0,2 0,3-0,6 1-2 3-6 10-20
n/15 min 3 200 600 1800 6000 18000
m/s 4 0,4 1,3 a 13 40
degrés {route) s | 0,07-0,2 0,2-0,7 0,7-2 2-7 7-20
degrés (cap) 6 0,1 0,3 1 2 7
degr. (sttitude) | 7 0,05 0,1 0,3 1 3
FIGURE 2 - PERFORMANCES D REPLI
CLASSE DE
A B ¢ 0 €
PERF ORMANCE
Nm/h 1 0,3 1 3 10 30
%xd 2 | 0,1-0,2 | 0,3-0,6 1-2 | 36 10-20
m/15 min 3 200 600 1800 | enon 18000
n/s a 0,4 1,3 a 13 a0
degrés (route) 5 0,07-0,2 0,2-0,7 0,7-2 2-7 7-20
degrén (cap) 6 0,1 0,3 ) 1 2 7
degr. (attitude) ? 0,05 0,1 0,3 1 3

. . R e T e T et
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FIGURE 3 - PERFORMANCES SPECTFIARIFS NECFSSTTANT

UNE CENTRALE INERTIENIF
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| CLASSE DE | I | | | | |
| | | A l B | c | D | € |
| PERFORMANCE | | i | | ]
| l e - + $ .
: Nm/h | 1 0,3 | 1 | 3 | 10 | 30 o
| | | | ! T
| $xd } 2 0,1-0,2 | 0,3-0,6 | 1-2 | 3-6 1 10-20 -
| | | | | | .
| w/15 min | 3 200 | 600 | 1800 | 6000 { 18000 .
|- | $ - - m
: n/s { 4 | 0,4 I 1,3 | 4 ) 13 | a0 ] PR
| | | { { {
| degrés (route) | 5 | 0,07-0,2 | 0,2-0,7 | 0,7-2 |} 2-7 ] 7-20 |
| | | | | | | |
: degrés (cep) } 6 | 0,1 } 0,3 ‘ 1 | 2 ; 7 :
| |
| degr. (ettitude) | 7 | 0,05 | 0,1 | 0,3 | 1 | 3 |
FIGURE 4 - SOLUTION DE REPLI SORTANT DU CADRE .
D'UNE NAVIGATION AUTONOME
| CLASSE DE | | | i | 1 |
| | | A | B | c ] D | £ | .
| PERFORMANCE l | | ! | | | -
| | | | | -
; Nm/h { 1 { 0,3 | 1 | 3 10 : 30 -
| | .
} % xd 1 2 1 0,1-0,2 | 0,3-0,6 1-2 { 3-6 { 10-20 -
| [ | | ] -
| »/15 min 1 3 | 200 | 600 1800 | 6000 | 18000
| l | | |
| /s [ 4 | 0, 1,3 { 4 | 13 | &0
I | | + |
| degrés (route) | 5 | 0,07-0,2 | 0,2-0,7 | 0,7-2 2-7 | 7-20
{ { { [ { l
: degrés {cep) : 6 | 0,1 : 0,3 { 1 2 : 7
|
| degr. (attitude) | 7 | 0,05 | 0,1 i 0,3 1 | 3

FIGURE 5 - PERFORMANCES POUVANT ETRE SATISFAITES
SANS CENTRALE INERTIELLE

] CLASSE DE | ] | | | | | e
| | | A | 8 | C | D | 3 | .
|  PERFORMANCE { i | I | l J
| ) e - | -1 .
| N/ 11 0,3 | 1 | 3 10 | 3 I

| | | 1 { |

| % xd l 2 0,1-0,2 | 0,3-0,6 | 1-2 3-6 | 10-20 |

| | | | {

| w/15 min {3 200 | 600 1800 | 6000 | 18000 |} ST
| | b | | | ;

| /s | 4 | o0,s | 1,3 | ) | 13 | 40 | e
| | | | { 1 | I o
| degrds (route}) | 5 | 0,07-0,2 | 0,2-0,7 | 0,7-2 | 2-7 | 7-20 | v
) | | | | | | | e
|  degrés (cap) : 6 : 0,1 : 0,3 : 1 | 2 : 7 : -
| |

| degr. (ettitude) | 7 | 0,05 | 0,1 | 0,3 | 1 | 3 |

FIGURE 6 - PERFORMANCES POUVANT ETRE ATTEINTES,
SOIT EN INERTIE PURE, SOIT EN INERVIE DEGRADEE AIDFE
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PERFORMANCE SPECIFICATIONS

XS

OTHER SOLUTIONS
BASIC SOLUTION AIDED INERTIAL NAVIGATION
DEGRADED
INERTIAL NAVIGATION INERTIAL 4 GPS, OMEGA, \ . R—DME
SYSTEM TACAN, DOPPLER RADAR etc.

1 11 1

REFERENCE COST\ /COST
COMPARISON

CHOICE OF THE OPTIMAL
PERFO/COST SOLUTION

INERTIAL SYSTEM CLASSIFICATION ACCORDING
TO PERFORMANCE

PERFORMANCE CLASS A B c ] £
Long—term position
accurocy t] 03 1 3 10 30 | Nm/n

Medium—term position
accurocy

Short term position
accuracy

2 [0.1-0.2(0.3-0.6] 1-2 3-6 |10-20| X xd

—

3 200 600 1800 { 6000 [ 18000 |m/15min

instontaneous ground

velocity accurecy 4 0.4 13 4 13 40 m/s

—

Instantaneous rots | o 1 5 6 40.2-0.7{0.7-2 | 2-7 | 7-20 | degres |’

accuracy

Instantoneous heeding d
accurocy 6 0.1 0.3 1 2 7 agres
Instantaneous ottitude

accuracy 7 0.05 0.1 0.3 1 3 degres

INERTIAL NAVIGATION SYSTEM COST R
PERFORMANCE EFFECT

FORMULA PROPOSED RN
C/Co = [(Nm/ho)/(Nm/h)] X s

~ (Nm/ho) = 3 Nm/h = long term position accuracy of the
reference systam

— (Nm/h) = Long term position accuracy of the unknown cost

system
- Co = Reference system cost
-C = Cost of the considered system
-X = Coefficient 0.30 < X < 0.35

Interval of validity 0.30 ¢ (Nm/h) < 30

isyadxd
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RELATIVE COST WITH RESPECT TO
PERFORMANCE CLASS
PERFORMANCE CLASS | A B c D £ S
Nm/h 0.3 1 3 10 | 30 f-'.‘;
Cost with x = 0.30 199 | 139 1 0.7 0.5 t.'.:
Cost with x = 0.33 2143 1.44 1 0.67 | 0.47 ’ o
- Cost with x = 0.36 220 | 148 | 1 0.65 | 0.44 R
’ g
INERTIAL NAVIGATION SYSTEM COST INERTIAL NAVIGATION SYS ST
EFFECT OF A LARGE PRODUCTION EFFECT oF THE yoroun J°
FORMULA PROPOSED (WRIGHT FORMULA) FORMULA PROPOSED
¢/Co = (0o/0)" e/c0 = (o)’
— Co = Cost for the quantity Qo (Qo = 500) —C = Cost for the volume V
= C = Cost for the quantity @ — Co = Cost for the volume Vo (Vo = 17 liters)
=Y = Coefficient 0.07 <Y < 0.24 —Z = Coefficient 1.2 < Z < 1.6
Interval of volidity 50 < Q < 5000 Interval of validity 12 | ¢V g 26 |
p_— EXAMPLE OF
- . NAVIGATION SYSTEM FOR HELICOPTER
L (HAP-PAH2 EUROPEAN HELICOPTER) ;
' 3 SOLUTIONS . ::'-:1
3 (D INERTIAL SYSTEM CLASS B (1Nm/h) Lo
3 (@ INERTIAL SYSTEM CLASS D (or E) Cl
- + Opticol Position Updating .
- + Doppler Rodor -
b (3) INERTIAL SYSTEM CLASS E L]
e + GPS .
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NAVIGATION - ACCOUNTING FOR COST

rTTT TR

DERRICK J HAMLIN BSc., MSc
GEC Avionics Limited
Rochester, Kent, MEl 2XX. UK

SUMMARY

The ideal navigation system, from the point of view of the suppllier, is a saleable
gystem. From the user's point of view, the ideal navigation system would support the
operational functions of his vehicle with perfect precision at all times. That the
matching of these aims has been challenging is evidenced by the staggering array of
systems which have been marketed for the purpose since the 1940's, the range of
principles employed, their characteristics and their costs.

It is the purpose of this paper to survey the contending technologies for the
navigation element of various types of guidance and control applications and to
illustrate the practical constraints on both supplier and user in attaining the ideals.

The paper provides examples from both civil and military fields which are relevant
to quidance and control, where improvements in cost effectiveness are being achieved.

1 INTRODUCTION

$100,000 for a single electronic unit designed merely to tell you where you are may
well be suprising to those who are unfamiliar with the use of Inertial Navigation
Systems; the admission that such devices are expected to be wrong by perhaps 5km in
normal operation is usually treated with disbelief; and the realisation that many civil
aircraft boast three each, increases the mystery.

. At the heart of this puzzle, which has taxed guidance system manufacturers for more
K% than thirty years, is the need in many diverse applications for autonomy of operation.
Radio navigation receivers are far more cost effective by comparison, but they are
dependent on external influences which cannot be regarded as trustworthy in all

circumstances.

The traditional users of navigation systems ~ ships and aircraft - have generally
been content to suffer the cost penalties associated with their purchases provided that
the units function reliably and reasonably accurately.

As weapons have become more autonomous, however, these too have begun to demand
high precision over long operational flight-times. Unlike aircraft though, where the
cost of the navigation sensing might be only one fiftieth of the cost of the air
vehicle, the contribution can rise to one fifth in the .case of missiles, unmanned
vehicles and 1land vehicles when significant periods of autonomous operation are
required. (Reference 1 and 2).

Three conflicting demands then are placed on the navigation system architecture. It
must operate (everywhere and at all times) with high precision, require no external
aids, and cost a relatively insignificant amount compared with the vehicle.

The diversity of customer choice, however, sometimes makes selection of a suitable
device an onerous task. The problems are no less for the guidance system supplier who
perpetually strives to match the laws of physics to the three criteria - autonomy of
operation, accuracy and cost.

The object of this paper is to give some of the reasons for the conflict betwecen
these factors and to show the broad relationships between the factors for some of the
presently available systems.

It concentrates on the position determination element of guidance and excludes
B consideration of target seekers, command links, and flight control. It also attempts to
: make the subject more manageable by avoiding the various combinations of integrat.d
system, even though these can contribute greatly to the accuracy and robustness of

navigation performance in some applications.

2 THE NAVIGATION REQUIREMENTS

It is instructive, first of all, to describe the navigation function which 1=
separated into two parts for this purpose - an active part and a passive part. The
active process, that of locating the vehicle, refers to setting the vehicle in position
and on a desired track at a particular time. It is closely relatcd to flight guidance,
energy management, minimum flight separation, terrain avoidance, 4-D rendezvous 1nl
mission management. ]

The pannive procens, that of localiaation, refern to deticting the podjtion of the
vehicle at a.given time. In conjunction with accurate sight- Tines, tadio communication:,
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. and perhaps electro-optical or radar sensors, this function is closely related to target . i
acquisition, weapon aiming, gun-laying, and air traffic control, for example. In T
: addition, in many cases it supplies wind vector estimation, vehicle rotation rates and -
) precise attitude, heading and velocities from the same system. It is therefore truly a T
: multifunction facility, which accounts for its potentially high value in supporting the ——
flight and mission avionics of a manned aircraft, but it also accounts, to a great )
N extent, for its relatively high cost. L
. Of primary importance to the overall navigation system cost is the accuracy
} required by the user and this is naturally dictated by his application. Over a wide
: range of applications, performance needs may be anything from 1 metre at one end to 10
- thousand metres at the other.
l An accuracy of 1 metre is required for surveys and one system can be lowered 6 km SR
: down an oil-well drill shaft while reading out three dimensional position to this )
accuracy. Further down the scale, the navigation community encompasses, for instance, ) J
the road navigation of public service vehicles, ballistic missile guidance, military '
vehicles, submersibles and ships - essentially in a decreasing order of accuracy. " 1

The lower end of performance is adequate for long-range civil airliners and, by way
i of example, for interplanetary missions. (The Pioneer spacecraft was well within this
I accuracy after its 800 million kilometer leq to Jupiter.) _ ]

Autonomy is the the next cost driver. Does the system have to operate within the
specified performance 1limits for long periods without help or can its errors be {
corrected occasionally? Can it receive reliable radio signals or is it underground,
below the sea surface or in a built-up area? More particularly, is the user sensitive to
temporary or permanent loss of external radio aids as in the case of pilots of long-
range civil aircraft or battle-field commanders?

Not surprisingly, the wishes of the customer are reflected in the price he pays; - 4
and prices range over more than two orders of magnitude. Even the lowest cost of radio )
navigator at about $2,000 is expensive for some users, and its range of operation quite )
limited. At the other end, $500,000, the costs reflect more the desire either for

AR i

wt accurate, unaided operation over periods of many hours or for extremely high accuracy R
' over much shorter periods. Moreover, these costs relate to discrete equipments, not IR
-' . necessarily to integrated systems. (In this document, costs have been normalised to 1984 . =
U.S. Dollars using an approximate annual inflation rate of 7% where appropriate). oo
i 3 THE PRINCIPAL SYSTEMS -hn-J
|

. Trimming back the number of navigation technologies to a manageable selection for " A
. this analysis is probably unjust to those omitted members of the community which have : b
perfectly valid application in certain circumstances. However, the following list Tt
illustrates the major contending techniques and encompasses the general principles of Ry
all the others. i
i‘ RADIO NAVIGATION AIDS -
Short Range Navigation, Area Navigation LR

- Loran-C PO
’ Omega N ¢

GPS Navstar e

AUTONOMOUS NAVIGATION SYSTEMS
Inertial (Platform)

Inertial (Strapdown)

Doppler /Heading

COMMUNITY NAVIGATION SYSTEMS - P

A broad grouping of types leads to a distinction between non-autonomous systems
based on radio transmission, fully self-contained or autonomous systems, and systems
based on data-links which either remotely measure the vehicle's position or relate each
member of a community to the others. Clearly, the last mentioned cateqgory is not
autonomous and depends on the maintenance of meaningful transmissions between members.

. When data-links are employed for navigation it is generally due to their adoption for
: ) . quite different operational reasons. Nevertheless, {f they can be used, a marked
' reduction in vehicle navigation cost is possible. Typical examples are unmanned target
: aircraft and remotely piloted vehicles but, as far as the general user is concerned, the
3 restricted line-of-sight operational radius impairs the value of the technique. JTIDS,
L an example of this group, is primarily a communication system but its correlation
processing in principle permits triangulation among its users. Accurately computinag
. positional information from the ever~changing gemometry of a group of vehicles present-.
a non-trivial problem however and maintenance of continuous, reliable communication for
) this purpose makes its cost effectiveness guestionable if used purely as a navigational
aid for some of the members of the community.

Concentrating now on the radio navigation aids, in Table 1, VHF area navigation

. systems have been selected in order to illustrate the cost and performance of short
- » range receivers with coverage up to about 200 km for air vehiclea. They form the lowest
: A
)
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cost navigation systems with prices ranging from $2,000 for general aviation VOR
receivers alone, to $5,000 for VOR/DME fits and to $25,000 for the most sensitive
VOR/DME-based full area navigation systems. (Reference 3). In addition to their limited
range, however, they suffer from interference and anomolous propagation effects causing
errors of the order of 3 km at medium ranges. (Reference 4 and 5). There is little
chance of reducing the cost or the errors of these systems because they are produced in
relatively small quantities - being restricted in application largely to the aviation
world - and they are essentially ‘'analogue' in nature and unable to benefit from the
increasingly advantageous prices of digital components.

The range of operation of Loran-C is far more attractive and can extend to 2000 km
over water but propagation anomalies cause errors to increase from 50 metres for pure
ground-wave propagation, to 500 metres or more when corrupted by sky waves. Costs for
commercial equipments range from $1,000 to $20,000 and military equipment specifications
push the price beyond $30,000. Here again, there is generally 1little attraction in
reducing the costs, due to the limited appeal of a relatively local aid, although the
accuracy in good conditions is valuable for some applications such as off-shore
operations and a $1000 unit is now available for marine use. (Reference 6).

Omega is a significant improvement over Loran-C in terms of uniform global coverage
and the redundancy inherent in the multiple Omega and VLF transmitters provides
protection for the user against spurious functional failure in individual transmitters.
Its errors, though, are much greater than Loran-C due to the ionspheric, wave-guide
propagation mode on which Omega depends. The best modelling available for the systematic
propagation errors results in errors of the order of 3 km to 5 km but less complete
models are implemented in some cases and higher errors are possible in certain
circumstances. Multi-frequency processing, transmitter selection logic, and propagation
modelling have made heavy demands on the computer architecture in the past but this has
been rectified in more recent designs by introducing microprocessors and lower cost
store technology. Major improvements have occured in the size and cost effectiveness of
Omega receivers and the facility would be more attractive but for the promises of the
Global Positioning System - Navstar.

Without doubt, the prospect of automatic position determination to an accuracy of
10 or 15 metres, anywhere on the surface of the earth, is the most profound development
in the field of navigation in many years. (Reference 7 and 8). That this can be achieved
in the majority of applications at a cost to the user comparable with the far less
capable conventional long and short range radio aids has to be regarded as a useful
contribution to the cost effectiveness of guidance technology.

The user equipment costs shown in Table 1 are projections from earlier programme
cost targets but these are now gradually being vindicated. As the production quantities
increase it is probable that an increased dependence on VLSI will occur and cost will be
reduced accordingly. This is due to the largely digital nature of the techniques
involved and relative ease of standardising the circuitry in silicon, compared with the
previous systems. At the more expensive military end, however, the price of the system
is inflated by the need to guard the overall system performance by careful integration
with an inertial navigation system. A further, large cost increment is added in the case
of high performance aircraft due to the need for controlled receiver beam-patterns that
demand complex antenna installation and beam-forming processes.

These aspects draw attention again to the critical problem of user autonomy. The
user system can be jammed in certain limited circumstances, the geographically fixed
ground elements can be destroyed, and, more importantly, the satellites in principle can
be disabled or simply switched off. Potential users in the civil aviation field are
reluctant to trust its aid if it can be instantly removed without warning, and field
commanders are suspicious of the total dependence of their forces on a single, even
slightly weak link. On the other hand, Transit has been in faithful service to both the
military and civil worlds for many years and it clearly illustrates that GPS, with its
significantly greater capability, will be even more widely used - subject to the
approval of the tax-payers of the United States of America.

Therein lies a further difficulty for non-American users. Installation and support -
costs for radio navigation aids are extremely high and Table 2 lists some estimates for
these costs over a twenty year period for comparison with the user equipment cost.
(Reference 9). For the purposes of illustration, it is assumed that there is a community
of 50,000 users on the North Atlantic, Eastern Seaboard Loran-C chain. The twenty year
transmitter non-recurring and support costs per user eguipment would correspond to th~
equivalent of $7,000, or $350 per year for each user.

For Omega, the 'hidden' cost would be $18,000 over the twenty years and for GPs-
Navstar it amounts to $130,000 per user assuming 50,000 global users. There is, ¢
present, no intention of charging potential users for their use of these systems.

4  AUTONOMOUS DEAD RECKONING SYSTEMS
In the case of velocity vector dead reckoning and inertial navigation systems, th~

situation is quite different. Their autonomy and freedom from interference is assured
but, for the user, the cost of gnod performance is high.
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The two practical forms of wvelocity vector navigation, shown schematically in
Pigure 1, comprise airdata-derived velocity or doppler radar coupled with a compatible
heading source. Airspeed is corrupted by the errors in the estimate of windspeed while
doppler measures true groundspeed and has a velocity accuracy which is as good as an
aircraft inertial system. The primary cost limitation to both, however, is the heading
measurement required to resolve the groundspeed vector into geographical axes. For
complementary performance in each case, the heading component cost is greater than that
of the velocity sensor. Note that there is a single integrator in each channel which
transforms North and East velocities into position.

Performance of the airdata-based system is sometimes adequate for short periods of
a few minutes, and it makes a reasonable supporter for Omega and the short range radio
aids. In addition, cost, including a gyromagnetic heading source can be lower than the
$3,000 given in Table 3 provided that the navigator or pilot is interpreting the
information. At the higher cost end, the navigation function is generally only an
adjunct to other uses of high quality air data but, in either case, the determination of
the wind vector is by far the dominant performance factor.

With a one degree gyromagnetic heading sensor, a doppler solution is probably
feasible for significantly less than $35,000 but, it seems, none is available for air-
vehicles requiring a general navigation capability.

Matching the attitude and heading reference system performance to that of the
doppler causes a major shift in cost but good system combinations are now becoming
available with more successfully harmonised characteristics.

5 INERTIAL SYSTENS

The acceleration vector, or inertial, navigation principle may be represented
generally by the diagram shown in Figure 2. The diagram shows across the centre, the
vehicle's acceleration measurements being corrected and resolved into earth's axes
before being integrated to give velocity and then position. Earth-related-compensation
terms are computed from the inertial system's own measurements of velocity and position
in order to take into account movement over a spherical, rotating earth. Gravity
compensation removes the fixed bias in the vertical direction.

The vehicle's acceleration vector is resolved into earth-related axes either by
ensuring that the package of accelerometers, which forms an orthogonal set, remains
stably oriented with respect to the earth's surface, or the accelerometer directions are
followed very accurately as the vehicle manoeuvres. The first approach is a gimballed
platform and this ensures that the sensitive sensor elements are isolated from the worst
effects of the vehicle's manoceuvres. However, the cost of the platform-supporting
equipment is high due to the high manufacturing accuracies required and the difficulties
of achieving high reliability of electro-mechanical components.

The second approach, the strapdown inertial navigator, deletes the gimbals and
their attendant problems but introduces almost impossible challenges for the design of
the sensors, particularly the gyros. (Reference 10). In short, it turns out that the
resulting strapdown cost for an aircraft INS is very similar to that of an equivalent
gimballed version but the equipment reliability can be improved by two to five times
with corresponding improvements in support costs.

The two integrators are clearly fundamental to acceleration vector navigation and
they likewise have a fundamental effect on system performance. In the first place,
advantageously, they attenuate short term sensor noise and produce very smooth
measurements of position in comparison with doppler which uses only one integrator. The
second effect of the integrators is highly detrimental. They accentuate sensor bias and
drift errors as the square and cube-law of time and need extremely good, expensive
sensors to bound the position errors to useable levels.

A typical system drift characteristic for gyro erros of the order of 1°/hr might be
represented in Figure 3 where, over 1000 seconds, the position crror follows a third
order law to about 8 kilometers. Its attraction over short flight intervals, however, is
the slow start to the third order error characteristic.

This is reflected in the performance/cost ctelationship for various system types
given in Table 4, (Reference 11) with short range missile grades providing, in the main,
flight guidance stabilisation rather than true navigation. '

Increasingly, AHRS units are being configured to provide navigation outputs as well
as other vehicle parameters and, in this case, the drift errors tend to range from
3J0km/hr to 500km/ht when used in isolation. These errors may Seem large but systems of
this sort are usually velocity-aided with aficdata or doppler information.

At the more accurate end, medium and high grade inertial navigation systems seem t~
range in price from $80,000 or $100,000 to maybe $500,000 hut the values in this casc
are more difftcult to pin-down. Ajrcraft inertial navigation systems have ranged n
performance from about 0.,4km/hr to 10km/hr but in the main lie betweecn one and two km/hr
with vel>city errors of the order of 0.5m/sec. Ship systems arc more maasive devices
with more accurate sensors that require a benign environment for sntable performance.
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A breakdown of costs as shown in Table 5 for a typical gimballed INS would show a
dominant contribution from the sensor cluster and gimbals. The computing element tends
to be far less significant. The rest of the components, with the exception of the
control and display unit, would be common to many applications and these rough
i proportions would probably be maintained in most cases.

6 EXAMPLES OF COST REDUCING METHODS

Various methods of cost reduction have been implemented in navigation systems, the
most successful being in the area of digital techniques and in the adoption of large
scale integrated circuitry. For example, one approach to improved doppler design has
achieved marked reductions in doppler sensing costs for aircraft by means of simplified
antenna manufacture, and by eliminating microwave and frequency tracker hardware. Figure
4 illustrates the unit.

More dramatic savings can be made in limited applications by precisely matching the
capability of the sensor to the environment. The single axis doppler shown in Figure 5
costs less than $1,000 to manufacture.

The manufacturing complexity of high performance strapdown systems is still a
significant impact on their cost but units of the types shown in Figure 6, employing
Laser gyros, have demonstrated an exceptional reliability in operational service ~ 7000
; hrs mean time between failure in civil aircraft and over 2000 hrs in high performance

military aircraft. These results were achieved immediately on introduction into service.
The maintenance costs are also reduced by a factor of 8 over conventional platform
systems due to elimination of ©periodic calibration and clean-room maintenance
facilities, reduced spares handling, and improved self-monitoring.

Encouraging results can be achieved with inertial systems by simply leaving out
some of the sensors as in the land-vehicle heading reference system ilinstrated in
- Figure 7 which is used in conjunction with an odometer (speed measuring equipment).

CONCLUSION

X The paper attempts to relate the dominant navigation technologies to the
. performance and cost pressures experienced by users and suppliers. Although emphasising
a limited range of techniques, there are numerous variations on each and there are many
others available for consideration in particular applications.

Some broad performance and cost bounds have been given which relate to the most
promising and widely adopted systems and examples of successful improvements in the cost
effectiveness of specific types of sensors have been presented.
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Nominal Cost Bracket ($K)
Accuracy
Low High Low High
VOR/DME, DME/DME 3km 0.5km 5 25
LORAN-C 500m SOm 1 30
OMEGA 10km 3km 20 60
GPS-NAVSTAR 150m 10m 15 50

Table 1 Radio Navigation Systems
Non-Recurring ]7 Estimated Support
Cost Cost ($M)
({SM) Quver 20 Years
LORAN-C 100 250
OMEGA 300 600
GPS-NAVSTAR 2500 4000
Table 2 Non-Recurring and Support Costs

Nominal
Accuracy Cost Bracket
(% bistance Gone) ($K)
Low High Low High
Air Data, Gyromagnetic
Heading, Wind Vector 10% 4% 3 (25)
Doppler /AHRS 2% 0.3% 35 70
Table 3 Dead Reckoning - Velocity Vector
Nominal Cost Bracket
Accuracy (SK)
Low High Low High
Short Range Weapon Grade 10m/8 im/s 10 30
(Agile)
L
Attitude and Heading
Systems 500km/hr 30km/hr 15 45
Inertial Navigation
Systems 10km/hr 0.4km/hr 4O 200
Ships Inerttial Systems 10km 0.5km 200 500
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wi& Inertial Measurement Unit 45¢
Platform Drive Electronics 10% -
; Central Processor 15% -
System Interfacing 15%
Power Conditioning Unit 5% -
Control and Display Unit 10%
Table 5 Approximate Cost Contributions in a Gimballed INS
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Figure 4 AD 660 Doppler Velocity Sensor SR
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Figure 5 AA 5501 Vehicle Doppler Speed Sensor

o
. Figure 6 H-42]1 Laser Inertial Navigation System
(Courtesy Honeywrll Inc.)
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DESIGN ADEQUACY: AN EFFECTIVENESS FACTOR
by

Dr A.R.Habayeb
Naval Air Systems Command
Code AIR-320H
Washington D.C. 20361, USA

——

-

The fundamental concept of system effectiveness underlies the decision making
process of many people throughout history. The concept of system effectiveness will be
reviewed and examined from the perspective of weapon systems consisting of launch
platforms, targeting avionics, weapons, and targets. The tie-in between the various
elements of a weapon system will be discussed. System effectiveness methodology
provides insights into the design, development, utilization and tradeoff evaluation of
diverse types of systems. Because of the multiplicity and uncertainty of the variables
involved, the system effectiveness framework used in this paper is probabilistic. The
N application of system effectiveness to hardware systems is based on three effectiveness
. factors: (1) reliability (dependability), (2) readiness (availability), and (3) design
. adequacy (capability). The paper deals with design adequacy as a key system

8 g

effectiveness factor. Design adequacy is a measure of how well a system performs its
functions. It is the most desired factor in the definition, design, and early stages
X of system development. The paper presents a design adequacy quantification methodology
: and shows the relationship between design limitation and adequacy. The design adequacy

methodology is based on the measures of adequacy, system parameters, subsystem
parameters and the employment phases of the system. In a weapon system context, the
performance parameters of a guidance and control subsystem, are interdependent with the
parameters of the remaining subsystems. The paper deals with three employment phases
of a weapon system. The three phases are: (1) prelaunch phase, (2) free flight phase,
and (3) end-game phase. Examples based on air-to-air missiles are given to illustrate
these relationships and concepts.

D AL A A A g Bt drt

1.0 Introduction

New and emergent systems, like at no time before, must be responsive to increased
demands for: more and better performance; lower life cycle cost; longer operating
life; more productivity; and real improvements and attendant greater efficiency, in the
planning and allocation of fiscal resources. System effectiveness analyses, conducted
as early as possible, and continued throughout a system's lifetime, are a sound means
of achieving this goal. In the early design, research, development, test and
evaluation period, system effectiveness analysis will provide the needed tradeoff
analyses of alternatives and options, and methodologies for achieving objectives and
goals, and approaches for decision and choice making. This also provides needed
insight into the dynamics and critical design parameters so important in the assessment
of Design Adequacy, the primary factor in performance achievement.

In recent times, the design and development of systems have become more complex
and have increased the need for systematic techniques, principles, and gquantification
methodologies. System designers have been faced simultaneously with demands to lower
the cost and increase the performance under challenging conditions. The outcome of
these demands is a tradeofi between performance and cost. Performance requirements
invariably include severe reaction and response time constraints which cannot be met
without the proper integration and resource allocation of personnel, intelligence,
hardware and procedures, At the same time system development cost reductions,
accelerated schedules, and lack of complete system tests prior to operational usage
have combined to reduce the presence of adequate operational data banks, either in
quality or gquantity. Accordingly, it is necessary to have a comprehensive methodology
of system analysis utilizing all available information both to pinpoint problem areas
and to provide a numerical estimate of system effectiveness. The purpose of this paper
is to put into perspective all the factors which must be considered in measuring the
effectiveness of hardware systems, and to investigate the particularly important factor
of Design Adegquacy.

2.0 System Effectiveness Framework

Effectiveness is a desired outcome, state, consequence, or operation.
Effectiveness is doing the right things right, to achieve the objective. System
effectiveness is a measure of the extent to which a syntem can be expected to achieve a
set of specific goals. It can also be thought of an the probability, Pge, that the
system will achieve {ts objective. system effectiveness is an interdisciplinary )
subject which is based on probability, set theory, logic and uses the tools of system
engineering, analysis and synthesis.

In general, hardware saystems are designed and developed to meet specific
objectives and goals; therefore, one needs tools and methods to determine how well they
can achieve these objectives and goals. The need for methoda to measure the
achlevement of design objectives Invarfably 1eadn one to A concept of  ayntenm
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effectiveness and limitation. An accountable system effectiveness analysis is the most
appropriate method for tradeoff analyses of alternatives, comparing evolutionary
product improvement of existing systems to new optimized systems, evaluating the
operational utility of competing options, and for the assessment of technology impact
on systems. It further provides an analytical means for determining the viability of
how often and how far one should pursue product improvement or incremental changes.
The system effectiveness accountable factors are those which have significant influence
on the desired outcome. For a hardware system, these factors are, performance,
avajlability, modes of operation, organization, safety, survivability, environment,
maintenance, repair, efficiency, compatibility and the like. Each factor in turn is
dependent on a set of parameters such as performance parameters, parts count, failure
rate, environmental conditions, real estate, down time, operating time, and similar
variables,

System effectiveness deals with the behavior of the system throughout its life
cycle. The quantification of system effectiveness must account for system limitations
due to degradation in system readiness, physical failures, and design limitation. It
follows that system effectiveness is a function of readiness, reliability and design
adequacy (performance). A framework for system effectiveness can be based on the
probabilistic notion of these three factors, and

Pge = Pgr Py Pda (L)

where, Pge i8 the probability that the system is effective. Pgy (system readiness) is
the probability that the total system is operating, or ready to be operated
satisfactorily. System readiness is a measure of the system support functions, e.g.,
maintenance, repair, and logistic. Readiness is the state of operability of the system
given it is available. Py (reliability) is the probability that the system will
operate under stated conditions without malfunction for the duration of the mission; it
is the mission reliability of the system. Pda (desigp adequacy) is the probability
that the system will successfully accomplish its function given that it is operated
within design specifications. It is the measure for performance capability. It
reflects the degree of correspondence between specified performance and the capability
actually demanded by the operational environment. The use of a system outside its
design specification results in a limitation which reflects design inadequacy.

The system effectiveness factors in equation (1) are related to the factors used
by the Task Group II of the Weapon System Effectiveness Industry Advisory Committee
(WSBIAC). In the final report of January 1965, the Task Group II adopted the framework
for system effectiveness evaluation based on three factors: (1) availability, (2)
dependability and (3) capability.

The WSEIAC model is based on an enumeration of the significant system states over
the entire mission. System states are discernible conditions of the system which
result from events occurring prior to and during the mission. For example, the
condition in which the system is available and operable is one state. The condition in
which the system is completely or partially inoperable due to hardware, personnel, or
procedure is another state, A system can transition from state to state during a
mission. The structure of the model consists of three distinct parts, an availability
row matrix [Al, a dependability square matrix DI, and a capability column matrix Cl.
It follows that system effectiveness [E] is

(2] = (al o] [c]
=[a1 a2 . . . ag] [d11 d12 . . . din] {1
d21 « + « « o d2n (-3

. . . (2)

9nl . . . . dpp cn

This model gives system effectiveness as a matrix of specified figures of merit or
measures-of-effectiveness (MOE). The array of state probabilities at the beginning of
a mission gives the availability matrix.

If the system has only two possible states: (1) operative, or (2) not operative
(in repair); then the availability matrix "A" consists of two elements a) and a2,

A= (a) ap) (3)

where, a) is the probability that the system is oprrable at a random point in time. a;
is the probability that the system is in repair at a random point in time, The
probability that the system is in the first state is,

8 - Mean-time-between failure (MTBF) . pg¢ (4)

MTBF + Mean-time-to-repair (MTTR)

The probability that the system is unavailable, f.r., it i8 in the second state is,
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82 =« _MITR _ < ] - par (5)
MTBF + MTTR

If the system is available and there is no repair during the mission, then both models
equation (1) and (2) are equivalent. Under this condition, pgy is the single shot
probability of success and pgr = aj. Since the system is available and repair is not
possible during the mission, the dependability matrix reduces to one element, dj).,
where d1] is the probability that the system is operable at the end of the mission,
given that is was operable at the start of the mission, which is equal to the mission
reliability, py. Similarly, the capability matrix contains one element, c] = pga.

2.1 Measures-of-Effectiveness (MOEs)

A measure-of-effectiveness (MOE) is any index which indicates the quality of a
system. In the simplest case it may be a measured physical quantity, such as velocity,
range, payload of an aircraft, or the number of targets that can be tracked by a
sengor. On the other hand, it may be a calculated quantity based on measurement, such
as mean down time, or mean-time-to-repair (MTTR). Also it can be a predicted quantity
based on measurement and/or simulation. For example, the probability that a system
will survive an attack will require prediction because there will be some uncertainty
about the attack condition and environment. MOE's serve to indicate what can be
expected from the system; they must be in an operationally oriented form that can be
readily understood and used. They should reflect the essence of the system; i.e., the
reason behind its existence.

System effectiveness is the term often used to describe the overall capability of
a system to accomplish its mission. For a missile, system effectiveness is the
probability that the missile will kill the target when called upon to do s0 under
specified conditions. Therefore, the single shot kill probability, pkgs i858 the missile
system effectiveness, pge = pkgg. By this definition, the missile fails (i.e., does
not kill) (1) if it is unavailable or inoperable when needed or, (2) if it is operable
when needed but fails to kill. The first case accounts for system physical failure and
degradation in readiness. The second case accounts for design limitation of the weapon
systenm, The phrase specified conditions implies that system effectiveness must be
defined in terms of the requirements placed upon the system, indicating that failure to
kill and conditions of use are related.

2.2 System Partitioning and Hierarchy

The process of advancing from a coarse analysis to a fine analysis of a set of
logical possibilities is achieved by means of partitioning. Similarly, the process of
determining what should be in a subsystem, in an electronic package or on a solid state
wafer is a partitioning problem. The objective of system partitioning is to optimize
functional and structural interaction of the system's building blocks ‘with respect to
design objectives. A given system can be partitioned into different functional levels
according to topology or function, or both. The selected partitioning levels are based
on complexity of function and structure. The following complexity levels are
considered here: systems, subsystem, functional block, function block, circuit, and
element, as shown in Figure 1,

The vertical structure of the hierarchy consists of a multiplicity of
substructures nested within the system. The horizontal structure of the hierarchy is
characterized by mutual support, interaction, or interdependence among the elements at
each level. Achievement of higher level objectives depends upon the functioning of the
lower level structures. At each level in the hierarchy, system functions are dependent
on subordinate functions. The relationship between functions is a chain interaction
whereby changes in system functions at one level will impact functions at other levels.
The higher the functions in the hierarchy, the more inclusive they are. That is,
system functions at one level account for a multiplicity of other functions in the
lower levels. Consequently, there is a hierarchy of MOE's.

System

l STSTEN
Second-Level Partition:

Functional Block l l J l l l

Third-Level Partition:
Functional Blocks 1 l

Fourth-Level Partition:
Function Blocks l l ! l l l

Fitth-Level Partition: ]
Circuits l l '

Sixth-Level Partition: | l l
Elements

Figure 1. Partitioning Levela of a linrdware Syntem
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Combat effectiveness is the term often used to describe the overall capability of
a force to accomplish its objective. Prom a system analysis point of view, a hierarchy
of combat exists with vertical and horizontal structure as shown in Figure 2. The
upper levels (1, 2, 3, and 4) represent operational combat, and the lower levels (5, 6,
and 7) represent system and technology.

In this paper the NOEs of the different levels in the hierarchy of combat are:

Level MOE
1. War Resources depletion rate
2. Warfare Mission Type Draw-down
3. Battle Kill rate
4. Duel Exchange ratio
5. Weapon system Single-shot-kill
6. Subsystem Figure of merit
7. Technology Figure of goodness
b _-.
s THE HIERARCY OF COMBAT ]
WAR FIRST LEVEL - j
s I ' 4
L “m.ﬁ_.ijﬂu TIPE SECOHD LEVEL L.
: [ 1 | | T
- STRATEQIC ASW ANTI=AIR LAND STRIKE R
) THIRD LEVEL L
AIR-TO~GROUND AIR-TO-AIR AIR=TO-SURFACE B $
{ DUEL FOURTH LEVEL L, 9
o ! ' Vo sudar LoNG I ! i
- RANGE RANGE
WEAPON $YSTEM FIFTH LEVEL
LOT ARCRAFT msL.l QUN

Sgﬁfﬂ[gl I SIXTH LEVEL
FUze wARhEAD pRoPULSION  AmrRAME contRoL seeken

TECHNOLOGY |  SEVENTH LEVEL
MW RE IR EO

Figure 2, Structure Of The Hierarchy Of Combat

The weapon system level is the link between the upper and lower levels. Its
effectiveness measure is the single-shot-kill probability, Pkgg. The duel level deals
with the relationship between the parameters at the operational and system levels, and
‘ts MOE is the exchange ratio. At the subsystem level, MOEs are generic performance
outputs of more than one technology, such as miss distance, off-axis angle, kinematics,
range capability, and lethality. They are referred to as figures of merit (FOMs), or
measures of performance (MOPs). For example, FOMs for an electro-optical (EO) seeker
are tracking rate, aspect capability, and minimum resolvable temperature (MRT), which
accounts for the sensitivity, resolution, signal to noise ratio, the modulation
transfer function (MTF), and the field of view (FOV) of the various building blocks of
the seeker.

The initial step in analyzing combat effectiveness is to determine the level for
which effectiveness is required. Under some circumstances it may be necessary to
quantify effectiveness at lower levels in order to establish the impact on higher
levels. For example, the impact of advanced technology on the operational combat
levels cannot be quantified directly. One needs a middle ground to provide continuity
in the evaluation, e.g., the weapon system level, Improvement in effectiveness at the
weapon system level, i.e., Pkgg, 18 then projected into the next higher level, i.e.,
exchange ratio.

3.0 Effectiveness and Limitation

A system attains i{ts objectives not through a single operational action, but
rather through a series of fundamentally different ones. Therefore, rystem objectives
are attained through an integrated series of individual or c-mbination of events, and
it makes no difference whether all these actions are performed by one building block,
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. different subsystems or groups of them. Primary interest lies in determining what
: these events consist of, when, and why they occur. An event is defined in terms of
subset and sample space of an experiment, system, or organization. A sample space of a .
gsystem is a complete set of elements such that any state of the system corresponds to

exactly one subset or element in the set. In this context, the elements of the sample
space of a system are the binary combinations of the events associated with its )
functions, For example, if the functions of a system are a, b, c, then the system A
sample space consists of 23 = 8 elements. The elements are the binary combinations of
the events associated with the functions, e.g., AB, AC, BC, ABC.

effectiveness may be made tractable by the application of system
limitation. This is represented by the set of events for which the desired outcome is
not achieved. Probabilistically, limitation events are the complement of effectiveness
events. Equation (6) gives the relationship between system effectiveness, limitation,
and the three effectiveness factors;

System

Pge = PgrPdaPr » 1 ~ Pgl (6)

where, Pg) = system limitation.

The relationship between system effectiveness and limitation is illustrated in the
system space diagram, Figure 3, where the rectangle represents the total system space.
This is the set of events associated with the system outcomes. It includes
effectiveneas and limitation events. In this diagram, a point in the rectangle
represents a possible system situation resulting from a possible trial. The limitation
region in Figure 3 accounts for all the causes of system limitation. Sometimes in
the conceptual phase of system development, it is easier to identify limitation than

effectiveness. That is, determining what the system cannot do is easier than
determining what it can do. It should be observed that due to multiplicity and
uncertainty of the variables, system effectiveness 18 neither absolute nor

deterministic, i.e., it cannot be measured exactly by an instrument, but it is rather a
probabilistic concept and it should be 80 treated.

EFFECTIVENESS

Figure 3. System Space Relating System Limitation and Effectiveness

Probabilities are defined in terms of events. It follows that the analytical
framework of system effectiveness can be represented in terms of the events of the
three effectiveness factors as shown in the Euler dlagram of Figure 4. In the diagram,

the 1limitation regions are labeled unreadiness (unavailability), inadequacy
(incapability), and unreliability (undependability). Total system limitation |is
represented by the Venn diagram in Figure 4, which is the area bounded by the
lim{tation regions. System effectiveness is the reglon of the rectangle which is

outside the Venn diagram. Figure 5 1s another representation of system effectiveness
and limitation, it is the complement of Figure 4, where system effectiveness is the
inner region of the Venn diagram, and system limitation is the remaining part of the
rectangle. The Euler diagrams of Figure 4 and 5 show that the limitation and
effectiveness events overlap each other. Both diagrams show eight disjoint regions,
seven of them represent limitation events and one represents effectiveness. The
limitation regions in Figure 4 are not mutually exclusive and therefore the limitation
events of unreadiness, inadequacy and unreliability may or may not be statistically
independent. Therefore, the effectiveness factors are interdependent operationally,
and system effectiveness requires they occur aimultaneously.

EFFECTIVENESS
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Figure 5. Events Diagram Of System Limitation And Effectiveness e {1
T If the events in Figure 4 and 5 are not statistically independent, then the the Lo »;
probability Pgy, Pga, and Py are conditional probabilities. From an operational point N 'j
of view, readiness or availability events must occur first, i.e., the system must be o
ready or available at the time of mission., Therefore, availability events are not ’ Rk
conditional on the reliability or design adequacy events. 1
Inadeguacy, unreliability and unreadiness events are random 1in nature and ﬁ"xf:
sequential conditioning is not a reasonable representation of their occurrence. For JREERE
example, unreliability events may occur during testing, storage, transportation, or Lo

captive carry, and if undetected it will influence the new state of design adequacy.
On the other hand, design inadequacy can be the state of the system before its
application. Consequently, inadequacy events had occurred prior to system employment
regardless of reliability and readiness. Design adequacy is built into the system a
priori and is fixed; what changes in the adequacy perspective ig the environment, e.g.,
new applications, conditions, or threat. Similarly, reliability is built in the system
at the time of putting it together. Degradation in reliability is a function of time
and the environment. Readiness represents procedural, e.g., repair, maintenance and
operational, e.g., logistic, training, and captive carry events.

Quantification of the system effectiveness factors is done in steps at different

times. Design adequacy is evaluated in the early stages of system design and
development where, readiness and reliability data are not available. It is determined
from performance analysis by simulation or experimentally. Consequently, design

adequacy 1is quantified by assuming that readiness and reliability events had occurred
as specified. Reliabjlity is assessed from the block diagram of the system, and using
parts count and failure rate of the hardware, Reliabfility calculation assumes that the
performance and readiness are as specified. On the other hand readiness is estimated
from the reliability assessment, and the mean-time-to-repair (MTTR). The estimation
assumes that the system will operate within its design limits. Some aspects of
reliability, (e.g., redundancy, hardware quality and testing) or readiness ({(e.g.,
modular design, and human factors) can be accounted for in the early stages of
developing design adequacy. It follows that, system effectiveness quantification is an RN
interative process. After the system has been operational, feedback can be used to IGArS
update the gquantification of design adequacy, reliability and readiness. In general, Lo
the three effectivenesa factors are quantified separately from each others. ’
Accordingly it is reasonable to assume that the effectiveness events are statistically A

independent. -
4.0 Design Adequacy: , 4
Design adequacy is an indicator of how well a system performs. It is a measure of NP

the capability of a system to perform satisfactorily in its operational environment.
System design adequacy is the probability that a system will successfully accomplish IREEENE
its function, given that is is ready and reliable., This probablility is a function of I
such variables as the operational environment, system accuracy, design limits, .
interaction and organization of its subsystems, system inputs, and the influence of the
operator. System design inadequacy accounts for the usage of a system beyond its
design capabilities, even though the reljability and system readiness may approach
ideal values. For example, the ineffectiveness of a missile designed to engage
subsonic targets when used against supersonic targets is due to design inadequacy even
if Pr=Pg,*1.0. Design adequacy reflects the degree of correspondence between specified
performance and the system capability demanded by the operational environment,

Simulation, experimentation, and system analysis provide the tools of quantifying
design adequacy. The design adequacy of a system, P3,, can bLe ecntimated from knowledqge

of the system performance when it is operated within specification, and from knowledge s
of the performance required to achieve success in the misnion tor which effectiveness IR
is belng cvaluated. To clarify this statement, consider an airborne communication
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’ system with a mission duration of S5 hours. Further, consider that on the average
' during 10% of the mission time, the aircraft will be called upon to operate at a range
. beyond the performance capabilities of the system, even though the communication system
: operates at optimum performance level, i.e., within design specifications. In this
example, P3a = .9, which implies that the system is adequate for the mission only 90%

i of the time. Assume that the reliability of the system, P, = .95 and that the system

: will operate within specification for a period of 5 hours. Furthermore, an estimate of
system readiness, Pg,, based on operating time, down time, free time, and available
spares shows this progability to be 94%. Therefore,

: Pge = (.95) (.9) (.94) = .8037

If the hardware reliability were improved so that Py = .999, and system readiness were
Pgr = .97, then

Pge = (.999) (.9) (.97) = .87
Similarly, for an air-to-air missile, if for the majority of combat encounters the

missile does not intercept the target on the average 10% of the time due to target
maneuverability, then the design adequacy of the missile is Pgy = .9.

AT W w v ammpme v w

4.1 System Design Adequacy Model

The gquantification of system design adequacy, Pga, is a difficult and complex
system problem. This is because the design capability of a system is dependent on the
performance of its subsystems, and the operational environment. Therefore, the system
performance parameters are operationally dependent on the subsystem design parameters.
Consequently, the quantification of system design adequacy requires the determination
of the statistical and the functional relationships between the parameters. For
example, the range capability of a missile as a system parameter depends functionally
on the propulsion, airframe, and the seeker subsystem design parameters. Similarly,
the range capability of a radar as a system parameter depends operationally on the
antenna, transmitter, receiver, and the display subsystem design parameters.
Accordingly, the system design limitation due to one system parameter is influenced by
other system parameters. An approach to render tractability to design adequacy is the
application of system design limitation Pg), where,

TR YT T T UL T T v

'kl

Pa1 = 1 ~ Paa (7)
Bquation (7) defines the events of design limitation as complementary to the events of
design adequacy. The quantification of the design limitation requires the !
identification of the factors which affect the accomplishment of the mission. The next .
step in the process is the determination of the functional and the statistical -
relatfionship between the system parameters, That is - determine if parameter "a”" is -
dependent functionally and statistically on parameters "b" but is, independent of -
parameter “c". &

Consider system (S) with two system parameters "a" and "b"; let “A" and "B" be the
design limitation events associated with the parameters “a," and "b" respectively. The
system parameters are interdependent and their influences on the design limitation of
the system are not mutually exclusive. That is, system design limitation due to "A"
will partially occur during design limitation due to B. The example is illustrated by
the Euler diagram of Figure 6.
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The rectangle of Figure 6 represents the total system design space i.e., design
adequacy and design limitation. 1In the diagram the system design limitation events are
represented by the two overlapping circles, where R is the complement of A. The system
design adequacy is defined by the region of the rectangle which is outside the Venn
diagram. The design limitation due to either/or events A and B is

Pdy = P (A + B) = P(A) + P(B) ~ P(AB) (8)
If the events A and B are statistically independent, then by definition, P(AB) = P(A)

P(B). Similarly, for a case involving three parameters "“a," "b,* and "c," one can
write the probability of design limitation to be

Pgl = P(A+B+C) = P(A) + P(B) + P(C) - P(AB) - P(AC) ~ P(BC) + P(ABC) (9)

as shown in Figure 7. L
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Figure 7. Euler Diagram Of Three Not Mutually Exclusive System Events A, B, C

Design adeguacy can be calculated directly from the Euler diagram describing the total
relationship between adequacy and limitation. Consider the case of Figure 6, design
adequacy is_the region outside the Venn diagram and represents situations in the which

both A and B occur:

Paa » P(AB) = 1 - P(A) - P(B) + P(AB) (10)
For the case of three not mutually exclusive events represented by Figure 7

Pda = P(ABC) = 1 - P(A) - P(B) - P(C) + P(AB) + P(AC) + P(BC) - P(ABC) (11)

For the general case of "n" not mutually exclusive events representing "n® system
parameters: aj, a3, «...., apt

Pda = P(AjA3A3.....An)

T = 1 - P(A]) - P(Az)~...-P(Rp) + P(A)JA2) + P(A1A3) +...+ P(A)Ag) + P(A2A3)+
<o« +P(A3AL) - P(A1AZA3) - P(AJA2A4)~...- P(A2A3An)+... + P(AjA2...Ap)

n n n
= 1= I P(A) 4+ I P(AjA§) - I P(A{AjAK) +,..+ (-1)D P(AjA2...Aq) (12)
is=l 145 3 1A94x i%k) (-1) (A)A2 n

If the events A), Az, A3, . . . Ap are statistically independent, then the compound
probabilities in (l1l2) are the products of the probabilities of the events, i.e.,

P(A1A2A3) = p(A])P(A2) P(A3).

o

The preceeding discussion is best illustrated by an example. Consider a tactical
air-to-air guided missile (AAM) and the six system parameters and their functional
relationships: (1) Off-boresight Angle (OBA); (2) Target Aspect {(TA); (3) Missile
Range; (4) Accuracy; (5) Lethality; and (6} Maneuverability.

Off-Boresight Angle (OBA) is the angle between the bore-sight line or armament
datum line (ADL) and the line-of-sight (LOS) to the target, e.ngle-of—attack (AOA
ora} is the angle between the ADL and the flight path_yector V. The relatfonship
between (OBA), (ADL), (LOS), (ROA), velocity vector (V), seeker gimbal angle and
tip-off angle are shown in figure 8, Assume ejection launch, the missile will

N separate parallel to the ADL, and because of the flow field and differential
velocity, it will tip-off and become closely parallel to the flight path of the
launch platform.
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Target aspect is the target profile presented to the seeker during lock~on, tracking,
and the end game and is vitally important to a successful intercept. It is the prine
indicator of the maneuvering intensity required to achieve an intercept, e.g., tail-on
will result in slower closing speed (Vo) whereas head-on V¢ I8 the sum of the target's
and missile's individual speeds resulting in very high-gain maneuvering constants at
intercept terminus. Target aspect effects the amount and quality of the missile
seeker's tracking medium, e.g., exhaust heat for a heat seeking missile; and reflected
RF signal for a radar missile. Various target aspects are shown in figure 8.

Missile Range, expressed as Rpjp Or Rpax: i8 functionally related to seeker sensitivity
and its off-boresight tracking capability (seeker gimbal angle limits); aerodynamic
profile requirements (maneuverability and closing velocity Vc); and propulsion
subsystem performance. For every missile design there is a maximum aerodynamic range
that is the physical resultant of the propulsion subsystem. Launch aircraft airspeed
adds vectorally to the missile's airspeed thereby providing an additional range
component. Target aspect and the resultant Vo can add or subtract to the actual
maximum launch range. For example, in a classic forward guarter target intercept, the
launch aircraft's weapons system may compute first firing at a target distance that
exceeds the aerodynamic range of the missile, but is valid due to the combined
target/missile closing velocity (Vo) which acts to cause intercept at a distance short
of the missile's maximum aerodynamic range.

Accuracy is functionally dependent upon intercept kinematics plus seeker and fuze
sengitivity and resolution. The missile's guidance and control subsystem and its
propulsion subsystem must provide target intercept within a distance sufficiently close
80 that the fuze will cause a lethal warhead detonation.

Lethality is functionally attributed to accuracy, intercept kinematics, and warhead.

Maneuverability is the missile's ability to roll about its longitudinal axis, to pitch
(pull g's) about its lateral axis and yaw about its vertical axis. It is a kinematic
design parameter functionally attributed to aerodynamic (skid-to-turn or bank-to-turn
control laws) and propulsion gubsystems. Maneuverability is limited by aerodynamic and
structural design adequacy.

pORESIONT \
‘ 2oacTION %52
jomiTion

TiP=0FF

Figure 8. Relationship between OBA, ADL, LOS, V, Q& and Tip-Off Angle.
Tip-off angle = Kk(OBA+a) where 1.0=< k< 3 is an empirical number, and
gimbal angle must be = than tip-off angle to maintain lock-on.

Consider the case of four operationally related variables whose events are
not-mutually exclusive and are statistically independent. Let "A" represent
off-boresight limitation, "B" {s aspect limitation, "C" represents range limitation and
"D" {s accuracy limitation events. Figure 9 shows the design limitation diagram for
this case, it shows 2% = 16 disjoint reglons.
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Figure 9. Design Adequacy/Limitation Diagram Of A Hypothetical Tactical Missile

Consider the case where, through simulation (using Monte Carlo or other
techniques) of many encounters, the system design limitations are, P(A) = .1,
P(B) = .05, P(C) = .08 and P{D) = .0S5. It is desired to know the design adequacy of
this hypothetical missile. From eguation (12),

Pda = P(ABCD)
Since A, B, C and D are statistically independent, then
Paa = P(A) P(B) B(C) P(D)
= (.9) (.95) (.92) (.95) = 0.75

For this example, P(A) accounts for the limitations due to A only and limitations due
to AB, AC, and AD, as shown in Figure 9.

4.2 Design Adeguacy Variables

If a system is operable when needed but fails to complete the assigned mission
successfully, then the failure 1is associated with design inadequacy. As the
operational stresses and the mission variability increase, the frequencies of physical
failure and design limitation may also increase. Moreover, oOperational requirements
sometimes exceed design objectives. For example, an increase in target
maneuverability, or a decrease in vulnerability can result in a decrease of system
effectiveness. Similarly, a surface-to-air radar designed for air targets may have no
system effectiveness against land targets. Design limitation events occur very
dynamically and in a mixed order during system employment. The outcomes of these
events are represented by random variables.

Statistically, design adequacy is concerned with both discrete and continuous
random variables. The number of design limitations (frequency) in a given mission, and
the number of poorly designed parts, such as detectors with sensitivity limitation,
power supply with limited current, seeker with limited gimbal angle, or kinematic parts
of low performance are discrete random variables. Also, in air-to-air encounters, the
time between successive gimbal angle limitation, the time between kinematic constraints
and time between losing lock-on due to inadequate seeker sensitivity are continuous
random variables. Similarly, the time between acceptable message transmissions in a
communication system, or satisfactory delivery in a transportation system are
continuous random variables. These examples suggest that design adequacy data can be
collected in either form, as discrete or as continuous random variable observations, at
the discretion of the data collection designer.

5.0 Design Adequacy Prediction of a Hypothetical Air~to-Air Wweapon System

The system effectiveness analysis of an alr-to-air weapon system involve:
consjideration of five elements and their interactions. These eclements are launch
platform, pilot, avionics, missile, and target. Fach element of an air-to-air weapon
system congsists of several subsystems, For cxample, the missile consists of tive
subsystems: guidance and control, airframe, propulsion, warhead, and fuze. A logica!
approach to the yuantification of weapon system design adequacy {1 to consider threc
operationally sequential and interrelated phases., The three phases are (1) pre-launch,
{2) intercept (free flight) and (3) end-game. Desnign adeguacy of the weapon system iu
a function of the system limitation of each phase, System limitation probabilities
during the three phases are: launch opportunity limitation Pj,), intercept limitation
Pj} and kill limitation Py)}. Figure 10 is the design limitation diagram of the three
phasas of the weapon system.

ISNJdX 5 <HBANHMIALL LV IDnOONE Y

o O . . .
2 -] & A e 2 -1 3 a‘.‘,'-'w'n_"q'.‘.‘-\-.-



gy - - - Lot - - i - ' . LA i ~ . -
PRI e i M IR PR A Nl S B I A CEA I S T . S — ad AL

4-11

(end-game limitations)

A = (pre-launch limitations)
‘ B = (intercept limitations)
C =

Figure 10, Design Limitation Diagram Of An Air-To-Air Weapon System
From Figure 10:
Pgy = P(A) + P(B) + P(C) - P(AB) - P(AC) - P(BC) + P(ABC) {13)
Where P(A) = Piol, P(B) = Pj1, and P(C) = Pgj.

The system limitation events of one phase are not mutually exclusive of the limitation
events of the other phases, and

Pda = (1 - P1o1) (1 - Pi1) (1 - Pxy) = Py PiPk (14)

The probabilities P),, Pj and Pk are conditional probabilities of the sequential
events, pre-launch, intercept and end game, where Pjo = probability of launch
opportunity, Pj = probability of intercept, and Px = probability of end-game kill.

P1o is the probability of being in a position within the Launch Acceptability
Region (LAR) at some instant from acquisition time to the end of the encounter. It is
the probability of in-envelope launch given a ready and reliable system. This
parameter is a measure of the capability to shoot early, i.e., a high P}, is indicative
of a high capability to shoot first, and is a function of target acquisition by the
pilot and the weapon. It le a measure of the pilot's ability to maximize the
probability of being within the missile launch envelope after target acquisition and
before firing.

Py = probability of intercept, given in-envelope launch. P; is the probability
of the weapon intercepting the target within the Intercept Acceptability Region (IAR),
and accounts for the kinematic and guidance and control parameters. ‘

Pk = probability of kill given intercept. Pk is the end-game probability of
kill and is directly related to the missile intercept angle, the region of fuze
activation, and warhead effectiveness.

Referring to the system effectiveness equation Pge = Pgy Py Pgy, and substituting
for P4, from equation (14) gives the system effectiveness of the air-to-air weapon
system expressed in terms of the conditional probabilities P1o, Pj, Pk, Py and Pg;;

Pge = Pga Pr Pgr = Plo Pi Px P; Pgy (15)
= (1 -P1e1) (1= Py1) (L = Pk} (L~ Prp) (1 - Pgry)
= P (ABCDE) e _ L _
= p (R/BE) p(B/KDBE) p(E/ABDE) p(D/E) P(E) L

as shown in FPigure 11, which shows there are (2)5 » 32 disjoint regions.
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The launch acceptability region (LAR) is a volume representing the missile launch
envelope within the target acquisition space. It is the region of valid iaunch and/or
firing opportunities, The intercept acceptability region (IAR) is a volume within
which the missile will intercept the target. The kill acceptability region (KAR) is a
volume about the target within which given missile passage the weapon is lethal. The
events, valid launch, intercept and kill occur in the LAR, IAR, and KAR regions. These
events are multivariates and require three variables for their description.
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5.1 System and Subsystem Parameters

The prime objective of system effectiveness analysis is the minimization of
limitations; for the hypothetical tactical missile, limitation is the bounded area
within the non-overlapping edges of the regions in Figure 11. The first step in the )
minimization process is to identify and quantify the sources of limitation. The next
step is to establish the relationship between them. The third step requires relating
system and subsystem parameters to the measures of design adequacy (MOA).

It is desired to relate the weapon system measures of adequacy Pjq, Pj, Pk, to the
system and subsystem functional parameters, Over the three phases of the engagement,
the subsystems are (1) target, (2) pilot target acquisition avionics, (3) missile
guidance and control, (4) missile airframe and propulsion, and (5) missile warhead and
fuze. The system capability is the collective attribution of the performance of these
subsystems. The operational weapon system parameters are: {1) target acgquisition
(pilot, avionics, and weapon), (2) off-boresight angle (OBA), (3) target aspect (TA)
which is the target view presented to the launch aircraft or missile from any point in
a target-centered sphere of view. All-aspect would be the capability to detect and
track a target regardless of its presented aspect, (4) kinematics of platform, target
and missile, (5) Intercept miss-distance, (6) lethality, (7) physical characteristics,
The functional relationship between subsystems parameters as the independent variables
and system parameters as the dependent variables is given in Table 1. For example:

Pilot target acquisition = F (target characteristics, acquisition aids, guidance,
aircraft and missile kinematics)

Off-boresight = F (target characteristics, pilot acquisition aids, guidance and
control, kinematics)

Target Aspect Angle = F (target characteristics, seeker detection and tracking
capability)

The weapon system Measures-of-Adequacy (MOA} as the dependent variables are
related as follows:

Plo = F (OBA, TAA, target acquisition)
Pj = F {intercept miss-distance, kinematic, physical parameters)
Px = F (lethality, kinematic, physical parameters)
TABLE 1
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For the short range air-to-air case, the probabilities pjo, pi and pg are A
determined by simulating a large number of encounters and accounting for the various . -
target characteristics such as maneuverability, velocity and radiation cross section. e
The simulation is mechanized into three consecutive stages representing the operational R
phases of the system. The simulation runs of the second stage assume the events of Plo e T
has occurred, and those of the end-game sgtage assume the events of Plo and pj have
occurred. Data from mock combat can be used to validate the simulated values of p),. . .
Table 2 shows the functional relationship between the system parameters and the MOA's.
TABLE 2
MEASURES~QF-ADEQUACY AND SYSTEM PARAMETERS
A/A WEAPON SYSTEM
oot . ITIW e
1 HEASURE-OF= BEFORR LAUNCH IUTEACEPT END-GAHE R
ADEQUACY Plo ) Pk R
SYSTEM LARI LAUNCH ACCEPT~ IAR: INTERCEPT KAR: KILL ACCEPT- 4
PARAMENTERS ABILITY Region ACCEPTABILITY REGION ABILITY REGIOM R
' TARGET ACQUISITION | DEPENORNT OM soMB HO =3
REACTION TINE o PILOT TARGRT o UANDS-OFP [ .
STRESS o ACQUISITION AID | o ACQUISITION AID co j
ACQUISITION AlD o STRESS TO BEEKER
p ACQUIBITION 'nuuull © ACQULISITION PROB~ o COUNTER MEASURB -
ABILITY .o
OFF-BORESIGUT HIGULY DEPENDENT | GOMB Ho .
i anGLE on 088 0b8 aNGLE AND
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TARGEY ASPECT OEPENDENT AND 8SEEKER SENSITIVITY soME
t 360 DEG SEEKER OETERMINES 088 FUIE SENSITIVITY
4 ACQUISITION ANGLE LIMITS
- INTERCEPT w BIGULY DEPENOENT HIGHLY DEPENDEMT
= MISS DISTANCE
y KINENATICH
TAROR? © NIGULY DEPENDENT WIGHLY DEPEUDENT o TARGET
HANEUVERABILITY ON ALL THRES ON THE TARGET VELOCITY
1 RANGE KIMEMATIC AND TUE MISSILE HANEUVERABILITY
4 VEILOCITY AND ALTITUDE PARMIETERS KINEMATICS
© LAUNCE ENVELOPE
AIRCRAFT ‘
VEBLOCITY, ALTITUDS
MANEUVERABILITY
o HISSILE
HISSILE
HANEUVERABILITY AMIH
. RMAX, RMIN MANEUVERABILITY
. TINE-TO- INTERCEPT VELOCITY
SR o LETUALITY [ [ ] HIGHLY DEPENDENT
. / WARHEAD AND FUSE
- MISS DISTANCE
PHYSICAL PARAMETERS | WO ORPEHDENT WARHEAD
WEIGHT RMAX, VELOCITY WEIGHT, TYPE AND
p 812k MANEUVERABILITY SUAPE
3 8HAPE
b
i
P
3 Figure 12 represents the design limitation during the three weapon systems employment
phases. The figure relate the system parameters to the measures-of-limitation, MOL.
s P Refer to equation (15) and let:
; Plo = .85, P§f - .9, Pg = .95, Pr = .89, Pg, = .96,
1 then
L Pge = (.85) (.9) (.95) (.89) (.96) = 0.62
However if Pr = Pg, = 1.0 then

Pge = (.85) (.9) (.95) (1.0) (1.0) = ,726
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with the assumption Py = Py, = 1.0, the system effectiveness equation reduces to
Pge ® Paas and the measure-of~adequacy MOA, becomes measute-of-effectiveness MOE. For
an air-to-air weapon system, there are other measures-of-adequacy, such as exchange
ratio, first firing, first kill and time-in envelope.

MTERCEPT LIMITATION

DISTance LTATION

LETHALITY

Figure 12, Design Limitation Diagram Of An Air-To-Air Weapon System -
5.2 Design Adequacy Parameters Simulation

Design adeguacy of an air-to-air missile includes sensitivity to variations in
altitude, required G's or maneuverabjlity of the launch platform, closing or opening
range rate, and launch speed among others. Figure 13 shows kinematic sensjitivity
comparison between two migsile designs. These plots summarize the results of several R
hundred Monte Carlo simulation runs based on a six degrees of freedom model. The .

kinematic parameters are altitude, target G's, range and closing velocity (Vo). The et
ordinate of the plots is the probability of fintercept. .
1o :,’:,';'L.v:,ﬁ{:' conraoLLen 1.0, AERODYNAMICALLY CONTADLLED VEHICLE _
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» Figure 13. Probablility Of Intercept P; Versus Kinematic Paramcters

Of Two Missiles
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AAM LAUNCH ENVELOPES: 10 units altitude, coaltitude with target. el

Figures illustrate nominal "dogfight® missile envelope - target cCentered.

*" units

== KINEMATIC
- o = SENSOR BOUNDARY

Figure 14. Figure 15.
At launch: Ftr vel.(Vf) = M0.8 = Tgt vel. At launch: Ftr vel. (Vg) = M0.8, Tgt vel. (Vg) = M0.95
Target starts immediate 5g horjizontal starts immediate 59 horizontal right-
right-hand turn. hand turn,

The drama of design limitations is very apparent upon examination of the launch
envelopes shown in Figures 14 and 15. The figures give system design boundaries due to
kinematic factors (shaded areas) and sensor parameters (dashed area). Valid launch
must occur within the overlapping regions of the two boundaries. One can observe that
even a 0.15 Mach change in target velocity has a substantial effect on both inner and
outer envelopes. It should be pointed out that these are instantaneous envelopes and
are valid {f and only if the target maintains the maneuvering condition indicated on
the plots. That is, a sudden reversal in the direction of turn accomplished by a half
roll will nullify a significant part of the envelope for launches inside the target
turn beyond 10 units radius in PFigure 15, The theoretical envelopes emphasize that
operationally, the dynamics of the situation deform the launch envelopes in a highly
unpredictable manner.

Conclusion

System design adeqguacy is an effectiveness factor which is a measure of the
capability of a system to perform its function, It is the key effectiveness factor in
the early stages of system development. Design adequacy of a system is a function of
the performance parameters of its subsystems and the environment. The paper presents a
design adequacy quantification model which accounts for the interdependence between the
building blocks. In a weapon system context, the performance parameters of guidance
and control subsystems are interdependent with the parameters of the remaining subsystoms.
Therefore, the effectiveness of the guidance and control subsystem is highly dependent
on this interaction. The quantification methodology requires determining the MOA's,
the system and subsystem parameters, The determination of accurate relationship
between these parameters requires indepth knowledge of the hardware and is a very
serious system engineering problem.
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ABSTRACT

The usual relisbility modeling is bassed on the intraduction of a system state (herewith referred to 8s macrostate)
identified by the operating conditions (good, failed) of the system components. The inclusion of the information about
the states sequencing, absent in the classical description, leeds to the introduction of the concept of microstate. This
concept leads to s transition diagram structure, whose peculiarity is exploited to derive a wsefuil computational
procedure for the state probabilities.

1.  INTRODUCTION

The clessical approaches to system reliability are based on the concept of system state, which is identified by the set
of operating conditions of the system components.

If sach component, as usual, is described by two mutually exclusive operating conditions, i.e. good and failed, a system
composed of n components, i.e. of order n, has 2" states.

In this paper, for reasons which will become evident later on, each one of the above states will be referred to as

macrostate or ating state of the system.
Let us now consider the following simple example. A system of order 3 has the reliability block disgram of fig. 1.

Cc

Fig. 1

B and C are two identical units, C being the cold redundency of B. A represents the switch, which is needed to activate
the redundancy in case of failure of B.

The following realistic assumption is made: the effect of a failure of A is that the switch remains in the position
occupied at the time the failure happens.

Being the system of order 3, it has the 8 macrostates given In tab. 1, where O represents the "goad" and 1 the "failed"
condition.

TAG. 1

n. A B c SYSTEM
0 0 0 0 0

1 0 0 1 0

2 0 1 (] 0

3 (] 1 1 1

4 1 0 0 0

5 1 (] I ]

6 1 1 0 ?

7 1 1 1 1
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The graph which represents the transitions, in case of no repair, is given in fig. 2, where {'s are the components
failure retes.

In tab. 1, no information about the system ability to pecform is associated to the macrostate S, in fact this
macrostate may be good or failed respectively if 8 fails before A or viceversa, i.e., according to the y'gph of fig. 2 if
S, is reached trough the path SD'S -, or S-S -56. Therefore, once the probability of S, has been evaluated by
w?m!over a method, one cannot igte th3 pl#'obability to any of the system operating conditions, unless it is
possible to split it into the two contributions pertinent to the two paths identified above.

Now, a8 in general such a partitioning is not possible a posteriori, there are cases, like the one used as an example, or
in general when the needed information is carried out by sequencing of events leading to a certain state rather than by
occupation of the state itself, where the classical description in terms of macrostates is not sufficient to solve the
reliability problem.

All the above motivates the introduction of the microstate (or evolutive state) concept, which enriches the
information content of the classical macrostate by adding the sequencing of events. The resulting peculiar system
states transition diagram will be presented in this paper, together with some theoretical results sllowing an easy
svaluation of the evoiutive states praobabilities.

2.  THE MICROSTATE AND THE DYNAMIC TREE

Microstate or evolutive state of a system is the set of information carried by a macrostate and by the sequence of
transitions leading to it. .

According to the above definition, each macrostate which in a classical reliability transition diagram can be reached
by more then one path, will generate a different microstate for each different path.

With reference to the example of fig. 1, this is clarified in the following fig. 3:
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in tig. 3, differently from fig. 2, each microetate, s. cen be reached by only one path, therefore it evidontiates both
the opersting condition of the components and, what tonstitutes the added information, the sequence of events leading R
to such an operating condition. R
The comparison of fig.a 2 and 3 puts the sets of microstates, 51, and that of macrostates, s, in the follawing o

correspondance: L

So = {so} Sy = {53}
= {1} S5 = {s5- s}
= {s2} Ss = {s7- s9}

S5 = {5y %} S7 = {510 s11* S12° S13° S 515}

JVITRWE Y. Y. Y Y v v vy - v - -

v
w
b

- .
(’d
~N

T v

The splitting of S_ into 8, . \d ) eliminates the ambiguity present in the description in terms of macrostate. In fact R
now, according toihe deszription given previously, 3, pertains to the set of good states, while sy is & failed state. R
The elimingtion of the above ambiguity, is paid in terms of elarged number of system states, which is now grater than - 3
the usual 2" (for a system of ocder n). In general the number of microstates is infinite, as can be immediately derived 4
with reference to the simple repairable component with en unlimited repair possibility, the microstate transition e d
diagram of which is depicted in fig. 4, as it is well known for those familiary with the Revews! theory: -

1 L3
e ° b ° e u
. .

Fig.

i
b

I
1

The problem is now the seerch af proparties, algorithme and rules to cops with such a large number of microstates (and
then of equations), so as to have the opportunity of expleiting to ngvuntages of the enriched information content.

To thet purpose let us consider a system of order n (i.e. having 2 macrostates); as each component has two mutually
exclusive operating conditions, the moet general case, from & trensition point of view, is the one in which each
component can be subjected to the transition lesding it to the state opposite to the one presently occupied. Less
genersl cases may be obtained by simply eliminsting the branches corresponding to not allowed transitions,

Let us sssume that the system is in the microstate in which sll its components are in the "good" condition and the
system is released for the first time into operation.

When one of the components changes its operating condition, the system changes its microstate reeching one of the n
possible configurations characterized by 1 failed component and (n-1) good components.

Next event may be the repair of the failed component of the failure of one of the (n-1) good components.

Notice that in the macrostate description the repair is a backward transition leading the system into the macrostate
occupied in advance. On the contrary, in microstates terms also the repair is a forward transition leading the system
to a "new" microstate, characterized by the same macrostate informetion but by a different trajectory.

Notice also that the microstate resched by the sequence "failure of component i, failure of component " is different
from the one reached by the sequence "failure of component j, failure of component i" even if, once again, the
resulting macrostate is the same.

Going on with the same procedure, one has immediately that starting from each microstate the system may, in
- general, reach n new microstates, some of which may pertain to macrostates already encountered during the system
. evolution.

e The resulting transition diagram is a directed n-ary tree [1], as shown in Fig. 5, where the figures on the branches
identify the components which cause the transition
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This is & very well know topologicel structure [1] , formed by nodes ( the microstates) and directed branches ( the
transitions) connecting them.

The structure is orgenized by levels. The starting level (level 0) has only ons node, called rooth, corresponding to the
initial micrestste, in which the system is put into operation for the first time.

Next level (levei 1) hwe in general n nodes, which are reached starting from the rooth by the n directed branches, each
representing the failure of one component.

Next level (level 2) containe microstates which require two subsequent events to be reached.

In general, the level of a microstate is defined by the number of transitions necessary to reach thet microstate
starting from the rooth, s_.

A collection of rules to dBfine the set of the mecrostates and that of the microstates and to pass from one set to the
other is contained in [2] .

If now the attention is put on the geners! microstaste s. and the assumption is made of constant transition rates, one
can state that: !

the system is in 3. at the time (t + At) if it was already there at the time t and no transition occurred in the
subsequent time interval At, or if the system was in the microstate s., immediately preceeding s., at time t and the
transition leading from 'j tos, has taken place in the time interval atJin formula, and in probability terms:

P (t+4t) = {1 - (22), At}Pi(t)«le P (1) 4t $9)

from which one has immediately:

P s - (2)
P () = ~(Z4) P (1) + &, ij

where ( 34 ).l represents the sum of the tramsition rates of the branches going out from 8
In particular:

P (t) = ~(Z4) P (1) (3)
(] o0

due to the fact that s_ is the first microstate and has not a predecessor.
If, s ususi, the initiaf condition is:

P (0) =1 (4)
o

the solution of eq. (3) is given by:

-(24)° t
Po(t) = e (5)

Now, each microstate of the first level, UG derives from 8, therefore, according to (2) and considering (5):

~(Z4) 1t
o

P - (6)
Py (t) = -(Z4) P (1) + 4o

Solving each one of the equations (6) the probabilities of the microstates of the first level may be easily evaluated.
These probsbilities are used to write down the equations of the microstates of the second level, which are similar to
eq. (6). And 80 on for the subsequent levels.

All the above outlines that even if the number of variables, the probabilities of the microstates, has been increased
with respect to the description in terms of macrostates, their evaluation is simpler, as by proceeding by levels each
variable requires the solution of an uncoupled differential equation.

if now the ettention is put to the structure of fig. 5, and to the procedure that have generated it, one can easily
observe that starting from s_ on, each transition from a microstate pertitions the subsequent microstates into
seperated possible syatem evol&lom, which never converge,

A basic theorem refers tu the above separation property; it is given herebelow.

Theorem (fundamental):

let 8. be any microstaete of a systein of order n, and 81 j=1,2, ,n,the microstates which can be reached with unly
one frumntion from a. (i.e. the sons of 8.). Each s, is lnjturn the root of a subtree.

The probaebility associated with the overall set ol the microstates in the subtree of any root 3, , 18 given by the product
of the following two terims: !

a) the probsbility, PF (t), associeted with the overall set of microstates genorated hy 8

b) the rstio between ‘.ha transition rate pertinent to the transition from 8, to 8, and the sum of all the transition

rates going vut of , (cannecting then 8, with all the possible ., ). !
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In formula, if P, (t) indicates the probability of the set of microstates of the subtree of rooth s.., one has:
(lj + F.l ) ij
|

44 i
P
n

R
(i +F )(t) PF (t) (7

joi i
i 24

=1 j

pProof [3]:
The differential equstion associated with sny microstate 5 s {see also eq. (2)) :

. m
P (1) = ¢ P(t)- 3 4 P, (t) , Vigjgn T
i i, i k,i i -
i ) k=1 i1 T

’

T T T T 6 e v vm o ew ———

where the summation in the second term represents the cumulative transition rate of the transitions leading the
system out from %
Each term in the “ovo summation appears, as a positive term, in the differential equation of the microstates which
cen be reached from s.. with only one transition. This last equation containe also a negative summation of terms, which R
sppear as positive tu')m in the subsequent equations and 8o on. If in such a process is continued untill an absorbing T
microstate is reached, the summation disappears from its equation. h
Therefore, when in the second term of the differential equation of any microstate a negative summation is present,
the microstate is not absorbing and the elements of the summation appear ss positive terms in the equation of the
microstates generated by it.

As a consequente sum of the differential equations relative to s.. and to the microstates originated by it with any
possible number of transition is: 1

P )(t) =4y P(), Vigj<n
IR Y J
)
Therefore by summing over j: 4
. n
P.(t)= X ¢, . PA(1)
]-‘i j=1 lj,l i
Furthermare, according to the previous equation: g
P
o]
- P‘(t) = y P“j’Ft )(t)
h
: o ! By introducing thia lest equation in the previous one we obtain:
. . l' o [
] P () e —_t— (1)
) “]‘Fi ) n F‘
) T4y

: j=1 3
)
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the integration of which proves the theorem, if at t = 0 system is inizialized, i.e. put into operation for the first
time. @

Based on the above result, a computing procedure will be described in the next section.

Before going into it, we observe that, as it has been shown in [a s the classical Markov approach in terms of
macrostates can be formally obtained starting from the microstates equations if the conditions of mergeability are
satisfied.

These conditions imply, in particular, that different microstates pertaining to the same macrostate (and then which
have to be merged into it) cannot have trajectory conditioned transition rates.

This is an intrinaic limitation of the Markov approach, which, for example, requires an unlimited set of spares for
repairable systems.

3. A PROPOSED COMPUTING PROCEDURE
With reference to a system of order n, the following approximate computing procedure is based on the fundamental

theorem given in the previous section.
One hes immediately, see also eq. (5):

-(Zl)o t
I’o(t) = e (8)

- Then, of course, the cumulative probability of all the remaining microstates (sons of so), is given by:

P. (1) =1-P (1) {9)
Fo ]

Now, according to the referred theorem, the overall probability of the general subtree having rooth on the first level
iss

4
1,0
PLF (t) = —==—- |1 -Po(t)] (10)

1 (24 )o

At this point the subtrees are examined to analyze if they can cumulstively be associated to a certain condition for
the system (e.g. system failure) relevant to be problem at hand. In this case the pertinent probability computed by (1U0)
is associated with such gondition.

Among the remaining 17 level subtrees, the ane having the highest probability is selected, and the probability of its
rooth s, is eveluated by solving its equation of kind (6).

The pﬂ;bﬂbility pi(t) is therefare evaluated and associated to the condition which is satisfied in 8y
Furthermore Pr kt) is evaluated by substracking pl(t) frompy , ¢ (t) of eq. (10).

At this point th‘ an level subtrees originated by the evaluated s, are considered by applying the same procedure.
These subtrees are examined in terms of system co&ditiom to associate them to any condition. The remaining are
considered together with those not evaluated of the 1° level, in search of the new "pivot".

The procedure is continued until when the sum of all the considered microstates differs from one by an amount lower
L then an allowed error.

To the purpose of a better appreciation of the above procedure, let us consider, as an example, the system in fig. 1, to

which the following values are applied:

. 4 = 200 FIT 4g = 3500 FIT . — >0 FIT (IF B G0OD)

. € ™=3500 FIT (IF B FAILED)
Lf'.

It is requested to evaluate the system reliability for t - 10 years = 87600 hrs.

. The spplicable dynamic tree is @8 in fig. 3, from which one has immediately, according to (%)
g Po = 0.701328 (System good)
Again, according to (9):

- =1- -

o pFO = 1-0.701328 - 0.298672

= and, dus to the fundamental theorem:

. Pror, 20 wuazemen onsein
‘ 4050
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‘

— N
) I
57 A
: Py Fz® 22 X 0.298672 = 0.258111 R
g 4050 T
- 200
P = x 0.298672 = 0.0147492 ————
5 J+F3 4050 b
The "pivot” is the subtree originated by LY then:
P, (®) = 3500 x 1077 Po (1) - 3700 x 1077 P,
The solution of which yelds:
P, = 0.218357 (System good)
Therefore:
. o Pe = 0:258111 - 0.218357 = 0.039754
F"__2 is the new pivot, then one has:
- 3500 .
.- . P = === x 0.039754 = 0.0376051 (System failed)
. 6+12
. 3 . 3700
I ) -
- P2+ 135299, 0.039754 = 0.0021489 :
k 3700
. If Pg and PG indicate respectively the evaluated probabilities of success and failure for the system, one has:
PG =P, +P_=0.91968% (System good) .
PF = P6 +12° 0.0376051 (System failed) .
& Pe + P = 0.9572901 (overall evaiuated probability)
L - Therefore if the evaluation would be truncated at this point the resulting maximum error would be: .
? 1-Pg - Py = 0.0427099 :
1 If the above maximum error is not acceptable by the required accuracy, as it is probably the case with a figure like the e
! one sbove, one has to select the new pivat between: P1 W P3 oF and P7 . 13' s
. - . In our case it is Py + . then one has to compute Py Whic}\ results {0 be: SaE
” 1 .
F’l = 0.0218357 (System good) o
and: R
pFl = 0.0039754 dentasks
Therefore: e
P =290, 00039754 = 0.0037605  (System failed) S
4+10 S
3700 R
0 e
P = x 0.0039754 = 0.0002149 -
5411 7 5500

The new evaluated probabilities are:

PG = 0.919685 + 0.0218357 = 0.9415207
Pe = 0.0376051 + 0.0037605 = 0.0413656

PF + PG = 0.9828863

and the maximum truncation error is:
0.0171137 T

Again one has to decide if the above maximum error is acceptable or not; in case it 18 not the pivot has ta be identified -

smong: Py k3P, 110 Py Ly

tis P} +F3 then 8 new evaluation step is started, giving: o

= 0.0123955 (System good) Lo

Ps
pF] = 0.0023537 '
350 S
P = =22 x P = 0.0002139
B+18" 459 F3
Pgals = 2200, Pey = 0.0021398 (System failed) -

3850
PG = 0.9415207 + 0.0123955 = 08.9539162

PF = 0.0413656 « 0.0021398 = 0.0435054 :' ‘
PF + PG = 0.9974216 :.
maximum error = 1 - (PF . PG) = 0.0025784 ’
if the abave is still not acceptable, one notice that the new pivol among: T
PoerProaPav e #Py s o
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P, = 0.0019339 (System good)
P13 - 0.000215 (System failed)
Pg = 0.9539162 + 0.0019339 = 09558501

P = 0.0435054 + 0.000215 = 0.0437204

Pp+Po = 0.9995705
Maximdn erf@r = 0.0004295

The above pracedure may be continued by considering P5 1l and PB .16
Of course the above is only an example, which has been selected to aliow hand computations.

4.  CONCLUSIONS

The present paper has pointed out the peculiar properties of the microstate concept, and of the consequent dynamic
tree structure, as alternative to the classical macrostate approach.

The resulting method has to be considered as a further tool to evaluate the system reliability characteristics, it is
particularly important in case of trajectory dependent behaviours.

A computing procedure has been proposed, which shows that, despite the number of rnicrostates, in general infinite, a
truncated analysis can be performed to the desired degree of approximation.
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X THE EVOLUTIVE STATE: _
. A NEW DEFINITION OF SYSTEM STATE TO INCLUDE SEQUENCING OF EVENTS ]
LN
! o
; LET US START WITH THE FOLLOWING EXAMPLE: 8
;
[.
.‘ B
» G— A :
c - 4
Y
B:  INITIALLY OPERATING ITEM S
C:  COLD STAND-BY REDUNDANCY OF B R
A:  SWITCHING FUNCTION. IF A FAILS IT REMAINS IN THE POSITION OCCUPIED A
BEFORE FAILURE ’ g
. THEREFORE: (0 = GOOD, 1 = FAILED) 3
o
A FAILS BEFORE B »
A B ¢ | svsten L
1 0o | o : A
N\ e
1 1 1| o THE OPERATING CONDITIONS OF THE
COMPONENTS (1.E. THE CLASSICAL P
A FAILS AFTER B SYSTEM STATE) ARE IDENTICAL, BUT ]
THE SYSTEM IS IN DIFFERENT OPE- ]
A B ¢ I SYSTEN RATING CONDITIONS, T
1 1 —/ S
1 1| o y
j
THE CLASSICAL RELIABILITY DESCRIPTION USES THE CONCEPT OF STATE: S
STATEm OPERATING CONDITION OF THE COMPONENTS 1
«»
“ IS THIS SUFFICIENT TO COMPLETELY CHARACTERIZE THE SYSTEM? t 4
TO ANSWER THIS QUESTION LET US CONSIDER THE EXAMPLE AND THE FOLLOWING SITUATION: i
A AND B FAILED
IS THE SYSTEM FAILED OR NOT? - 1
4
1> IF B FAILS AFTER A. THE SWITCH CANNOT ACTIVATE THE REDUNDANT BLOCK  — Ll
SYSTEM 1S FAILED PN
2) IF A FAILS AFTER B, THE SYSTTM IS GOOD OR NOT IS SO IS THF 1TFM C. PO
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IN GENERAL :

THERE ARE SITUATIONS. WHICH ARE NOT FULLY DESCRIBED BY THE OPERATING CONDI-
TIONS.

RATHER THEY REQUEST THE SEQUENCING OF EVENTS TO BE COMPLETELY EVALUATED. L
; '
EVOLUTIVE STATE == -

INFORMATION CONTENT OF THE CLASSICAL STATE (I.E. OPERATING CONDITION OF THE Lo
COMPONENTS) + S

SEQUENCING OF EVENTS LEABING TO IT _
CLASSICAL STATE & MACROSTATE AR,
EVOLUTIVE STATE 2 WICROSTATE S

THE SET OF THE MACROSTATES IS A PARTITION OF THE SET OF MICROSTATES.

WITH REFERENCE TO THE EXAMPLE

CLASSICAL TRANSITION DIAGRAM DYNAMIC TREE

‘._‘<,'. B
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PARTITION OF THE SET OF MICROSTATES

So @ {5} -]
Sp = {s1}
S = {s2} o
S3 & {sy- 35} ! 1
50 = {5 .
Sg a{ss. 58} N ‘

S5 = {57 5o} b

S7 « {310: Sn, 512: 313' sluo 515} ._':'.:'I

IN_GENERAL

FOR A SYSTEM OF ORDER N. THE MICROSTATE TRANSITION DIAGRAM IS AN N-ARY TREE:

NODES = MICROSTATES 4
BRANCHES = TRANSITIONS T

- LEVEL 1

4

- LEVEL 0 St
IR

+

- LEVEL 2

R

. - LEVEL 3 =

2o

. . . . . . . . . . . . - "..4

R

]
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LET US CONSIDER THE GENERAL MICROSTATE S :

P|(1+ an = [1 - (2.()l AT] PI(T) v 4, PJ(T) ar

WHERE :

P,(r)  PROBABILITY THAT THE SYSTEN IS IN THE MICROSTATE S AT THE TIME v -
.Y
(S4) = CUMILATIVE TRANSITION RATE GOING OUT FROM S, SR

4, = TRANSITION RATE FROM S TO S, L
v

Aav = TIME INTERVAL

FROM THE ABOVE EQUATION: o

®
Pl(r) = -(34 )l Pl (1) + 4y PJ (r)

IN PARTICULAR : RIORR

FOR S, .
Po(T) = - (24)0 Po (69

IF (AS USUAL) P (0) =1 ’—L./'

FOR S, (MICROSTATE OF LEVEL 1): e

Py(r) = & (Z4 00T

g~ (Za) T 4

.

PI(T) = -(24)1 Pl(r) + ‘l 0

FROM WHICH P (1) IS DERIVED. TO BE USED TO FIND Py (1), AND SO ON.
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THEOREM (FUNDAMENTAL ) v
g
y
.4’4
i -~
- ;}j
Pla v Frgy (7 =
SRS
L
4 = 200 FIT 4y = 3500 FIT _ 350 FIT (IF B 60OD)
€™ ~~3500 FIT (IF B FAILED)
T = 10 YEARS = 87600 HRS
P1.p=0.0258111 Py, c1=0.0258111 PI*Fl-o.0258111-rPl=0.0218357@
A \
Pr170.0039754
AT
Po =€
- L P,=0.218357 (©®
0.701328 P,.. =0.258111" 2 ) .
. @ 24708 /Pﬁ,'12 0.0376051 g
MP.,=0,039754 -]
Pr,= 0.298672 F2™ s r ETC ]
P;,13=0.0021483| P, ; =0.0021489 1
]
-
. _i
P3,F3=0.01u7u96 P3,F3=o.01u7u95 PB*F;O.OMN% P,,F;o.mwugs W
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OPTIMISATION DES SPECIFICATIONS D'UN SYSTEME AIR-SURFACE LASER

par

Jean-Pierre MURGUE
THOMSON-CSF Div.AVS/Dép .AVG
52,rue Guynemer
92132 - ISSY LES MOULINEAUX (FRANCE)

et

Didier EVRARD
MATRA - Secteur Militaire
37, Avenus Louls Bréguet

78140 - JELIZY (FRANCE)

Résumé

Les spécifications d'un systéme d'armes doivent bien cerner les besoins des Etats
Majors, afin de les satisfaire dans les meilleures conditions de cofit-efficacité.

Cette présentation donne un exemple des études pré&alables qui ont &té nécessaires
pour spécifier un systdme d'attague Air-Surface a guidage laser.

Elle porte sur un cas opérationnel particulier tr@s dimensionnant qui est l'attaque
des vedettes lance-missiles & la mer.

Elle montre que le bombardement est une solution &conomique et qu'il est possible
d'optimiser en cofit-efficacité la définition de la nacelle de désignation laser pour le
bombardement qui demande un débattement important de la ligne de visé&e vers l'arrieére,
et celle du guidage de la bombe qui doit rester 3 tr@s basse altitude pour satisfaire
aux conditions mété&orologiques envisagées, et &tre suffisamment précise pour atteindre des
cibles aussi petites et rapides.

I - PREAMBULE

Les premi2res armes 3 guidage laser ont fait leur apparition en opération au début
des années 70.

Dads 1972, au Vietnam, les excellents ré&sultats obtenus avec les bombes guidées laser
PAWEWAY démontrdrent largement la validité des é&tudes de colt-efficacité sur lesquelles
s'appuyait le développement de ces armes et qui avaient mis en évidence les gains treés
importants que l'on pouvait obtenir avec ce type d'armement par rapport aux charges ana-
logues non munies de guidage, méme larguées de fagon tras précise par les calculateurs
des avions modernes sur des objectifs terrestres fixes.

La confiance mise depuis dans le guidage laser par les Etats Majors et l'@volution
des technologies optroniques ont conduit 3 repenser ce concept pour 1'adapter é&galement
4 l'attaque des objectifs terrestres de dimensions réduites, et aux objectifs marins mo-
biles.

C'est ainsi qu'a été &tudié et optimisé le systdme d'armement guidé laser frangais
utilisant 1'illuminateur ATLIS de la Société& THOMSON-CSF, l'engin AS 30 laser de la So-
ciété ALROSPATIALE et les bombes guidées laser de la Société MATRA.

Cette présentation porte, parmi les &tudes préalables de colit-efficacité& qui ont con-
duit aux spécifications de ce systeme, sur un cas opérationnel trds dimensionnant intéress.unt
la Marine : l'attaque de vedettes lance-missiles.

On verra ainsi comment ont été optimisées certaines caractéristiques de la nacelle
ATLIS et la définition de la bombc MATRA, A propos de laquelle nous nous limiterons au
kit de guidagye. En effet, le Symposium n'é&tant pas classifié, nous ne pourrons pas trai-
ter des travaux concernant les charges militaires, dqui, bien ¢videmment, ont &té oconduits
parallélement par la Société MATRA pour optimiser 1l'arme dans son ensemble. Nous devons
également renoncer A citer des informations 3 caractére confidenticrl, ce qui nous condui-
ra le plus souvent A présenter nos résultats sous forme gqualitative,

Aprds avoir rappelé rapidement lc concept du systdme d'armement guidé laser frangairn,
nous vous priésenterons l'exemple de nos travaux choisis pour cet exposé, en suivant le
plan ci-apres @

- Description de 1a prise ¢n compte :

. la clule et non opvironnement tactigee,
. loR condittong metborologioguen,

Teo setnario dPatbagque,
o e chatx du type dfarmed,
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« les caractéristiques de la nacelle
. le choix des principes de guidage des armes.
Enfin, nous conclurons sur l'utilité de ces travaux préliminaires.

II - SYSTEME D'ARMEMENT GUIDE LASER FRANCAIS

Ce systame est un systdme d'attaque Air-Surface pour avion monoplace, constitué par :
- la nacelle de d&signation laser aéroportée ATLIS ré&alisée par THOMSON~CSF,
- des armes 3 guidage laser de deux types :

. Missile AS 30 Laser de 1'AEROSPATIALE avec Autodirecteur Laser ARIEL de
THOMSON-CSF,

. Bombes guidées laser B GL de MATRA avec détecteur~écartométre laser de
THOMSON-CSF .

Ce systéme est aujourd'hui entidrement développé& et opérationnel.

La nacelle comporte un systdme "télévision et laser" de haute performance, dont la
ligne de visée est capable d'un grand débattement ne laissant gqu'un faible c6ne aveugle
vers l'arriere. Sa télévision, gui travaille aussi bien dans la bande visuelle gue dans
le proche infrarouge, permet au pilote de détecter et de reconnaltre sa cible 3 des dis~
tances nettement supérieures a celles obtenues 3 l'oeil nu. Il déclenche alors la pour-
suite té&lévision du point visé sur la cible, Le laser sert alors 3 la télémétrie pour
calculer l'entrée dans le domaine de tir de l'arme qui peut &tre tir&e aussitdt.

Dés le tir, le pilote dégage un virage serré& pendant que la poursuite maintient la
ligne de visée de la nacelle sur la cible. En temps utile pour le guidage final de 1l'arme ,
1'illumination laser est déclenchée automatiquement, cré&ant sur le pcint vi.& une tache
laser que l'Autodirecteur détecte, reconnait et poursuit pour le guidage de l'arme.

On obtient ainsi une tré&s grande précision a 1l'impact qui peut, gr8ce 3 la télévi-
sion, &tre observée par le pilote et enregistrée pour le compte-rendu de 1l'attaque.

Il faut noter qu'il est possible E€galement de répartir les fonctions de désignation

et celleg de tir entre plusieurs avions, les uns porteurs de nacelles, les autres porteurs
d'armes.

III - DESCRIPTION DE LA MISSION PRISE EN COMPTE

Parmi les missions nouvelles intéressant les Etats-Majors, nous avons donc retenu
pour cette étude, le cas trés dimensionnant de 1'attaque de vedettes lance~missiles.

.

III-1. La cible et son environnement tactique.

La cible était un b&timent de type OSA II navigant 3 grande vitesse, 1s0l& ou
en groupe, mais dans des dispositifs suffisamment dispersé&s pour que dans
chaque passe une seule vedette soit 3 prendre en compte.

Ses caractéristiques maximales de manoeuvrabilité et de vitesse selon le vent
et la mer ainsi que ses défenses &taient,bien sir, définies de fagon prospec-
tive et classifiée.

1I1-2. Les conditions météorologiques. S

A partir des thé&tres d'opérations envisagés, les conditions météorologiques
susceptibles d'&tre rencontrées dans cette mission purent &tre appréciées.

CONDITIONS METEQ  WEATHER CONDITIONS La figure 1 montre des exem-

ples des résultats statisti-
ques utilisés. Ils concernent

visimiTe PLAFOND VENT la visibilité, le plafond et
MYR CEILING wIND le vent.
(4 ]

Nous avons pris comme condi-~
tions nominales les limites
correspondant 3 une probabi-
11té de 90 %, soit, selon les
zones :

- de 3 a4 8,2 km pour la vi-
sibilite,

~ de 180 A plus de 1000 mdtres
i pour le plafond,

100 -~
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III-3. Le scénario d'attaque.

Les données sur la cible et son environnement conduisaient aux conclusions
suivantes sur le scénario d'attaque avec guidage laser, dans le cas princi-
pal retenu par la Marine, c'est-3-dire avec l'avion tireur assurant lui-méme

la désignation laser (Figure 2) :

SCENARIO D'ATTAQUE

(D BONNES CONDITIONS METEO
GO0D WEATHER CONDITIONS

. &

@ PLAFOND BAS
LOW CENLING

ATTACK SCENARIO

1/ Quand les conditions météo-
rologigues le permettent,l‘at-
taque sera faite a l'altitude
la plus favorable, a distance
de sécurité.

2/ Par plafond bas, l'attaque
devra &tre effectuée sous le
plafond, depuis l'acquisition
jusqu'a 1'impact de l'arme,

b, . S pour assurer l'illuminationde

la cible et l'arme devra, elle
aussi, voler sous le plafond
pour rester dans des oconditions
de propagation atmosphérigue
lui permettant d'acquérir pour

@ FAIBLE VISIBILITE

POOR VISIBILITY
. *é

. - son guidage terminal la tache

laser sur la cible.

3/ Par mauvaise visibilité,
l'avion pourra avoir a pénétrer
dans le volume battu par les

At L. S défenses de l'ennemi. La Jdurée

FIGURE 2

IV - LE CHOIX DU TYPE D'ARME

de cette pénétration cevra
&tre aussi courte que possible.

Ces contraintes opérationnelles permettaient de dégager deux premiéres spécifica-

tions pour l'arme :

1) Sa portée devra étre suffisante pour assurer le passage d distance de sécurité.

2) Pour couvrir le cas du plafond bas, elle devra pouvoir étre tirée et guidée a

tréds basse altitude.

Ces spécifications étaient compatibles d'une bombe guidée capable, sans propulsion,
d'un vol 3 tr@s basse altitude 3 la portée requise, et certainement moins chere qu'un

nmissile.,

Un tel choix conduisait A traiter en terme de coft-efficacité les spécifications de
la nacelle et de la bombe, en particulier les deux probl&mes suivants :

- capacité de débattement de la ligne de vis&e de la nacelle de dé&signation,

- principe de guidage-pilotage de la bombe.

V - LES CARACTERISTIQUES DE LA NACELLE.

DEBATTEMENT MAXIMAL DE LA LIGNE DE VISEE
DE LA NACELLE

POD LINE OF SIGHT MAXIMUM LOOK BACK ANGLE

DEBATTEMENT IMPORTANY PLUS FAIBLE

LOOK BACK ANGLE LARGE SMALLER

FIGURE 3

ASNAEX 3 I Y HAAQL AV QAQUI0Hd A

On voit sur la figure 3 que plus
le débattement maximal (o) dela ligne
de visée est grand, moins sera limi-
tée l'6volution (@) de l'avionau dé-
gagement aprés tir pour assurer la
désignation laser jusqu'ad 1l'impact de
la bombe, et plus courte sera ladurée
de l'exposition (t) au feu ennemi
lorsque la visibilité mé&téorologijue
oblige a tirer 3 courte portée et 2
pénétrer dans lc¢ volume dangereux.

Ltangle (@) de rotation de la
ligne dc visCe entre le tir et 1'im—
pact sera aussi moins ouvert; il et
en effet souhaitable que cet angle no
soit pas trop &leove pour que 1'éneryie
laser renvoyCGe par la cible wers l'arme
reste suffisante.

Mats 1'augmentation de l'angle (o)
qui, ifdCalement devralt 8tre de 1407,
pout cofliter cher,
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Il a &t& nécessaire d'évaluer la valeur optimale de cet angle en rapport colt/effi- w .
cacité, e

La figure 4 montre quelques résultats des simulations pour des bombardements d courte ——
portée correspondant aux faibles visibilités avec pé&nétration dans la zone battue par les '

défenses ennemies. Ils montrent '

qu'il est particuli2rement impor-

OPTIMISATION DU DEBATTEMENT tant d'augmenter 1'angle o¢ jusqu'a

des valeurs proches de 180°, mais

LOOK BACK ANGLE OPTIMIZATION que la sensibilité des paramétres

d'efficacité opérationnelle, tels

EFFICACITE cour que t et £, a cette augmentation

¥
EFFECTIVENESS cosr isggnule pratiquement au dela de

Chall st A

MOTATION DR LA LDY  TRWPS T'RXPOMITION  PROJET IMITIAL Il nous a été facile de conclure
101 pESION sur ce problame quand l'é&tude de -
.y ‘ot noraviow axposvas e AMELIORE colit nous a montré qu'une modifi- y
urpATE cation de la nacelle initiale pour 2
atteindre un angle de cet ordre ol
7/ conduirait & une augmentation de . 4
10 3 du cofit, en apportant une di-

1004— minution du temps d'exposition de

l'avion de 20 %, alors qu'une mo-
: dification pour un angle supérieur

"4__ ) obligerait 3 changer complétement

° e & 1o 20 100 P le concept, avec &videmment une

augmentation trés importante duooilt,

FIGURE 4 sans pour cela diminuer davantage

le risque d'attrition.
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VI - CHOIX DES PRINCIPES DE GUIDAGE DES BOMBES

VI-1. Spécifications opérationnelles des bombes quidfes MATRA

Les spécifications opérationnelles des Etats Majors assignaient aux systémes
de guidage LASER MATRA deux objectifs essentiels :

- des objectifs terrestres immobiles de dimensions réduites,
- des objectifs maritimes, et plus particulidrement, des vedettes lance-mis-
giles du type OSA II , dont la description a &té faite précédemment.

Il est apparu trds vite gue ce dzrnier objectif &tait le plus difficile & traiter
tant par ses dimensions trd&s rédultes sous certaines présentations,que par sa vitesse.

n,_—,—f*"“'_ Une étude comparative en termes de cofit-efficacité a été entreprise au début
. du développement afin de déterminer la loi de guidage la mieux appropriée, compte-
tenu &galement de la charge militaire qui représente, dans ce type d'armement, plus
de 75 % de la masse totale.

Cette &tude a permis de définir une solution originale, ayant un trés bon rap-
port colt-efficacité.

Vi~-2. Description de la trajectoire

La trajectoire d'une arme 3 guidage LASER
tituée de deux phases :

- une phase de préguidage, entre le point de largage et l'instant old le détec-
teur laser peut accrocher la cible,

- une phase autoguidée depuis l'accrochage jusqu'a 1'impact.
La phase de pré&guidage doit pouvoir se dérouler :

- a4 trds basse altitude lorsyue le plafond nuagcux l'impose,

-~ 4 plus haute altitude lorsqu'un angle d'impact final flevé est recherché ct
que les conditions météorologiques et l'environnement tactique de la cible
le permettent.

Le guidage terminal, quant 3 lui, doit assurer d l'arme une précision suffi-
sante pour atteindre la cible.

4 Seule 1'é@tude relative A la composante latérale de la distance de passage seora
exposée ici,
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VI-3, Analyse de la précision requise

La vedette lance-missiles est un exemple de cible de dimensions relativement
importantes, mais animée d'une vitesse &levée.

Elle peut se présenter 3 l'arme (voir Figure 5, ci-dessous) :

- par le travers,

- par l'avant ou l'arrieére

- ou dans une position intermédiaire caractérisée par 1l'angle G
entre sa vitesse et la trajectoire de la bombe.

vy WY (VY +» WY
(htai 1kia) thist

3

-
ii

3

VITESSE CIBLE
vy

TARGET SPEED

VENT
-—h

<20

Dl as ot
®
<
’
2

«WcoeB| 20| <45 l

FIGURE 5

Dans le premier cas la composante perpendiculaire & la trajectoire de la bombe
de la vitesse de la cible, (VY), est maximale et la vitesse du vent suivant le méne
axe (WY) peut s'y ajouter s'il est de face. Le vent sur le pont (VY + WY) ne peut
cependant qu'exceptionnellement dépasser 45 noeuds. Mais, dans ce cas, la largeur
apparente de la cible est maximale et si la tache laser est supposBe au milieu du
bateau, la bombe peut &ventuellement faire une distance de passage non nulle tout
en détruisant l'objectif grlce 3 sa charge militaire trds efficace.

En présentation avant ou arri@re, la vitesse transversale de la cible est nulle
mils sa largeur apparente est minimale. La vitesse maximale du vent considérée est
de 20 noeuds.

Entre ces deux pré&sentations extr&mes, toute situation intermédiaire doit étre
envisagée car, pendant le vol de l'arme, le bateau a tout loisir de manoeuvrer pour
éventuellement rechercher la présentation la plus favorable pour lui.

Le tracé des largeurs (figure 6) et vitesses transversales apparentes (figure
7)de la cible permet d'évaluer la distance de passage maximale pour faire impact

(figure 8).
m Appearing widtn Kes ﬁMax appearing speed m” Miss distance r\:\;t
40 | 20
b 20W 10 4
g’ ¢ ,
. - —t T
0 45 90 0 45 80 20 a0 Kro SERINS
FIGURE 6 FIGURE 7 FIGURE 8

La distance de passage maximale admissible par rapport A la tache laser est
donc la demi-largeur du bateau jusqu'ad 20 noeuds, puis cette distance augmente.
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VI-4. D&finition de la loi d'autoguidage 1
Les objectifs de précision &tant &tablis, il s'agissait de déterminer la loi ,.*..4
de guidage la meilleure en termes de rapport colt/efficacité, l'efficacité &tant dé-
finie comme la probabilité de faire impact, quel que soit le point du bateau. LY
Deux types de loi peuvent &tre envisagés pour cette arme : - 1
- une loi de poursuite nécessitant un minimum d'é&quipements et en particulier oo
un détecteur laser & faible cofit, R
- une loi de navigation proportionnelle, pure ou mixte et pondéré&e par des ': y
termes de poursuite, nécessitant des équipements plus complexes : autodi- NN
recteur 3 t8te gyrsocopique par exemple.
E
o
La premidre solution, treés 'J
COMPARAISON DES LOIS DE GUIDAGE TERMINAL &conomique,ne répond malheu- B
TERMINAL GUIDANCE LAWS COMPARISON reusement pas au probléme car k
elle induit une distance de T
passage, proportionnelle en . 4
DISTANCE DE PASSAGE premidre approximation i la - 4
MISS DISTANCE vitesse de la cible, la si-
] tuation se dégradant méme )
‘)a" encore i grande vitesse i Lo
e Colt : 1 ',Sa/ cause des saturations d'or- -
— L0t : 1.5 (Autodwecteur) R4 dre aérodynamique. NI
----- Cor : 1,1 / PR
1 La deuxiéme solution, utili- ST
7| MATRA LGB sant un autodirecteur 2 téte . 4
gyroscopique améne 3 un surcoft
de 50 % sur le systéme de
guidage. Elle répond dupoint
/‘ de vue précision au probléme
" mais n'utilise pas les carac
L téristiques dimensionnelles
e NPIPN de la cible et elle est donc
o 3 la limite, inutilement cheére.
2 *® nesse
;’.“,K,s, MATRA a donc recherché une
FIGURE 9 solution intermédiajire, mieux
adaptée aux spé&cifications
de précision, qui a consisté
4 améliorer de fagon simple les dé&tecteurs adaptés aux lois de poursuite afin de pou-~
voir compenser la fraction de la vitesse apparente de la cible correspondantau vent.
Cette amélioration est d'ailleurs également nécessaire pour les ablectifs terres-
tres de faibles dimensions. Le surcofit entrafiné par cette solution est beaucoup plus
- faible que pour la solution précédente : environ 10 %.
Ce rapport &tant non classifié&, nous ne pourrons donner que les principes de la
solution adoptée.
Les détecteurs utilisés dans les bombes guid&es MATRA sont :
~ un &cartomdtre laser,mont& sur girouette aérodynamique,
- un gyroscope de roulis, assurant une référence de verticale.
Le pilote est un pilote 2 axes : roulis et tangage.
La loi de guidage est une loi de poursuite avec :
- compensation de la pesanteur,
- compensation de la vitesse transverse de la cible. I
Cecl est réalisé grice au gyroscope de verticale et a 1'écartométre Laser yui . 4
a été rendu 3 cet effet plus performant, avec des caractéristiques de linéarité tris .. o
bonnes et une grande précision, sans toutefois attcindre la complexité de l'autcdi- ‘
recteur. Le gyroscope de verticale, quant a lui, était dfjd nécessalre pour le pré-
guidage a trés basse altitude.
Avec cette loi de guidaye,la distance de passage reste faible pour une vitesoe
de cible inférieure & 20 nocuds.
Au deld, elle croft comme avec une loil d¢ poursuite mais reste compatible de 12
cible envisagée.
Ainsi, en utilisant une loi d'une cfficacitét voisine de c¢oelle procurée par 1a
navigation proportionnelle yénéralement préeoniaée pour traiter une cible mobiic,
nous avons pu réduire notablement le colit du systdme de quidage ot done réaliser uwe
véritable étude d'optimisation en termes de cofit /oefficacits,
Les nombreux essals on vol effectuds par co systdme ont permis de contirrer ba
validité de la solution retenue et montré une précisgion trdas bonne de 1'ensemble pae-
faltemont compatible de ses objectifs opArationnela,
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VII - CONLCLUSION

Nous avons voulu montrer ici 1'intéré&t et la nécessité d'études a caractdres technico-
opérationnels pour aboutir 4 une définition cohérente et optimale en cofit/efficacité d'un -
systéme complexe tel que celui de 1l'armement quidé LASER frangais, avec sa nacelle et ses .
armements, B

Dans les cas particuliers considérés, les solutions les plus performantes ol les
plus complexes se sont avéré&es inutilement chéres.

Il a &té& ainsi possible d'orienter la définition de la bombe vers des solutions sim—
ples mais suffisantes pour les missions assignées et d'adapter celle de la nacelle en op-
timisant son rapport Collt/Efficacité. »
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DESIGN-TO-COST (DTC) METHODOLOGY TO ACHIEVE AFFORDARLE AVIONICS

BY
ALBERT J. SHAPIRO

KEARFOTT DIVISION
THE SINGER COMPANY
150 TOTOWA ROAD
WAYNE, NEW JERSEY
07470
UNITED STATES

SUMMARY

In response to the continual exponential growth in the complexity and cost ot
military weapon systems, especially the electronics portions, the United State:z
Department of Defense has implemented a "Design-to-Cost" (DTC) procurement policy,
The objective of this policy 1is to meet ESSENTIAL and DESIRED ocperatiornal
requirements in the most cost effective manner by setting cost targets at the start
of the procurement process,

A methodology is described for developing electronic equipment to meet DTC require-
ments, Specific management action is required in establishing an appropriate organi -
zation as well as procedures and guidelines for the engineering development process
and subsequent production to achieve the cost targets. The critical role of computr:
aided design in optimizing the electronic system design is highlighted.

An example of a DTC program successfully applied to the Lightweight Doppler
Navigation System (LDNS) AN/APN-128 is reviewed.

1. INTRODUCTION

The ever increasing demand for more sophisticated avionics for advanced manncd «¢na
unmanned afrrcraft demands the use of a disciplined design and production engineering

approach to assure that all essential mission requirements are being achieved for ttr
lowest Life Cycle Cost (LCC).

U.S. Department of Defense procedures (Reference 1) for the acquisition of military
equipment direct that procurement of new equipment must achieve a cost effective
balance among acquisition costs, ownership costs and system effectiveness. I'herte
requirements mandate an approach to the development of new hardware which require=
careful trade-offs among factors affecting performance and cost. Cost has alwzys
been a consideration, but as requirements es:zalate, it becomes a primary decign
parameter which ranks equally with performance. In recognition of the need ¢t~
contain the cost of new hardware, the military customer has implemented a r-w
acquisition technique, namely, the Design-to-Unit Production Cecst (DTUPC) or Desian-
to-Cost (DTC) Procurement. This type of procurement 1s characterized by the
following:

- unit production cost must become a primary design parameter

- essential performance criteria, wunit acquisition and ownership costs mus*
receive equal consideration

- realistic unit cost goals must be established that arc achievable and affordable

- the best possible design to perform the minnion mast he obtained for the estab
lished unit cost goal.

This paper describes procedures for implementing the DTC concepts that were artvived
at during the development of the AN/ASN-128 Lightweight Doppler Navigation System ruow
in production for the U.S. Army and for military forces of several other nations, 1t
was one of several systems that was designated Ly the DOD as a "test bed" (:~
evaluating the DTC concept. The techniques described in this paper should provide

designers with a proven methodology to optimizc avionic:' cost cffectiveness,

2. DESIGN-TO-COST METHONULOGY
The sections that follow develop a suggested cet of procedars s, tr:de-offs and dooy
mentation to be used in implementing a DTC preqgram.  Whe:e are diagoammed in Figure

and disrussed below,

2.1 SELECTION_OF_COST AND PERFORMANCE GUALS

The DTC process startsg with the procuring agency establishing o realistic coant g

for the equipment that is to he purchased (Step 1 of Figure 1),  rypically, this o)
represents the amount the qovernment (g willing to pay tor o anit of midstary equp

ment which meetn eatablinhed and measurable performanee requirements ot a npeckt oot
production quantity and rtete during a speciticd perjoa of e,

ASMIUX § ENJANUIADD 1V O RNctodd Iy

W

e e U A - . R



AD-A154 327 COST EFFECTIVE AND AFFORDABLE GUIDANCE AND CONTROL
SYSTEMS(U> ADYISORY GROUP FOR REROSPRCE RESERRCH AND
DEVELOPMENT NEUILLY-SUR-SEINE (FRANCE)

UNCLASSIFIED AGARD-CP-369 /G 1777




. P |
L e e o e
e e s e

* . 2t .

. O . ! ’ ;

. ; P Y Tt . . v e fa PR L
+ e e .» | FESSISTTIEY ARSI ¥ WOy LA,

L v
P A R RN k P N

1

1.6
=

14

M— a3 K EFETTE

NATIONAL BUREAU OF STANDARDS-1963-A

2l =

1.25

e —
e —
—
e ———

MICROCOPY RESOLUTION TEST CHART

'y

-y

Ty
ih‘l !




T T T T T T N T T R T R R T ———
3 . - A . IR N AN AT SO A e, vt et suius aoes seves s s ~ A UM U AP S oy gpen ey i Sl Y it i
- ~ . e - T Ten e T T e T e T .t “
ST e T T T AT e T T s T AT e T e W W

8-2

The performance requirements are established by the technical arm of the procuring
agency, and are divided into two categories: “ESSENTIAL" and "DESIRED", ESSENTIAL
requirements are those elements of performance that must be met if the equipment is
to be useful in the intended applications and, therefore, cannot be traded off
against cost. DESIRED requirements or features can be sacrificed by the designer in
order to achieve the DTC goal.

The determination of cost and performance goals by the procuring agency can be a
complex and difficult trade-off study in itself, The partitioning of the available
budget among the elements of a weapon system (e.qg., airframe, propulsion, avionics,
weapons, etc.) is a possible first step and must be based on experience and the
mission requirements, This partitioning would have to be tested against estimates of
the production costs of these elements. Such estimates might be based on extrapola-
tions of the cost and performance history of similar equipments or on a survey of
current suppliers to get their projections for costs and capability of “"next
generation" equipments. Depending on circumstances, the procuring agency may use any
one or a combination of these techniques to arrive at the DTC cost goal.

The next step, the development of ESSENTIAL and DESIRED requirements, involves the
cooperative participation of operational, developmental and logistics organizations
within the military agency. These organizations may be required to make some
difficult decisions when establishing these requirements in order to avoid the
temptation of making every requirement an ESSENTIAL one. Similarly, if too many of
the operational requirements are placed in the DESIRED category, there is the danger
of the designer eliminating important features to meet his cost goals. Strong
technical and project management control within the customer‘'s organization must be
exercised to achieve a realistic set of ESSENTIAL and DESIRED requirements.

2.2 EQUIPMENT SUPPLIERS RESPONSE TO THE DTC GOALS (Step 2 of Figure 1)

TECHNICAL - The equipment developer's activities should start with a detailed
in-depth review and interpretation by program and technical management of the cost
goals and performance specifications, All requirements and particularly the
ESSENTIAL ones should be discussed with the customer to assure that they are clearly
understood. With the help of the customer, priorities should be assigned to the
DESIRED features where possible. .

Some of the many factors to be considered when assigning priorities are:

- DESIRED features that may become ESSENTIAL requirements in the future when deve-
lopment of related architecture and/or avionics have been completed should be
identified; for example, introduction of new data bus interfaces such as

MIL-STD-1553.

- some seemingly expensive features may become significantly less costly by the
time production starts; for example, reduction in computer memory oosts as more
dense LSI memories become available. The cost of RAM memory has decreased by

twenty to one over the last 10 years.

- digital signal processing techniques involving microprocessors and VLSI/VHSIC
technology with their vast potential for greater functional capability at lower
costs will permit incorporation of features such as increased BITE and addi-
tional system functions in the near future without impacting cost or size goals.

After completing the reviews of the customer's DTC goals and requirements, they are
then converted into a set of system requirements to be used by the development
engineers in the detailed design phase. Later sections of this paper discuss some
suggested CAE/CAD techniques to improve DTC effectiveness during the design phase.

MANAGEMENT - For DTC to be effective, a company must be ready to set up an organiza-
tion that provides the functions required to properly accomplish the program goals,
A full time DTC management function completely dedicated to implement and monitor the
DTC concept is required in order to be successful and not merely provide lip-service
to DTC. Experience has shown that a full time DTC manager, running an effective DTC
program, will more than pay for that person, A typical organization chart is shown
in Figure 2. The DTC manager is shown sharing the Program Management Office, thus
having the required authority in directing the DTC activities, while having access to
Engineering, Production, Logistics, and other program related functions and informa-
tion. The DTC manager not only manages the overall DTC effort but also chairs a DTC
Audit Committee that consists of the Directors of the engineering, production, logis-
tics support and finance groups. The Audit Committee is more than just a staff func-
tion; it consists of line Directors whose personnel are assigned to the program. The
Audit Committee, therefore, has the authority to react to problems by directing
actions to be carried out. It is beneficial if members of the committee are directly
involved in other related company programs, thus providing "cross-pollination” of
ideas, techniques, and experience gained on these programs, Because the Audit Com-
mittee members represent all of the disciplineas invnlved in developing the product
they can critically evaluate the impact of trade-off decizions from many viewpoints.

It is suggested that the Audit Committee attend the HSystem Design Review (SDR).
Results of the other denign reviewa, such as rlrctrical and mechanical design reviews
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"L can be summarized for the Audit Committee for follow-on action if required. The
-, : committee should meet every month to review DTC production cost updates, and in addi-
~ tion should meet whenever the DTC manager requires i‘; e.g., when design changes have
been submitted for approval prior to implementation,

In order to allow the DTC manager to exercise control over the design process, he Rt
must be provided with DTC production cost updates, which should be generated at y
appropriate intervals during the development program. These can be presented in a
cost status and history package such as that shown in Figures 3, 4 and S. The DTC
. manager must track these cost projections at sufficiently close intervals, weekly in
. most cases, to detect problems before designs proceed too far.

NI

‘1
<
R

The module level data contained in Figure 3 are provided by Production Engineering -t
using inputs from the disciplines listed on the chart, i.e., production engineers,
test engineers, quality control, procurement, etc., based on the current status of
S e the design. This Module Status chart provides a wmeasure of how well the DTC goal .
- A will be met in terms of the difference between the target cost and current cost T

v estimate, The column marked "Difference Between Last and Current Status®™ reflects
the success of efforts to reduce or control costs during the program. The last three
columns reflect the confidence level of the DTC estimate based on the nature of the
cost data.

Figure 4 is the LRU Cost Status chart which is directly derived from the total of the
module charts plus additional costs associated with the wiring, assembly and test of
the LRU itself.

f. Finally, it is very desirable to chart the cost history of each LRU in graphic form
c . to allow the DTC manager to monitor the cost trend relative to the target. Such a
chart for a single LRU is shown in Figure 5.

FORMAL GUIDELINES

It is strongly recommended that a set of guidelines or standard procedures be de-
veloped that are documented and made available to all project personnel, These pro-
cedures can be incorporated into the company's standard policies manual, or be pre-
pared specifically for a particular program, The standard should address overall DTC
policy, assign responsibility and list specific procedures to be followed during the
DTC program.

,!"'l"'.'
PRI S B R

An overall description of DTC should be spelled out in a Standard Procedure Document
which should begin by defining DTC and the concepts of ESSENTIAL vs., DESIRED features
and the conditions under which it must be applied. It should specifically identify
responsibilities for initiating the DTC program and for translating the customer's
R cost and performance specifications to a form suitable for the engineering groups.
- It must designate the approval authorities for each major element of the equipment
) DTC targets. The method for partitioning the system target cost among the LRU's must
be defined as must the responsibilities of the cognizant Engineering and Production
Departments in the total DTC process. The method to be used by the Audit Committee
for reviewing cost progres: must be specified as must the criteria for reiterating
the design should that be necessary. The standard should be applied to all programs
E and projects which involve substantially new designs having significant production
- potential,

o B In addition to the project or management oriented guidelines discussed above, the
- design team should be provided with a set of Engineering/Manufacturing guidelines to
be followed for the specific product under development, Though these quidelines may
- change for different products, and as technology changes, they should be established
and adhered to for a specific product during its developmental phase. The guidelines -
- are essentially sets of technical "do's"™ and "don'ts". Examples of "do's" are: wuse my
R components from the preferred parts list, use minimum number of part types, minimize
-~ the number of separate assemblies to minimize I/0O buffering and loss of speed in
N digital circuits. Examples of “don'ts” are: no circuit adjustments, no calibration
of components or sub-assemblies, no selected parts or non-standard values for parts.
Obviously, some guidelines are applicable to all or most avionic products, while
others reflect a particular company's reliability, cost and logistic support
experience. Once established, any deviation from the guidelines should require the
approval of the DTC manager and the Audit Committee.

ENGINEERING

. Based on the system requirements which were generated after consideration of the
. customer requirements, the overall system partitioning should be determined (Step 2
~ of Fiqgure 1), System functions must be allocated to the Line Replaceable Units (LRU)
and then to the modules, Partitioning should be performed to minimize hardware
costs, For example, as one distributes functions among a number of LRU'S the addi-
tional components and power for 1/0 buffering, connectors and cables (some shielded)
can add cost and reduce reliability while providing no added tunctional capability.
On the other extreme, one very large LRU seemingly attractive from an initial cost
viewpoint may have severe installation prohlems and maintcnance deficiencies and
increased life cycle cost. System function partitioning, therefore, requires judqe-
ment and considrrahle experience with the banie hardware and itn application,
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. The next task after function partitioning is to prepare product specifications for
R each LRU and each module (Step 3). These specifications should provide detailed

requirements including performance, size, weight, power consumption, and inputs and
outputs. Performance requirements for the modules are derived from an overall system
performance analysis that in turn relates directly to the customer's system
requirements. Because of the close relationship between cost and performance
specifications, the latter should be generated to meet the system needs without
"overkill®, It is extremely desirable to make the module performance requirements
directly traceable to the system requirements in order to enable rapid cost versus
performance tradeoffs to be performed during LRU and module design. The module and
LRU performance requirements must be approved by the DTC manager and the Audit
Committee.

Once the module and LRU requirements have been determined, cost budgets can be
assigned to these units. Selection of the cost numbers are based primarily on
experience at this point although avionics suppliers, who have developed previous
generations of the product, usually have on-going relatable research and development
designs to form the basis for cost estimating. The allocation of costs to the module
level is performed by the DTC manager with assistance from the designers, production
and cost estimators and reviewed by the Audit Committee.

The module designers will by now have a complete set of requirements for their
respective modules - cost, performance, interfaces and other characteristics - and
can begin the detailed design activity (Step 4).

It is appropriate at this point to emphasize the benefits that Computer Aided
Engineering (CAE) can provide not only in generating the electrical design, but also
in optimizing component parts selection. A computerized component data base which
contains the cost, electrical parameters and physical parameters of all components
pernits rapid and complete computation to evaluate the trade-offs between parameter
choices and system benefits. This subject is discussed later in this paper.

The results cf this design effort in the form of detailed parts lists, schematics,
assembly drawings and test equipment requirements 1is provided to production
engineering and logistica to translate into preliminary production costs and life-
cycle-costs (Step 5). Performance analyses by module designers of their respective
modules are reviewed by the systems group to determine the degree of compliance with
overall requirements.

[N

Step 6 of Pigure 1 represents a decision point in the DTC process. The results of
the design analyses are collected and reviewed in detail by the DTC manager and the
Audit Committee for compliance with the performance and cost targets and to determine
the next course of action. The three possible cases are diagrammed in PFigure 6 and
discussed below.

CASE 1 - DTC BUDGETS ARE BEING MET

This is the sought after case, Performance features and life-cycle-cost may continue
to be reiterated to further optimige overall system performance and to lower
production and life-cycle-cost should program schedules permit. The Program Manager
would then review the overall program status with the procuring agency, and release
to production when the proper point in the schedule is reached.

CASE 2 - DTC EXCEEDS BUDGET BY 5 PERCENT OR LESS

Trade-offs of cost and performance will continue until either the budget overrun is
eliminated, or it is determined that further cost reduction effort is not warranted
and the overrun can be absorbed by "underruns® on other modules.

CASE 3 - INDIVIDUAL DTC BUDGETS ARE EXCEEDED BY 5 PERCENT OR MORE

In those cases where an individual DTC budget exceeds its goal by 5 percent or more,
the responsible performing organization will prepare a Recovery Plan and review same
with the DTC Manager and the Audit Committee. Should the DTC Manager determine the
total internal DTC target is not in jeopardy and the Recovery Plan is feasible on the .
basis of analyses and trade-offs performed, the Recovery Plan will be approved, a

budget adjustment will be authorized, and the Recovery Plan will be implemented by '
the responsible organization,

If the DTC goal cannot be met after examination of all possibilities has been made,
then the DTC Manager and the Program Manager must open a dialogue with the customer.
He must be appraised of the magnitude of the problem and must be engaged in a
determination of the next step. This next step could range from relief from some of
the ESSENTIAL requirements to a major redirection of the program. Such a situation
would arise only i{f some gross miscalculation of the technical difficulty of the task
had been made at the outset, This is not very likely for the development of hardware
using mature technology.

2.4 DTC FOLLOW-UP DURING PRODUCTION

The DTC technique for meeting tight coat and performance requirementn munt continae
throughout the production phase,
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After the design is frozen and the drawings released, the production plan, which had
been generated during the development phase to support the analysis of production
costs, must be updated and implemented. At this point the manufacturing cost
analysis should be updated.

The detail level to which production costs must be recorded to provide control is
shown in Figure 7. This is a value-added flow diagram which begins with raw material
acquisition and ends with an accumulated total manufacturing cost for the product.
It uses material quotations from potential vendors, in-house fabrication actuals, and
test and support labor for all of the operations to be performed. Efficiency
factors, assembly and test yield, and rework ratios may be derived from these Adata,
This complete model accurately identifies the cost drivers and isolates areas for
significant cost reduction opportunities. To be maximally effective, the Production
Cost Tabulation of Figure 7 should be updated frequently to detect changes or trends
in production costs due to component prices, producibility or yield problems.

This type of reporting must begin early in the production phase. It provides the
kind of data (discrepencies, unfavorable ratios, etc.) needed to identify production
problems readily.

The data provided by the Production Cost Tabulation of Figure 7 must be tracked by
the production groups and reported through the use of a Producibility Analysis Report
shown as Pigure 8, This report may be initiated by any of the production groups such
as production engineering, procurement, methods, inspection, etc., who would be iden-
tified in the "Problem Reported By" column. A proposed solution might be generated
by Jjoint action or the problem might be referred back to engineering. The
"Engineering Response” would generally be in the form of a Revision Notice
delineating a drawing, part or manufacturing procedure change which has received the
proper DTC management reviews and approvals.

It must be pointed out that the DTC design phase results in a paper output of perfor-
mance and cost estimates, It is in the production phase that the degree of DTC
success is truly established as the product's actual performance is determined by
ATP/Qualification Tests and/or Flight Test, and as actual costs are accrued.

3. COMPUTER-AIDED ENGINEERING TECHNIQUES

The use of computer aided engineering (CAE) has become a convenient design aid that
is now used routinely throughout the electronics industry. CAE techniques are
mandatory for DTC programs since they make practical the detailed statistical
analyses that enable selection of the combination of components that provide the re-
quired performance at the lowest cost., CAE analyses are performed on designs before
circuits are even breadboarded to minimize development cost and time. After a base-
line design has been analyzed satisfactorily, breadboards are built and tested to
verify the analysis, ’

3.1 USE OF DESK TOP CAE

e Systems employing primarily analog circuitry can make use of CAE programs contained
in desk-top computers, For these systems, existing computer programs such as ECAP
are useful, Some systems may require special programs to be developed to perform
cost versus performance trade-offs, This approach toward circuit design provides
many advantages including the following:

- development is faster and costs less
- statistical analysis of component error effects are readily performed
- circuit design can be iterated until the minimum number of different types of

components is achieved,

- component tolerances can be increased by iterating the design up to the
specified performance levels

- sensitivity analyses can be performed, whereby critical components and
parameters can be identified in terms of module output error

- worst case analysis of error effects can be done to provide means for
eliminating all adjustments

- detailed design documentation can be auntomatically provided

- analyses can be easily repeated if the ctfects of changes in module or
system specifications are needed for DTC trade-offs

3.2 COMPONENT DATA BASE

Another advantage of CAE is the minimization of component types., A Preferred Pait:
List (PPL) generated at the outset of the program, nhould contain proven but state -

of-the-art components, and circult designern ghould he required ta uRe there com
ponentn unlean proof s supplied that none of them are suitahle tor the specitire
application, For example, the PPL should include the rpecitic reaiator and capacito
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values and diode and IC types to be used to reduce the number of different active and
passive elements thereby simplifying purchasing and inventory costs, and allowing low
price, large gquantity purchases to minimize production and life-cycle costs. A
typical data base is shown iIn block form in Figure 9. The program should 1list
approximately 40 parameters for each component that are printed out on three separate
pages; one page lists primarily cost-related parameters, the second, performance and
reliability, and the third, mechanical data such as size, weight, board area, etc. A
summary sheet should be provided that includes:

number of components by module

the component cost by module

the estimated area for layout

the weight of each module

the failure rate and MTBF by module

A copy of a typical summary sheet as used in the DTC development of the U.S. Army
AN/ASN-128 is given in Figure 10. Copies of typical cost, performance and mechanical
sheets are given in Figures 11, 12 and 13.

Many advantages accrue from this approach. All circuit analysis programs are auto-
matically tied to this component data base. If a circuit design change is made, any
changes in components are automatically reflected in the summary and components
lists. The printout also tells the Product Engineer how many different kinds of com-
ponents are being used. A Preferred Parts List is made up and circuits are
redesigned, by computer, to use only those parts, if at all possible. The summary
sheet tells the designer immediately his cost and performance status. Problem areas,
such as excessive board area, or potential temperature problems are quickly
uncovered, and corrective actions can be taken, prior to any breadboarding. Finally,
a component list for parts purchasing can be made up "instantly” for the entire
gystem since a listing of the total number of each type of part used in the system is
provided as an output. Maximum advantage can, therefore, be taken of large guantity
purchasing agreements.

3.3 UNIQUE CAE APPLICATIONS

Computer aided engineering is not limited to electronic circuit design and layout but
can be beneficial in other areas of design, Por example, microwave antenna array
design has always involved some "cut and try" methods, with little flexibility in
optimization because of the costly and time consuming nature of the experimental pro-
t cedures. At Singer-Kearfott, a computer program has been developed which permits
rapid and effective design, analysis, and fabricatio- of test models of a printed
antenna. (Excellent correlation has been consistently obtained between predicted and
measured performance.)

Figure 14 shows the inputs to this program and the results which are produced. The
inputs include the physical size available for the antenna aperture, the ‘direction of
the peak of the beam and the allowable side lobe level. The program will print out
the electrical performance parameters of the antenna and the physical details and
dimensions of the radiating elements. The latter information is used directly to
generate the artwork for etching the printed antenna and for constructing other
mechanical features,

[ In this program, Monte Carlo techniques are used to estimate the effects of dimen-
e sional tolerances. This is preferable to the usual worst-case analysis which, when
applied to microwave assemblies, has been shown to yield costly and "over-performing”
designs, A flow diagram of this technique is shown in Figure 15. The key input to
this program is the rms tolerance of the relevant antenna dimensions. These are
applied to a random number generator to produce random sets of antenna dimensions
having a variance related to the input rms tolerance. The performance range of the
antennas which will be produced is then computed and the histogram shown is generated
for a specified parameter, in this case the side lobe level, For the case shown, the
mechanical tolerance allowed will produce a 99 percent yield of acceptable antennas.
The use of conventional design techniques would incur a cost much higher than the
benefit which would result from the 1 percent higher yield.

3.4 ADVANCED CAE/CAD

The above section described a CAE and data base concept successfully applied to RF
and highly analog oriented systems, With electronic systems becoming more digital in
nature and Printed Wiring Boards (PWB's) and Very Large Scale Integrated (VLSI)
Circuits becoming ever more complex (i.e., complexity douhling every 2 years) use of
a highly integrated sophisticated CAE system has become mandatory.

Typical of modern CAE tools for the design of digital electronics is the Prime 850
Computer workstation system which includes an EPMS (Electronic Design Management
System) and THEMIS (The Hierarchical Event-driven Multilevel Tnteractive Simulator).

ELECTRONIC DATA MANAGEMENT SYSTEM (EDMS)

EDMS softwnre integrates the electronic enginecring, deniqn, drafting, and testing
information that goes from the inftial electrical/electiontce chirenit concept to a
tinished proven denign, providing a single Data Rage Management Syntem that can be
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shared by all members of a development team.

The EDMS features two integrated data bases; an Electrical/Electronic Component Parts
Library that can contain all of the standard and customized items suitable for elec-
tronic designs, and a Project Design Data Base (PDDB) that centralizes all informa-
tion for a particular design, thereby permitting all users to access the same data
(including cost) for consistency and accuracy. The PDDB includes the preferred parts
list,

The engineer inputs the Schematic (Logic or Circuit Diagram) via a Graphic Station
into the Project (Design) Data Base using libraries within the standard Controlled
Component Parts Library Data Base. The Project Manager and/or DTC Manager has the
freedom to assign a number of libraries or to generate an additional sub-library for
new parts, if needed, for a particular project. When a Parts List is extracted from
EDMS, parts are categorized as to whether they are standard or nonstandard. This
Component Library Data would be controlled by Component Engineering. Users would
have read-only access privileges, being restricted from doing any editing, deleting
or changing of component data. The Component Library Data Base, in addition to
physical characteristics and diagram presentations, can include cost related data
(component cost plus assembly/test cost), reliability failure rates, and electrical
characteristics.

EDMS includes several standard utility programs such as signal loading, equivalent
gate summation, cross-reference checking and comparison, and power dissipation and
cost summarization.

When a change is made to the project data, EDMS will automatically update all records
that are impacted. The system automatically records information detailing who made a
change. The entire history of a product's development and cost projections is docu-
mented and on file for project management review.

SIMULATION OF DIGITAL CIRCUITS

With the expanding use of increasingly complex LSI/VLSI digital circuits, it is no
longer possible to debug a wire-wrap breadboard version of a system using customs
IC's when errors may be within the custom designed IC's themselves. Por designs that
only use standard parts, breadboarding may not be possible if high speed logic is
used. In high speed ECL logic, wire delay significantly affects circuit operation
and the wire-wrap version is not an accurate model of the printed circuit version.
Finally, the increase in the gate count of digital systems is making it more diffi-
cult to detect and correct errors during hardware prototyping.

The Hierarchical Event-driven Multilevel Interactive Simulator (THEMIS) permits
design engineers to perform logic simulation of large complex circuits of up to 1
million gate equivalents. Models can be generated at various levels (switch, gate,
functional and compiler language) enabling modeling when the actual circuit configu-
ration is unknown or has not yet been designed.

THEMIS permits the modeling of strengths of a signal as well as its value, Addi-
tionally, the timing characteristics of models can be more thoroughly defined since
there are different delays for rising and falling edges, delays associated with
capacitive loading as well as charge decay often encountered in MOS circuits. Set up
and hold conditions can also be described and race conditions can be detected and
reported. Temperature and loading effects simulating various application environ-
ments can be added to the program. This type of CAE facility is an excellent tocl
for parametic analysis and DTC optimization.

Finally, the THEMIS Pault Simulator wutilizes the concurrent fault simulation
technique that permits the simulation of many faults in parallel. This will result
in considerably faster operation as compared to existing serial fault simulators
which take many CPU hours to simulate a moderately complex circuit. This capability
2.. an important benefit for production testability at either the device or card
evel,

The Prime EDMS/THEMIS CAE/CAD concept described above and shown in Figure 16 provides
the design engineer with the tools needed to translate their ideas into hardware in
minimum time and with minimum chance for errors, while giving management the tools to
control and monitor the design process, product cost and projected reliability.

4. A DESIGN-TO-COST CASE HISTORY - DEVELOPMENT OF THE
AN/ASN-128 LIGHTWEIGHT DOPPLER NAVIGATION SYSTEM (LDNS)

4.1 THE AN/ASN-128

The LDNS {8 the result of a conscientiously applied Deriqn-to-Cost program in which
system design features were continuously traded off againat cost.

To better understand the ASN-128 DTC program and itn results, a brief description of
the syntem will be given, The AN/ASN-128 Lightweight Doppler Navigation Systom
(LDNS) in the standard airborne Doppler navigation nyntem for the U,S, Army and fo

the military forces of several other countrien, The IDNG conafate of three anitaer o
Recelver Trannmitter-Antenna (KTA), a Signal Doty Converter (HDC) and o Computet -
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.;ﬂ;l: . Display Unit (CDU). Figure 17 shows these three units.

The RTA and SDC constitute the Doppler Radar Velocity Sensor (DRVS) which contin-
uously measures the velocity of the aircraft. The CDU provides the flight crew with
controls and displays, and contains the navigation computer. With inputs from the
vehicle's heading and vertical references, the ASN-128 LDNS provides accurate
velocity, present position, and steering information from ground level to over 10,000
feet. It is completely self-contained and requires no ground based aids.

The entire system is solid-state, weighs less than 13.61 Kg (30 pounds), and requires
less than 100 watts of 28VDC Power., Operational mean-time-between-failure is well
over 1,000 hours.

Built-in-Test-Equipment isolates failures to the LRU and also to the module level to
simplify maintenance and eliminate the need for field test equipment.

4.2 DEVELOPMENT HISTORY

The AN/ASN-128 was developed using the Design~to-Cost methodology described in the
foregoing section. The customer, in this case the U.S. Army, provided a DTC cost
target predicated on a specified production quantity and rate over a specified future
time period. A performance specification delineated the ESSENTIAL and DESIRED
features. (See Table 1I.)

These specifications were generated by the Army after a survey had been made by an
Army committee assigned to review preliminary approaches offered by candidate
vendors. This committee visited each vendor and performed an in-depth review of his
egquipment, in some cases down to the parts list level, to obtain a data base for
generating the DTC specification. 1In this program, Singer-Kearfott was one of two
suppliers selected to develop the LDNS.

Singer-Kearfott's development effort followed the DTC methodology outlined pre-
viously. Some of the design ground rules that were estabished early in the program
are worth setting down despite their obvious nature. These were:

- Simplicity of Design - start with a simple design and keep it simple.

SRFE RS RN

- State-of-the~Art Innovations - use only if they have been proven and are cost
effective, not just because they are new,

- Use existing designs wherever practical - saves cost of
design, test equipment, handbooks, drawings and productionizing.

- Incorporate producibility, maintainability and reliability features into the
equipment design at the start .

During the detailed system and hardware design phase a number of significant trade-
off decisions were made that affected the cost of the LDNS. Some examples of these
are:

- Automatic terrain bias compensation, which is highly preferable operationally,
was achieved by using antenna beam shaping methods as the lowest cost approach
compared to beam lobing and a land-sea switch

- Use of dense electronic packaging in the CDU to allow inclusion of the computer,
thereby eliminating a separate computer LRU,

- Use of a single card CPU, namely the SKC-3020 which was already developed, in
production and directly applicable

- BITE was incorporated to the wodule level to eliminate special test equipment
thus reducing LCC cost

- Use of DIPs in the remainder of the system to reduce component and assembly
costs

- A rechargeable battery and charging circuit to sustain the memory during power-
off conditions had been considered, This was rejected in favor of a throw-away
battery which was already in Army inventory, resulting in significantly reduced
cost due to elimination of the charger.

In addition to the above trade-offs, the use of computer aided design and the early
involvement of production experts were major contributors to meeting the cost
targets. The CAE permitted minimization of mechanical and electrical tolerances and
elimination of the need for trimming or adjusting on the production line.

The early involvement of production experts resulted in card designs suitable for
automatic insertion of components and use with automatic test ecquipment,

The low parts count, and the reduction in fabrication-induced failures by automated
production tachniquem, resulted in a predicted MINF of over 2,000 hoars without the

\;Nady; INJWNY IAOQL 1V A Jonund 1y
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ST use of costly HiRel components. The AN/ASN-128 production cost for the initial buy

LI of equipments was nearly 25 percent below the DTC goal originally assigned to it, and

; the goal itself was significantly lower that the actual cost of any Dopplers in
production at that time,

4.3 LIFE CYCLE COST CONSIDERATION

The DTC program which minimized the production cost of the LDNS also recognized the
requirement to minimize Cost of Ownership or Life-Cycle Costs. The Life-Cycle-Costs
were defined as the production cost plus ten years of operating and maintenance
costs. These costs were computed and traded off against various maintenance policies
to develop the most cost effective maintenance plan.

The significant design characteristics which led to a minimum Life-Cycle-Cost are the
following:

- Low Acquisition Cost

- fiigh Reliability (MTBF)

- BITE capability to isolate failures to the module level without the use of
special test equipment

- Minimum use of non-standard parts
- Low mean time to repair (MTTR)
- No trimpots to become misadjusted

4.4 MEETING THE ESSENTIAL TECHNICAL REQUIREMENTS

The ESSENTIAL and DESIRED technical requirements are listed in Table 1 together with
the corresponding LDNS capabilities, It shows that the LDNS exceeded the ESSENTIAL
requirements without compromising the DTC target.

The many trade-offs of features versus cost performed during the DTC effort did not
affect acceptance by the user community of the LDNS as evidenced by the successful
testing and placement of orders for over 3,000 systems by the U.S. Army and military
agencies of eight other countries.

TABLE 1. ESSENTIAL TECHNICAL REQUIREMENTS

REQUIREMENTS SPECIFICATION LDNS CHARACTERISTIC
(ESSENTIAL/DESIRED)

TOTAL WEIGHT 50 LB/35 LB 28 LB

SIZE 3500 IN.3/2000 IN.3 1191 IN.3

cDu HEIGHT - 6 INCHES HEIGHT - 6 INCHES

DEPTH - 8 INCHES DEPTH - 8 INCHES

PRESENT POSITION 2% CEP/1% CEP 1.3% CEP

ALTITUDE 2-10,000 FT/2-15,000 FT 0-14,000 FEET

DESTINATIONS 6/10 10

PREDICTED 1000 HOURS 2121 HOURS

RELIABILITY

?, A - (MTBF)
5. CONCLUSION
The writer is convinced that a properly implemented DTC program is a powerful tech-
nique for reducing the production and Life-Cycle-Coat of new avionics. )
This paper has provided a detailed implementation mrthodology based upon experience ._,, »
gained on actual development proqrams. The prospective implementor of this type of Lo
program is cautioned that Design-to-Cost i8s not "just another"™ cost reduction tech- Y
nique, but it is one that requires strong discipline and close cooperation between . .]
the procuring agency and the contractor to keep conat an a major desiqn requirement. N i
: K
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Experience has shown that several elements of DTC methodology are particularly
important.

- The user must be realistic in dividing design features into ESSENTIAL and
DEBSIRED categories - it takes a strong effort to avoid making all features

-“"'c A R R R

: ESSEWTIAL

- Ar open two-way dialogue must occur between developer and buyer regarding the

relative importance of the DESIRED features

- -~ The user/buyer must be willing to accept the significant responsibility in

I selecting the right combination of ESSENTIAL and DESIRED characteristics, and is
thereby exposed to the possibility of future criticism if operational experience

shows that this selection was not correct.

- The developer is also faced with difficult decisions in determining which

DESIRED features will be eliminated to meet the cost goal. During an evaluation
o . . of competing systems that meet the DTC goals, the difference in DESIRED features
S could decide the winner.

; Conceived by some as a negative feature of DIC is the exposure of details of procure-
) ment and pricing policies of the customer and the vendor, respectively. The vendor
wi messes first-hand the difference in opinion that can occur within the user com-
. munyty regarding the importance of various design features. The customer obtains
’ details of the vendor's cost breakdown structure and pricing policies that are
normally not made available and that could possibly affect the vendor's financial
relationship on other contracte. Some customers and/or vendors may decide that the
advantages of DTC do not justify these "exposures®.

~§
.‘ Surely the customer could avoid the above mentioned issues imposed by DTC by simply
- reverting to the "classical® buyer/vendor relationship. The buyer canvasses the user
. community with his "wish lists” and converts these into a firm system specification
. for the supplier to bid against. Although this procedure may seem easier for the
- customer and the vendor, it undoubtedly raises the cost of the final product over

that of a system design resulting from a thorough trade-off between design features

O and their cost.

i Hopefully, the techniques and experiences discussed in this paper will convince
procuring agencies, supported by equipment developers, to apply the DTC concept in
order to obtain cost effective and affordable avionic systems,

| REFPEREWCE ;
~ 1. Department of Defense Directive, "Major System Acquisitions”, Number 5000.1,

N March 29, 1982.
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PREGUIDAGE ET PILOTAGE
A L’AIDE DE SENSEURS INERTIELS COMPOSITES

par
Mr J.Resseguier
SAGEM
BP 51

. F.95612 Cergy Pontoisc CEDEX
: France

RESUME

- Pour résoudre le probldme du préguidage de petits engins équipés d'autodirecteur, SAGEM a concu
- et fabriqué SUR MESURE des équipements SIGAL (Systéme Intégré Gyro-Accélérométrique Lié), compatibles avec
- les contraintes de volume, de maintenabilité et de prix.

Ces systémes utilisent :

- des senseurs inertiels “"composites” 3 la fois gyrométre et accélérométre,

- un bouclage multiplexé,

- une organisation 1iée (STRAP DOWN),

- une technologie &lectronique adaptée.

1 - OBJECTIFS (Figure 2)

1.1 - Le développement de 1'Inertie permet d'équiper des véhicules trés divers.
I1 y a une vingtaine d'années, 1'objectif &tait 1'obtention de performances compatibles avec les
missions des engins balistiques et avions de combat.

1.2 - Ensuite, le progrés technologique entratnant une réduction des volumes et des codts permit de doter

e d'un systéme & inertie des véhicules moins sophistiqués.

- Le systéme SAGEM MSD, construit autour du gyromdtre GSD (présent® en 1980 3 une conférence AGARD),
~ a démontré, au cours d'essais officiels au Centre d'Essais en Vol, sa capacité :

S - d'alignement autonome en gyrocompas,
- de navigation en inertie pure,
avec une précision globale meilleure que 3 nautiques/heure.

1.3 - Dans le domaine des performances moyennes, pour obtenir un meilleur compromis cofit-performance,
SAGEM a ensuite proposé des équipements utilisant le GSL dont la classe est de 1'ordre de quelques
degrés par heure. Ses applications sont trés nombreuses (références d'attitude, stabilisation...).

1.4 - Aujourd'hui, 1'extension vers les petits engins, pour résoudre le probléme du préguidage, donne de
plus en plus d'importance aux contraintes (figure 3) :

- prix,

- volume,

- grande dynamique,

trés faible temps de réaction,

- simplicité-maintenabilite.

Les quantités & fabriquer sont plus importantes et les performances moins critiques,
Ces considbrations obligent 3 concevoir des équipements en :

- limitant le nombre des composants (électromécaniques ot Alectroniques),
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- €liminant les réglages colteux ay profit de compensations par calculateur,
- rendant automstiques les fabrications et les contrlles,
- s'adaptant au volume disponible 2 bord du missile.

L'objet de ce document est de décrire une réalisation correspondant 3 ce besoin.

2 - SENSEUR COMPOSITE ~ PRINCIPE
2.1 - Définition

Par “senseur composite® on entend un capteur inertiel qui, & Ta fois gyrométre et accéléromdtre,
est bien adapté A un volume réduit et 3 yn prix fatble du syst2me de préguidage.

Plusieurs principes sont connus. Dans 1'exemple décrit on ajoute la fonction accéléromdtre 2 un
gyromdtre en mattrisant les effets des accélérations linéaires (balourd).

A 1'aide de 3 senseurs composites 2 axes, on réalise un systime de mesure triaxial.

2.2 - Principe du systdme de mesure triaxial

Nous supposons connu le principe du gyroscope 3 suspension dynamique accordée, utilisé en mode
asservi (mesure gyrométrique).

Lorsque sur un tel gyro (figure 4) on décale suivant la direction de 1'axe de rotation le centre
de masse G du volant (rotor) par rapport au centre de suspension 0, 1'appareil devient sensible non
seulement aux vitesses angulaires autour de ses deux axes de mesure, mais €galement aux accélérations
linéaires le long de ces mémes axes.

Une vitesse angulaire 8, et une accélération T engendrent un couple C d'axe 0Y tel que :
Cy =H. a +m. 06 .

—

X
(H = moment cinétique du volant)

(m = masse du volant)

Les tensions mesurées uy et uy sont des fonctions composites de g et I :
Uy © Ax o+ Bx Ty

u = T
y =Ryt BTy

A ce stade, il est impossible de calculer Rs Tys 20 T

y* oy
Cette difficulté disparatt avec 3 capteurs (figure 5) dont les axes de spin sont paraliéles aux
axes 0X, OY et 0Z et dont les coefficients A et B sont judicieusement choisis.

Aux erreurs de mesure prés, les 3 capteurs délivrent les tensions suivantes :

Capteur Gt :
u1y =2 Aiy ny + Biy Py
Upg = Ay 4 + By T
Capteur GZ :
Yoz Sy 9+ B Ty

Yag = A?x 8y ¢ BZx Ty

Capteur G3 :

Uge = Ry By + By, T, ;

U3y 3y ny L3 BJy l'y

o JSNidxsxuiqyuaAuuLV(lnuuunnnn
N e e e e e

o g - «tae . a ety .'...'.'-.'-'..‘..."'
B P T I O IO LR ST e, -

PO I Y o




e "HERAS '

v

Taod 0 b, T Y,

R TS S TR SARPIT T

ST e

SRR IRRPNEY W T

On peut calculer 2, 0

Ai Bj - Aj Bi

s T T et T, si les déterminants :

y y

ne sont pas nuls.
Cette condition est satisfaite avec la configuration :
- capteur G1 : gyroscope non balourdé,

- capteurs G2 et G3 : gyroscopes balourdés d'une valeur identique, mais de moments cinétiques
opposés {inversion du sens de rotation).

Soit : Aiy > A1z ~ A
B'I,y = B1z x>0
Azlz A2x=-A3‘=-A3y=¢A
Bz = By ™ By ™ By =B

Les coefficients A et B sont optimisés en fonction du profil de vol du missile afin de
caractériser le rapport des sensibilités aux accélérations linéaires et aux vitesses angulaires.

Par exemple : 1 g-=—= 10°/s,

2.3 - Senseur composite GSL82

Le composant de base est un gyroscope accordé 2 axes miniaturisé ; son schéma est classique.

8 A partir de ce composant, SAGEM a étudié et fabriqué un senseur composite (gyroscope balourdé),
le GSL 82.

La sensibilité accélérométrique est réalisée par décalage entre le centre de masse de 1'élément
sensible (toupie) et le centre de 1'articulation (joint flexible),

Les ordres de grandeur des caractéristiques physiques sont indiqués sur la figure 6 :
- T'encombrement est faible,

Te rendement du moteur couple de précession est excellent,
- la vitesse de rotation €levée permet d'obtenir facilement la bande passante nécessaire,
- le couple du moteur élimine tout risque de désynchronisation,

un boitier électronique incorporé transforme le signal du détecteur en une tension continue
dont le facteur d'échelle est normalisé.

3 - BOUCLAGE DU SENSEUR COMPOSITE GSL 82

3.1 - Objectifs
Le bouclage des capteurs obéit aux rdgles suivantes :

- commande du moteur couple en analogique. Cette méthode, la plus simple, reste la plus
satisfaisante compte tenu des durées des vols et des tendances & osciller des gyroscopes deux
axes,

- digitalisation des informations (vitesse angulaire et accélération Tinéaire) dans la boucle,
pour assurer 1'égalité des intégrales des signaux analogiques et numérigues, SOus une forme
compatible avec une Tiaison numérigue bus,

- multiplexage des informations des 3 senseurs,

- filtrage, réjection ...., assurés par le calculateur,

Par ailleurs :

- 1'équipement est miniaturisé,

- 1a cadence des informations destinées au pilntage est 6levée (de 1'ordre de 500 Hz).

3.2 - Schéma de bouclage

te hauclage est schématiquement représenté fiqure 7,
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3.3 - Asservissement des 6 chaines

On se reportera au schéma synoptique, figure 8. Trois capteurs GSL 82 sont asservis par la
chatne multiplexée :

- un multiplex 16 voies, commandé par le calculateur, oxplore en Séquence :
. les 6 tensions continues représentant les attitudes des éléments sensibles des 3 capteurs,

. les 4 tensions continues représentant les températures internes des capteurs et la
température ambiante,

. e faux 2éro de 1a chatne électronique de décodage,
. Tes différentes tensions d'alimentation,
. (la fréquence de multiplexage est voisine de 1 100 Hz},

- un convertisseur analogique-numérique digitalise les tensions ci-dessus en mots de 12 bits,

- un calculateur traite les signaux de détection des capteurs (intégration, filtrage, réseau
! correcteur) et calcule les commandes des moteurs couple de précession de ces capteurs
| (mots de 16 bits),

- un convertisseur numérique analogique de 16 bits transforme cette information en une tension
analogique.

Cette tension est aiguillée vers le moteur couple correspondant au détecteur scruté, par un
échantillonneur-bloqueur de précision commandé par le calculateur. Cet échantillonneur
bloqueur maintient pendant une période de multiplexage le courant d'asservissement 3 un

i niveau constant.

L

Le signal traversant 1‘échantillonneur-bloqueur est amplifié par un amplificateur propor-
tionnel ; le courant correspondant traverse le moteur couple de précession et une résistance
de contre-réaction ou de mesure,

ff,;}v:“f;.f i - deux niveaux de contre-réaction sont sélectionnés par le calculateur, ce qui permet un

changement d'échelle automatique et confidre ainsi une bonne précision aux signaux de faible
niveau (pendant la majeure partie du temps de la mission).

REMARQUE : La précision de la chatne (conformité entre le courant traversant le moteur couple de précession
et la valeur correspondante digitalisée acquise par le calculateur) est donnée par :
- le décodeur, .

- 1'échantillonneur bloqueur,

- r r 2+ s " AN

- 1'amplificateur d'asservissement,

Les autres éléments de 1a chalne n'interviennent pas.

. Le zéro de la chatne, testé 3 chaque séquence du multiplexage,est mémorisé dans le calculateur
RIS et corrigé.

) 4 - TRAITEMENT INTERNE

4.1 - Fonctions assurées par le calculateur (figure 9)

Le calculateur :

- traite les signaux de détection et é&labore les ordres de précession (asservissement),

- effectue les corrections thermiques et les modélisations statiques des capteurs,
L ‘ . - calcule les vitesses angulaires p, q, r et les accélérations linéaires a , 2y et a,,
f - gere les commandes de multiplexage et de séquencement, le démarrage des toupies, la commutation
. de gain,
: - gére 1'interface,
) - contrdle le bon fonctionnement,
: - envoie les 3 sorties digitalisées p, g, r sur 3 convertisscurs numériques analogiques
. fournissant ces données sous forme analogique.
:
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4.2 - Compensations des erreurs systématiques

4,2.1 - Les erreurs systématiques de la mesure u, sont :

Cx : dérive constante,
a ny +a' a9, : décalage des axes,
[ ry +8' rz : sensibilité aux composantes d'accélération lindaire sur les axes transverses.

Les valeurs des paramétres sont, pour chacun des 6 axes, mesurées lors de la calibration du bloc
senseur et stockées dans la mémoire REPROM.

4.2.2 - Le modele peut étre complété par un terme tenant compte de la variation du moment cinétique
en fonction de la vitesse d'entratnement du gyro autour de 1'axe de spin.
Mais i1 s'agit, en général, d'une perturbation de courte durée dont 1'effet intégré est
négligeable,

4.3 - Compensation des facteurs d'échelle

On corrige les variations de facteur d'échelle dues 3 1'échauffement de 1'aimant du moteur-
couple lorsque 1'intensité d'asservissement est élevée. La durée des sollicitations est & prendre en
considération.

La régulation thermique du bloc senseur n'est pas nécessaire. On corrige les facteurs d'échelle
en fonction de 1a température initiale.

Une compensation dynamique, en vol, est réalisable. Elle n'est pas, en général, envisagée
compte tenv :

- de 1a britveté des fortes perturbations,
- de 1a longueur des constantes de temps thermiques,

- de Ta faible durée du vol.

4.4 - Compensation du faux zéro de la chatne

A chaque séquence (soit environ & 1 000 Hz), le zéro de la chaine est testé. Le résultat mémorisé
est introduit comme un terme correctif,

4.5 - Elaboration des informations de sortie

Apres correction des tensions mesurées, 1'unité de traitement :
- sépare les informations :

. vitesses angulaires,

. accélérations linéaires,
- gere leur transfert par un coupleur au bus 1 553B par exemple.

Les sérties sont disponibles 500 fois par seconde environ.

5 - DESCRIPTION DU SIGAL

{Systeme Intégré Gyro-Accélérométrique Lig)

5.1 - Généralités

Disposant d'un senseur (minfaturisé et ayant un grand domiine demesure} il o 6té possible de
concevoir un systéme :

- de faible volume,
- de forme adaptable 3 1'espace disponibie,

en utilisant les techniques des systémes 1iés (strap down) ot en optimisant T'eélectronique et la comnedtique.
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L 5.2 - Forme adoptée
! : La photographie d'un des exemples de réalisation de SIGAL (figure 10) montre 3 quel point les
! contraintes de forme ont pu &tre prises en compte.

Le volume de cette réalisation est de 1,5 dm>.

5.3 - Bloc senseur

. En fonction des contraintes opérationnelles {vol typique du missile) 1'architecture du
I bloc senseur peut partiellement évoluer :

- orientation préférentielie des senseurs par rapport aux axes de vitesse angulaire ou
d'accélération linéaire maximale,

5.4 - Carte électronigue (figure 11)

E ) ) . Les fonctions d'asservissement et de traitement sont regroupées sur une seule carte multicouche,
constituée de quatre éléments reliés par des circuits souples.
Cette technologie, flexible-rigide, garantit un encombrement minimum et une excellente tenue en
ambiance dynamique sévére.

Un seul connecteur assure }'interface du systéme et du missile,

; Le découpage fonctionnel fait 1'objet de la figure 12.

Les choix technologiques (modules hybrides - circuits prédiffusés) sont des compromis entre les
contraintes de prix et de volume.

i

n(..-v'
o fe fa e

6 - SIGAL - PERFORMANCES

6.1 - Adaptabilité (figure 13)

Les performances sont partiellement adaptables aux caractéristiques du véhicule ; elles résultent
de divers compromis :

- domaine de mesure en accélération linéaire et en vitesse angulaire,

- simuTtanéité des valeurs 3 mesurer ; les valeurs maximales correspondent en général 3 des axes
orthogonaux,
~ axe (roulis par exemple) des perturbations les plus importantes ou les plus critiques.

En fonction des domnées opérationnelles, on optimise le balourd (accélérometre) en fonction du
g%ment cinétique (gyrometre). Les limites sont dues aux couplages parasites.
N

6.2 - Ordres de grandeur
) Différents systémes SIGAL sont en développement ; les ordres de grandeur des performances sont
. indiqués sur la figure 14,

Les performances dépendent, entre autres, du mode d'utilisation adopté pour le systéme d'arme :

~ dormant,
.. ~ en veille permanente.
) Le temps de réaction inférieur A deux secondes est compatible avec un missile dormant.
« 7 - SIGAL - DEVELOPPEMENT (figure 15)
& Les systdmes SIGAL sont actuellement des prototypes existant en plusieurs versions pour diverses

;‘ utilfsations :

Sont acquis & ce jour :

- le contrdle des performances des senseurs : environ trente GSIR? ont €6 testés,

. - 1es essais statiques et dynamiques en laboratoire, Ils ont permis de développer les méthodes
et les logiciels de calibration et d'évaluation,
- la qualification dynamique en laboratoire par «imulation d'un profil de vol,

Les premiers essais en vol auront lieu en 1984,
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E.» 8 ~ SIGAL ~ CONCLUSION (figure 16)
. Les systémes SIGAL répondent au besoin nouveau et tres large du préguidage des petits engins
- AIR-AIR, SOL-AIR et AIR-SOL.
ﬁ La disponibilité d'un capteur bien adapté & 1'ensemble des spécifications permet de réaliser
des systémes "SUR MESURE" en ce qui concerne :
. ~ la forme, 1'encombrement,
- Tes modes d'utilisation.
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@ Figure 1 - MIDCOURSE GUIDANCE AND CONTROL WITH
J“"‘Wﬁ INERTIAL SENSORS

N 1 - GOAL
= 2 — COMPOSITE INERTIAL SENSOR (PRINCIPLE]

3~ CAGING LOOP
4 — PROCESSING UNIT
5 — SIGAL - DESCRIPTION
8 — SIGAL - PERFORMANCES
7 — SIGAL - DEVELOPMENT
8 — SIGAL - CONCLUSION

@ Figure 2 - SAGEM INERTIAL SENSORS

HIGH ACCURACY (0.01°/h)

1960 « FLOATING GYROS 4
PENDULOUS ACCELEROS
GIMBAL PLATFORM

1976 . TUNED GYROS
ELECTRICALLY SUSPENDED GYROS
MEDIUM ACCURACY (0.06°/h)
1965 . FLOATING GYROS ——+  GIMBAL PLATFORM

1975 « TUNED GYROS

GSP —=  GIMBAL PLATFORM
GSD ——« [STRAP DOWN]
‘ {FLIGHT TEST OF MSD : 3 NAUT/HOUR - GYRO COMPASS - PURE INERTIAL SYSTEM) 1

LOW COST (1"/h a—e 10°/h)

1980 . TUNED GYROS i .
ast — [STRAP DOWN]

STABILIZATION

COMPOSITE SENSOR S
asL 82 — [STRAP NOWN]
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<G> Figure 3 - NEW GOAL

L — MIDCOURSE GUIDANCE FOR SMALL MISSILES

— CONSTRAINTS _’f -
2 « COST S
« VOLUME : 1.56dm>

o REACTION TIME : 2sec.

+ DYNAMIC RANGE

o SIMPLICITY

It et B e 4

- HOw?
+ RUGGED SENSORS
o MINIMUM NUMBER OF INERTIAL SENSORS
« NO EXPENSIVE ADJUSTMENTS
« ERRORS COMPENSATION (COMPUTER)
« SEMI-CUSTOM ELECTRONICS
« CUSTOM DESIGNED SHAPE

<SAGER> Figure 4 - COMPOSITE INERTIAL SENSOR e
RATE GYRO [AND] ACCELEROMETER | L

——= 3 COMPONENTS VS 6
GYRO USING THE MASS UNBALANCE EFFECT
C = MEASURED TORQUE

C=-0'Txﬂxo m.O-(.ix Ty

z

\ H CENTER OF MASS

L] WHEEL

C  TORQUE o
R . .
o\ v
2, :ANGULAR T HINGE S
x RATE

SPECIFIC FORCE T,

ONE COMPONENT ——» .
2 EQUATIONS
4 UNKNOWN PARAME T RS
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Figure 5 - 3 AXIS COMPOSITE SENSOR

¢ 3 COMPONENTS —»
6 EQUATIONS G3
6 UNKNOWN PARAMETERS
(nl’ﬂY'Q'Z'rX'rY’rl,

® MECHANIZATION

A.B =SCALE FACTORS
Uy =A, 2,8, Ty

Uy =Ay Sy« B, Ty
SEVERAL POSSIBILITIES .
EXAMPLE : Rout O
Gt A=A =A B, =8,=0
G2 A=A =A B,=B, =B
a3 A=A, =-A B, =B, =8B

® RELATION ANGULAR RATE/LINEAR ACCELERATION
EXAMPLE : 1 g— 10°/s

Figure 6 - COMPOSITE SENSOR GSL 82

TYPE = 5’,‘,‘}'“"“"’2,5‘” UGNYORA?.ANCE ANGULAR MOMENTUM
WEIGHT = 100g TORQUER YIELD
DIAMETER = 30 mm REACTION TIME
LENGTH - %mm CONSUMPTION

WHEEL -~ 88¢g THERMAL SENSOR
SPEED - 320 Mz SCALE FACTOR RATIO

ASNIG <3 ININNHIAUYD LV Q0000 1

PITCH
G2

- 5000 DYNE CM SEC.

- 400°/s pw\/ WATY
1 SEC.
2w

19 10"/s

A RaLAea S ) KN D 1‘1
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<EFr Figure 7 - CAGING LOOP

— ANALOG CONTROL OF THE TORQUER
— CODING OF OUTPUTS —e BUS

— CODING IN THE LOOP

GSL 82
rF—————— ————
l TOHOUEH PICKOFF TTeR I
| FILTE 1
AMPLIFIER ————-— DEMOD. I
SCALE
FACTOR |

________J

<% DECODING

1 F CODING  a—o

MICROPROCESS |
INTEL 8086 | Styput

CONTROL LOGIC

DECODING OFFSEY — ERROR —o
PERMANENT AUTOTEST AND COMPENSATION

<> Figure 8 - TRI-AXIS SYSTEM ,

cLOCK
] }
PICKOFF MULTI- TORQUERS
-—-———-—1 PLEX (———
i
CONTROL an w ®
LOGIC .
; N6
1
CODING DECOD. :
128178 ["[PROCESSOR |1 (o'miTs i '
4 '
—— ' :
| WU S,
INTERFACE
1 L o] -1 @
Digital outputs ———
Volinges . 1o
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Figure 9 - PROCESSING UNIT

CAGING LOOP

COMPENSATIONS OF COMPOSITE MEASUREMENTS (VOLTAGE)
FIXED DRIFT

AXIS MISALIGNMENT

— TRANSVERSE MASS UNBALANCE

— ANGULAR MOMENTUM MODULATION
(OPTIONAL : GENERALLY NEGLIGIBLE)

— SCALE FACTOR
o SELF HEATING
o STATIC TEMPERATURE ENVIRONMENT
« DYNAMIC TEMPERATURE ENVIRONMENT
(OPTIONAL : GENERALLY NEGLIGIBLE)

— BIAS OF THE LOOP
{CONTINUOUS MEASUREMENT)

COMPUTATION OF ROTATION RATE AND SPECIFIC FORCE COMPONENTS
CONTROL OF MULTIPLEX

CONTROL OF INTERFACE

Figure 10 - SIGAL EXAMPLE
(STRAP DOWN -A LERO SYSTEM)
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<E>> Figure 11 - ELECTRONICS o
( SING) -
S
<> Figure 12 - ELECTRONICS , o
o
@ CUSTOM DESIGNED SHAPE ——» Ao
ONE CARD IN FOUR PARTS B
FLEXIBLE CONNECTIONS o
PROCESSING
GL‘:%,',‘SG CODING DECODING AND o
INTERFACE
@ POWE" . :>~
G | | B | | e = o
r I SRS EENG S  SEE ﬂ -
I I CLUSTER I‘-—
e e e
T T 17 17T
© OPTIMIZED PRICE AND VOLUME
FULL CUSTOM MODULES (FCM) -
SEMI CUSTOM MODULES (SCM) o
MICROPROCESSOR wP) -
PLUG 3
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-~ TORQUER
YIELD

914
<> Figure 13 - SIGAL PERFORMANGES
ADAPTABILITY
ANGULAR RATE
® RANGES = +
SIMULTANEOUS LINEAR ACCELERATION
ANGULAR MOMENTUM
—e RATIO
MASS UNBALANCE
® CRITICAL AXIS = ROLL?
—s ORIENTATION OF MEASUREMENT AXIS
<S> Figure 14 - SIGAL PERFORMANCES
EX OF TYPICAL VALUES
. —~ REACTION TIME < 2 SEC.
~ RATE GYRO
RANGE : 500°/s
SHORTY TERM : 5°/h
DRIFT
DAY/DAY : 40°/h
X NON LINEARITY : 2107
BAND WIDTH : 100 Hz
MISALIGNMENT : 5 ARC MIN,
- ACCELERO
RANGE : 509
SHORT TERM : 15.10% g
BIAS
DAY/DAY 10%g
NON LINEARITY : 2107
BAND WIDTH 1 100 Hz
MISALIGNMENT : 5 ARC MIN.
~ COUPLING
STABILITY 1 210 gpet /s
~ NOISE (0 - 250 Hz) 106N

: 400 /s por JWATT
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<P Figure 15 - SIGAL DEVELOPMENT

. SEVERAL PROTOTYPES
SHAPES

SPECIFIC RANGES
ETC.

IN 1984
(D LABORATORY TESTS
{STATIC AND DYNAMIC)
CALIBRATION
SOFTWARE | TEST

FLIGHT

@ DYNAMIC QUALLIFICATION
(FLIGHT SIMULATOR)

IN 1986
MISSILE FLIGHTS

@ Figure 16 - SIGAL CONCLUSIONS

— PROTOTYPE DEVELOPMENT OF SEVERAL MODELS FOR MID COURSE
GUIDANCE AND CONTROL.

— CUSTOM DESIGNED SYSTEMS
. SHAPE
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LASER GYROSCOPE RANDOM WALK DETERMINATION
USING A FAST FILTERING TECHNIQUE

by

John G.Mark and Alison Brown
Litton Guidance and Control Systems
5500 Canoga Avenue
Woodland Hills, CA 91367 USA

Abstract

Laser gyro performance is typically evaluated by measuring the random
walk in angle associated with an instrument. However, the laser gyro .. outs
angle in gquantized pulses and the angle quantization has a similar effect on

gyro test data as white noise in angle.

In order to reduce the effect of quantization error on gyro test data,
Litton has developed a high speed filter which outputs half second accumulated
data samples. The quantization noise power in these samples is reduced by a
factor greater than 512 while the random walk characteristics are virtually
unaffected. High precision measurements of a gyro's random walk coefficient

may therefore be obtained from a small data set.
This paper describes the operation of this fast filtering technique,
analyzes its effect on gyro test data, and presents laser gyro test results

which demonstrate the technique,

Laser Gyroscope Error Model

The stochastic errors in a laser gyro can be modeled by a random walk in
angle, a white noise in angle and a quantization error. In Appendix A it is

shown that quantization error has a Power Spectral Density identical to that
2
of white noise in angle of spectral density NQ ?2 T sec /Hz where Q is the

quantization level and T is the sample time interval. Hence for 0.5 sec

3szdxa¢N$WNUiAouchuanuuuuxu
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data and quantization Q = 0.46 Sec, the spectral density of the equivalent

white noise generated will be:

Mq = (0.094 see//Hz)2.

The Root PSD of 0.5 sec simulated rate data from a gyro assumed to have a
l quantization error as above and a random walk spectral density of N = (0.0015
deg/vﬁiﬁz is shown in figure 1. The dashed line represents the random walk

level.

The Root PSD of gyro data with only random walk in angle is shown in figure 2.

; The variance of the rate estimate 05; is the area under the square of the Root
PSU in figure 1. [
- 2
e zog Ng
R aAe + T—
e T (1)

2
where 002 is the quantization variance%ﬁz, N = (0.09)2 §EE2/sec is the

random walk rate spectral density and T = 0.5 sec is the sample interval.

A S AERARENANANEREN N\ A

Figures 1 and 2 show how for 0.5 sec samples the quantization error dominates

the measurement variance in Equation (1). If the sample time is increased or

if the quantization level { is decreased then the effect of the quantization o

e - THR N e

error on the measurement variance is reduced. Increasing the sample time f};;]

however, extends the test time as it takes longer to collect a representative

i number of samples.

Because of the presence of dither, bias, and secondary dither, the quan- {;{fﬂ
tization error is randomized so that it has a similar frequency spectrum as

white noise in angle. The quantization error can therefore be reduced by

'

-‘l,l‘
.

talea

X prefiltering the data at high frequencies. This will significantly reduce the E;Gt{
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power of the "white noise" generated by quantization error while only atten-
uating slightly the random walk rate noise variance cﬁ we are trying to

observe.

Moving Average Pre-Filter

A 1,024 Hz moving average pre-filter is proposed. This filter consists of
five cascaded moving average filters. The configuration used has several
advantages. First, only additions and subtractions are required thereby
minimizing necessary hardware while maximizing execution speed. Second, the
filters have finite impulse response. That is, they achieve their final value
within one sampling time. Third, the filters are "bit conservative" leading
to exact arithmetic results with no truncation or rounding. Finally, although
it is not immediately apparent, it is possible to implement this process with
only minimal data storage.

It will be noted that only one filter is required to achieve the desired
reduction of quantization noise. The additional filters are used to remove

the sinusoidal component of dither.

The moving averaye filter is implemented as follows:

Fy(K) = Fy(K=1) + A8(K) - 46(K-2)
Fy(K) = F3(K-1) +F (K} - F,(K-8)
Fg(K) = Fg(K=1) + F3(K) - F4(K-32)
Fa(K) = F5(K=1) + F¢(K) - Fg(K-128)
Fg(K) = Fg(K=1) + F(K) - F(K-512)

where F,(*), F3(*), Fo(*), F7(*). and Fg(*) are the five filter outputs and X

is the index of the discrete data points.

The final output of the moving average pre-filter is then placed into an

accumulator to provide 1/2 second samples,

-
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K=1

The overall transfer function of the filter is given by:

- o(2M+1)
25127912 %472
FE ST e T )

Figures 3a and 3b show the filter transfer function and response.
Attenuation is over 25 dB at 2 Hz and increases progressively at higher
frequencies. Uver 200 dB of attenuation is achieved at dither frequencies

(~400 Hz) so that dither is essentially removed from the output AeF.

. v T ¥ A Al Al T
) s ]
B P
S -wf N
§ f 18
; & % 1E
| 3 r 12
E = |
< 1%
25 i
-30 1 " L N .f\ 1
! 0 05 1 15 2 25 3 35 4 128 192 256 320 384 448 512
FREQUENCY (Hz) FREQUENCY (Hz)
(a) (b)
P
:,—"’””’ Figure 3. Moving Average Prefilter Transfer Function
)

In Appendix B, the effect of the moving average filter and accumulator on
random walk in angle and “white noise" in angle produced by quantization 1is

derived. 'The reduction of the random walk rate variance is predominantly due

J

o to the longest summation in the moving average filter which is of the form:
- y(K) = y(K-1) + X(K) - X(K-512). :
. - -
If the accumulator sums over m = 512 samples, then, from Appendix B, the RMS {i
Ae 3
: of the filtered 1/2 second rate data —; F is approximately given by :ii
) ]
_. 33M3dX3 INFHANAAOD LV UIINUOHA 11 Tl
........... o -,,g_xﬁyvgtg.,”__.. T e e e ]
P A LI SIS I AL I N W VAR I Uy WA PR, G R G L R R R S RV 5" ~ o "L'A;\_i
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P - ‘726[: = 2_05_2 + E& (1 - 1) 3
5t 5127 T 3 (3)

Simulation Results

t

o

To illustrate the performance of the moving average pre-filter, gyro data was

.
hderd

' simulated for a laser gyroscope with 0.46 sec quantization and a random walk o
SRR in angle of 0.UU15 deg//Hr. Simulation data was generated as shown in
figure 4 to demonstrate the effect of the filter on quantization error alone

2 and on a combination of quantization error and random walk.

Goadd i o -

BIAS DITHER

+
: QUANTIZER|H 1 - z1 FILTER H ACC

(FIGURE 5d)
ACC

RANDOM
WALK

DITHER —— (FIGURE §¢) .

1-21 FILTER H ACc

» AcC FILTERED

l QUANTIZATION
ERROR
{FIGURE 5b)

UN-FILTERED
QUANTIZATION
ERROR

Figure 4. Model of Laser Gyroscope Simulation

s

Figures 5a, b, c, and d show the simulated data. The same data set was used
throughout the simulations to generate PSD's. Figure 5a is a 256 data point
sample of unfiltered random walk., Figure 5b shows the filtered quantization. -

The data in figure 5¢ represents the filtered random walk data. Comparison ,fj_

.

. . L) PN
e . D
I T N T I S 1

with figure 5a shows that while the RMS of the random walk is slightly reduced RN

by the filter, the data is virtually unchanged. Finally, figure 5d shows the
filtered sum of quantization and random walk, It is clear that filtering has

reduced quantization noise to a level well below random walk.
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SAMPLE OF 0.0015 DEG//HR RANDOM WALK

(A) 0 Bt g e g NN e P At N

ﬁ -0.5 AVE = +0.0011 DEG/HR RMS = 0.1219 DEG/HR

0.05 FILTERED QUANTIZATION 0.46 ARC-SEC ’ .
§ (B) ¢ 0 R
L AVE = + 0.0000 DEG/HR RMS = 0.0148 DEG/HR R
© -0.05 . R e O
. o _‘- ,. te
. w R

( 0'5 FILTERED RANDOM WALK FROM ABOVE
(C)\» 0
05 AVE = +0.0013 DEG/HR RMS = 0.0985 DEG/MR )
0'5 GYRO DATA (E. FILTERED SUM OF QUANT AND RANDOM
(D) 0
0.5 AVE -‘40.0013 DEG/HRLRMS = 0.0997 DEE/HR

0 16 32 48 64 80 9 112 128
TIME SEC )

Figure 5. Filtered Simulation Data

)
Figure 6 shows a plot of the single-sided Root PSD of the quantization error
on the unfiltered simulated gyro data-%%. .
.’-‘

From Appendix A this Root PSD should fit the curve

4.l . 2 V2
J2 ("Q sin nft)

T
which is also plotted on figure 6. The expected RMS of the data is
4 20, 2
s - -39
TZ )
]
1
or 8 = 0.376 deg/hr which is close to the actual RMS of the simulation data, :
0 = U.395 deg/hr. In figure 7 the filtered quantization error is shown. '_ 1
..'-J
Theory predicted that the RMS error should have been reduced by the Moving
]
Average Filter by /512 to 0.0166 deg/hr. The filter actually reduced the RMS _-‘.'q
to U.0148 deg/hr, the additional attenuation being due to the additive effects g
of the additional filters which were not accounted for by equation (3). -3
-1
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Figure 1 shows the Root PSD of the unfiltered gyro data containing both gyro
random walk, which is to be estimated, and quantization error. The Root PSD

should fit the curve
4002 2 e
J2 NR+—Tr-- sin“nft

which is also plotted on figure 1. The RMS of the data can be calculated from

or °§te— =z (.40 deg/hr which was as calculated from the data. The filtered gyro
data is shown in figure 8. As can be seen this Root PSD closely approximates

that of a random walk.

The RMS calculated from this data is UKM%F = 0,0997 deg/hr. Working backwards

through equation (3) and converting units gives:

~1/2 oAb 2
N = ((1 -y VT xfi)
Ry = (0.0863 Deg/Hr/ J/Hz)?

Ry = {0.00144 degi/fir)?
This is to be compared to the value of NR = {0.0015 deg/ \/ﬂ)z which was used ~ 7
to generate the simulation. Therefore, using the filtered gyro data to cal- *
culate the random walk has introduced no significant errors to the estimate L i
-
N

and has allowed a much faster detarmination of random walk than would have

been possible with conventional methods.

el
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Figure 8. Root PSD of Simulated Filtered Gyroscope Data

]
SUMMARY UF GYRO DATA

Table 1 summarizes data collected on several gyros in a comparison test.
The results indicate good correlation between the random walk estimated from
100 sec samples using auto-variance in a standard ATP and those using samples )
which have been processed by the Moving Average filter. :',tf_

Vo
Conclusion J
This moving average filter has been used at Litton for the past year to
evaluate many Ring Laser Gyros. Filtered data samples have given reliable ,."
random walk coefficients from the RMS of as few as 256 samples (128 secs) when f'.f
compared with unfiltered data taken over much longer times (as high as
24 hours). .
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TABLE 1. S
..
! 8
[ Fast Filter Random Walk S
. Gyro Random Walk From ATP s
serial No. Estimation Deg// Hr Data Deg/ Hr L
s »
275 0.0026 0.0031
1232 0.0020 0.0020
959 0.0011 0.0009
1088 0.0010 0.0011 :
1049 0.0009 0.0009 ’
470 0.00130 0.0018 -

Simulated data has shown that with 256 half second samples, the Moving Average .
Filter estimated a random walk coefficient of 0.00144 deg/,/Hr which was very i

close to the random walk simulated.
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APPENDIX A

Effect of Quantization Error on Angle

.................................
LR e T R T R B S e e T I

The quantization error §, can be modeled as
B = 8 - 0 = Q + Oy

where Qo is the initial quantization error and QK is the error introduced on

the Kth angle count.

Both errors are uniformly distributed +1/2 pulse and so have variance

002 - 02/12 where Q is the quantization level.

The auto-correlation function of §, the angle error is given by:

2

2002;'(-0
vo(K) = E {OJ O‘M} - ‘
9 K0

This is equivalent to the auto-correlation function of a bias with variance
2 and white noise with spectral density N, = Ta 2 §322/Hz where T is the

Q Q Q

sample time.

)

Incremental angle measurements are generated using the equation

Aoy =0y -6y

ISNIIXI LNIANGIAQH "¢ (30NN
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so the auto-correlation function of AOK is

YVpel0) = E [AGKAGK] = E [6K2] -3 [éxéxq]

=2 2
+E [SK-I] = 200

Vap(1) = vpg(-1)= E [A§KA5K-1] RIS
.' Ll
= - - 2 e 2 . . ‘-.:'
£ (B -8 By - Beg)] = o T
pp(K) = 0;Kf-1,0,1 S
" '
The Fourier Transform of YAB(K)"(iE) gives the PSD for the incremental rate 4'
measurements %% with quantization error. ‘
N-1 ) 5
¢ ( n ) ) -j 2k /N .
8 = Z v, (Ke Lo
AA? W&t T K=p 20 ‘ 4
2 2 T
o o
« 4 2O (sin '"‘)

T LE e
L
RO
For a white noise process, the PSD could also be obtained from the amplitude :{Zj-‘_'.:
response as: ' - 3
2 [ 4..-.-..2

% (W ) . oo A , _1,2 .
00 \N&t/ = X litude Response) = -1 [1-2 s
& % (A ponse) T Lo
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APPENDIX B

Effect of Moving Average Filter on Gyro Data

The noise acting on a gyroscope, white noise in angle (due mainly to

quantization) and white noise in rate (random walk in angle) can be modeiled as

shown in figure B-1.

00 /_‘ 1- z-1
°q At
SAMPLER

Ftgure B-1.

If the white noise due to quantization has variance 002. then the rate

moving average filter) is given by:

where

-K
FA(¢) . T 4

2
°ff‘_7cgf~7

2nN°K(at)

1~2
1
KO-ZN] [NO-ZY)] g2 = 0pa2 + o
FILTER  ACCUMULATOR

Model of Laser Gyro and Prefilter Driven
by Random Walk and Quantization Error

variance of the filtered output ofAz (considering only one element of the

is the filtering function.

[" JK + 2(K=1) coS & +...+ 2 cos(K-1)d} (2-2 cos N¢) d¢
-T

1f K<N then only 2K survives in the integral.

.....

n *
FA(¢) Fa (¢) d¢

....................
....................
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Thus,

Because the filter has a finite output response (i.e., an input signal will be
output within one sampling time), the filtered quantization will have a PSD

function of the same form as the unfiltered quantization.

202

The accumulator alone will reduce the variance t°—2'(—‘“2 so the addition of
the Kth section of the moving average filter has reduced the variance of the
output due to white noise in angle by a further 1/K. Adding in the other
sections will further reduce the variance but the most significant effect is
introduced by the section with the greatest delay, K.

If the random walk in angle has spectral density No, then the additive effect
of the variance of—ﬁis °R —"‘TB' The filtered rate variance due to random

walk in angle ogp, is given by

m (lZ )(1"Z ) *
2 = LI N ] d
°tR kN [ a-z7h a-zh feeeh 0

o -
= / ?K + ’Z' 2(K-j) cos Jol } N +$ 2(N-j) cos Jd"
ZnN

.fw

Note that only cosine? terms survive, 1.e.,
i

L (7 cos? jodo = 172 ;o

- e

S

.

S

b
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Thus,
2 OR 2 x"l t
Opp” = KN + 2 (K-§) (N-
fR ;{N‘f x iZl ) J)

which can be summed exactly giving

2
o) 2 = GR { 1 Kz-l }
fR N T3

Again, as other sections are added, the variance is reduced further but the
wmost significant effect is introduced by the section of the filter with
largest K., If K = 512 and N = 512 then T = NAt = 0.5 sec and the total fil-

tered rate variance is:

2 2
29 N { 512 -1 }

Cppf = -J—Y 1-
aE " iz (wny? | NE | EIZITTZY

At

2 20,2 N
0%%1 ’;'I;Tg-*"'l" {1’}}

It is seen that the quantization term is reduced considerably more than the

random walk term to the point where

2 2 N
g AB - A
—ELA 3T

A9
The PSD of-jﬁg may now be easily formulated. As explained earlier, filtered

quantization has a PSD of the same form as unfiltered quantization. Again
invoking the finite output response of the filter, we can determine that the

random walk autocorrelation function can have only a DC component and one

B
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additional symmetric component. Further, the filter gain at DC must be unity

since a constant input into the filter will yield the same constant output.

From the previous calculation, we find that the DC term is approximately

1 -1/3 =2/3. Therefore, the PSD of the rate is given by:

2
wg () © Tty ) w5 3ol

e . . e

Voiglnei T

ATITETATEN e R v - T T

L rd

YT T ERTY T e YT Y e
s
'




THE SERIES 2000 - A MINIATURE GAS BEARING DTG
FOR LOW COST STRAPDOWN GUIDANCE AND CONTROL
by
Dr. G. Beardmore
SMITHS INDUSTRIES AEROSPACE & DEFENCE SYSTEMS
Integrated Systems Group
Bishops Cleeve,

Cheltenham, Glos. GL52 4SF
United Kingdom

SUMMARY

The development and status of a novel Dynamically Tuned Gyroscope (DTG) is
described, with particular reference to the specialised technology employed to yield a
cost effective design. 1Its unique configuration posesses a number of important
advantages over those used in conventional tuned sensors, and allows, for the first
time, a self-acting gas bearing to be incorporated in a strapdown DTG. Other features
of the design include the use of a capacitive pick-off to replace the traditional
inductive version, a high performance spin motor and a fully fabricated flexure hinge.
This hinge overcomes many of the technical and commercial disadvantages of the now
familiar ‘carved-from-solid' hinges. The paper discusses the problems that have
hitherto prevented the application of gas bearing technology to tuned sensors and
describes how these have been overcome by the Series 2000 design. Current performance
of the sensor is summarised and its advantages over contemporary rate sensors are
compared with the requirements of future guidance and control applications. These
include airborne, missile, underwater and surface systems where life, reliability, ready
time and affordability are of prime importance.

1. INTRODUCTION

Smiths Industries have manufactured a range of single axis rate sensors at their
Cheltenham facility for over forty-five years. The majority of these sensors have
utilised ball bearing technology but over the last 20 years, a range of miniature open
loop gyros have been developed in which the ball bearings have been entirely replaced by
gas bearings and flexure suspensions. The introduction of this technology has resulted
in an impressive improvement in life and reliability, with in-service MTBFs of over
85,000 hours currently being achieved [1].

In 1979, a requirement was identified for a low cost two axis rate sensor for
application in a wide range of current and future strapdown systems up to and including
IN quality. The Dynamically Tuned Gyroscope was a natural candilate for.this role
because its principles were well proven and the concept of dynamic tuning was accepted
throughout the industry. However, a preliminary study revealed some serious limitations
with existing DI'G technology in terms of both manufacturing cost and operational life,
and showed that these limitations were directly attributable to certain common features
which included the flexure hinge, the ball bearings and the general configuration.

The design philosophy therefore centered around the need to eliminate the spin axis
ball bearings and to introduce a self-acting gas bearing to support the rotating flexure
hinge and rotor assembly. This in turn dictated a fairly radical re-appraisal of the
traditional rotor/flexure hinge design which invariably overhangs the central flange ani
bearing assembly, and in which the hinge is normally carved from solid metal. In
addition to these specific technical considerations, there was an obvious advantage in
utilising the existing and proven gas bearing and flexure pivot technology already
employed throughout the company's Series 700 range of miniature gyroscopes [2].

2. DEVELOPMENT HISTORY

Research and Development of the Series 2000 DTG, Fig.1l, commenced in 1980 and took
the form of a joint venture programme between Smiths Industries and the UK Ministry of
Defence. The programme was carried out in two phases, culminating in the manufacture of
both breadboard and prototype hardware for joint evaluation by hboth parties. A
dedicated team was established at Cheltenham to carry out the design, development and
manufacturing aspects of the programme and close liaison was maintained throughout with
the Radio and Navigation Department of the Royal Aircraft Establishment at Farnborough.
Independant evaluation of the gyro and its associated electronics han been carried ot
by the Radio and Navigation Department at Farnborough and evaluation of the latest
improved prototype hardware is continuing.

3. GAS BEARING vs DTG

Design of a gas bearing for application in a DTG involves a banic conflict in
requirementn and it is perhaps siqnificant that no previons attempt appears to have been
made to comhinea these otherwiese proven technoloqiea. The gas bearing utilises the

viscous effecta of the lubricating gas to generate loal carrying capacity and, by
definition, requires sufficient qas to be prasent in order to eatahlinh retiahle
hydrodynamic luhrication. Convermeoly, the PG pecformance ta degraded by the action of
gas damping torques on {te inertial olements and all contrmporary nenovs of this type

JINJdXJ INIANEIAOY 1V (LN §Y

- - . . . - - e -

!

g wr ey, e

. o . ..' T '.“ .-. AR
DRSS S TR

e




weToe Lt e o o
«
A
- 3
>
11-2 .
ALIGNMENT PIN .
0.062in { 1.6mm ) DIA 2 O.17in { 4.3mm ) LONG o ‘.»’
ON 1.128in (28.6mm ) PCO - j
1.97in [
INPUT AXIS b ( 50mm ) - i R
Y . .
. MOUNTING e
LOCATION e
3 ) - - “d
1.44in © 1
DIA - 1.418 -'_ -'.J
(38.6mm), (36mm ) A
INPUT - e llsPIN "j
AXIS AXIS
x ’ .
4 _ 2
|
' 1.72in :
4 . . i (43.6mm )
A RS SOLDER PIN TERMINALS
" — - e y { FLYING LEAD AND CONNECTOR ) .
s "33 ; 1 OPTIONS AVAILABLE } P
RSN XS LRV -3
- . N y
.
FIG 1 THE SERIES 2000 DTG FIG 2 OUTLINE OF ‘

THE SERIES 2000 DTG )
)
INERTIAL INERTIAL ;
ELEMENT ELEMENT SO
1 Do
(. “ -
(. )
PICK| i SPIN
OFF || | moTOR
MAN T\ !
A TR 5 0
— R === I .
—3 GAS ]
BALL BEARING AR
----- == BEARINGS E RS
3 { .
b | TORQUER \ X Tl
| | FLANGE A VU \ CASE |, . ]
Lo el it . |
TORQUER \ | | R ‘\ 1
FLEXURE FLEXURE o
HINGE HINGE
a) CONVENTIONAL CONFIGURATION b) SERIES 2000 CONFIGURATION ‘

FIG3 COMPARISON OF CONVENTIONAL AND SERIFS 2000 DTG CONFIGURATION

4
.
. . S
BENALC D INIAND IACY 1y o e e ST
.- ,'-'_’- ".’_‘ Te e e R _‘.-' et LT, _.‘.-;-"-.‘ ) - . : c. P S - ‘.. v
R e P T P P L W W T T e LT S N T I RN,
T et
T Ae =l om a” et




. A

113

are obliged to operate at a reduced case pressure in order to achieve acceptable drift
rates. The magnitude of the effect depends upon the geometry and gas involved but case
pressure reductions down to one quarter atmosphere are typical. This lower limit is
itself a compromise in order to prevent deterioration or loss of the lubricant in the
ball bearings. At first sight, these conflicting requirements appear to preclude the o
application of gas bearings to dynamically tuned sensors. The problem is compounded )
when one recognises the implications of the fact that the inertial assembly overhangs
the bearing system in a conventional DI'G design. This overhang represents a difficult
design problem for any bearing system but for a self-acting gas bearing it presents
almost insurmountable difficulties.

To overcome these conflicts, the problem was approached from two directions. First,
using experience gained on the Series 700 sensors, a gas bearing was designed to operate
at reduced ambient pressures. Secondly, a DTG design that would operate successfully at
relatively high case pressures was evolved by careful aerodynamic design of the inertial ]
element and its immediate surroundings. Most important of all, bearing overhang was
eliminated by the design of a novel fabricated flexure hinge which allows the gas
bearing to pass completely through its centre of mass. By combining these features it
has been possible to produce a gas bearing DTG that will operate over a wide range of
case pressures from sub to super atmospheric. In fact, an environmental/performance
trade-off can be achieved by simply selecting the case pressure on any given mechanical
design and the manufacturing advantages of this arrangement are obvious. Purthermore,
the Series 2000 bearing is specifically designed to use ordinary clean room air as a
lubricant, in common with our existing range of gas bearings and in contrast to those
used in other gas bearing sensors. The use of air as opposed to an inert cr rare gas
fill has considerable benefita in terms of ease of manufacture and, contrary to what
might be expected, results in a2 more stable surface chemistry at the gas bearing
surfaces. It also has unique benefits in relation to the Boron Carbide selected for the
bearing components, as will be discussed.

4. CONFIGURATION

The conventional layout of a DIG is illustrated schematically in Figure 3.a.
Design details vary somewhat but the basic configuration has changed little over the
past twenty years. The overhang of the flexure hinge does not contribute to long
bearing life and any sag of the central shaft in its bearings is automatically sensed by
the pick-off and appears as an error output. This arrangement lacks symmetry and the
thermal paths of the torquers and spin motor are long and are not necessarily
independent.

In contrast, the configuration of the Series 2000 DTG is shown in Figure 3.b. The
overhang on the spin bearing has been entirely eliminated and the design has gained in
both symmetry and simplicity. A relatively large gas bearing has been inserted through
the mass centre of the flexure hinge assembly and both the hinge and the spin motor
driving ring lie between the thrust bearings on either end of the journal bearing. Both
torquers and the spin motor are heat sunk directly to the outer case, which also
provides magnetic screening and a hermetic seal. This multi-function case alsoc serves
to locate the three modular sub-assemblies and therefore replaces both the central
flange and the screening covers on contemporary designs. The one-time build around a
central flange is replaced by three fully interchangeable modules, each of which can be
tested independently prior to final assembly and the combined operation of the three
modules can be verified functionally prior to inserting them into the case.

The case and mounting arrangements are designed to allow the user to take the
fullest possible advantage of the internal heat sinking and the DTG can therefore be
embedded into a mounting block and secured against the narrow mounting location with
three synchro style clamps. This preferred method of mounting allows external heat
sinking along the entire length of the case and reduces thermal gradients to a minimum.
Alternatively the sensor can be mounted on a flat plate or bulkhead in the normal
manner. Where multi-axis packaging is required, the aspect ratio of the DIG is
important as sensors must be mounted with their spin axes at right angles and it is the
overall size of the cluster that is important rather than the case diameter alone. The
Series 2000 has been designed with this in mind and makes maximum use of the volume
available while minimising the overall size of the cluster. The input axes are
identified by a case label and, more accurately, by an alignment pin at the terminal end
of the case.

5. GAS BEARING DESIGN

An H-Form or spool bearing was eventually selected as the most appropriate
configuration for this demanding application. Other arrangements have their advocates
but an H-Form bearing offers the greatest design flexihility and is easier to
manufacture than conical or hemispherical systems [3]. Tngarithmic spiral pumping
grooves are cut into each stationary thrust surface and helical qrooving is used on the
journal to suppress half speed whirl and to enhance the pumping action.

Designing a bearing which would operate satinsfactorily at bhoth low and high

pressures proved to be a difficult task. In conventional gyroscopes, the wheel can be .
operated at speeds of 24,000 RPM and above, but for tunel aenaora, other constraints b
generally timit the rotational speed to about hatf thiam value. Thia rsduction in apeed, *
toqether with the reduced ambient prassure and the need to malntain a preciaely deafined - Rk
spin axia for the MMexure hinge offectively tedncen the number af varfabhlen yeadily n "
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available to the designer and more subtle techniques must be employed. Operation at low i
pressures and clearances brings with it an increased risk of performance degradation due {
to slip flow effects {where there are simply not enough gas molecules for the gas to . j
behave as a gas) while bearings optimised for operation under these conditions may o
consume excessive power at higher pressures. Finite difference analysis had been used
to optimise our previous gyro bearings and, based upon this experience, a technique was
evolved which allowed the design of a DIG gas bearing to proceed. Similarly, the
geometric design of the assembly was studied with a view to achieving a low and
reasonably balanced specific loading on both journal and thrust elements. The final
running clearances selected were below 40 micro inches (1 micron) and some measure of
the combined efficiency of the bearing and its drive can be gained by noting that the
total synchonous power consumption is less than one watt at a case pressure of one
atmosphere.

All the bearing parts, Fig.5, are machined from solid Boron Carbide. This is a hot
pressed ceramic material with outstanding physical and chemical properties. It is the
next hardest bulk solid to diamond (3000 VPN), is lighter than aluminium {(2.52 g/ce) and
has excellent wear and friction characteristics. Unlike most other gas bearing
materials it does not require a boundary lubricant to achieve an acceptable start/stop
life because under rubbing conditions, a combination of local frictional heating and
oxygen produce a soft dry lubricant (boric oxide) in microscopic quantities at the point
of contact. Boron Carbide has been used extensively in Smiths Industries gas bearings
for many years and bearings incorporating this material have demonstrated over 100,000
start/stop cycles without failure. By using the same material for all the bearing
components, differential expansion problems are avoided but exceptionally tight
machining tolerances are still required in order to preserve the running clearances.

All parts are machined to micro-inch tolerances and the design allows the gas bearing to
be assembled and tested prior to final assembly of the gyro.

AT TR S

6. SPIN MOTOR

A six pole, three phase hysteresis motor is used to drive the bearing and flexure
assembly at its nominal tuned speed (N) of 200 Hz. The choice of poles and phases was
influenced by the need to minimise 2N frequencies which could interact with the flexure
assembly and cause drift errors. Motor design was based upon the successful Series 700
spin motor and has been optimised to meet the special requirements of a hydrodynamic
bearing. These include the need to generate a high instantaneous starting torque, while
maintaining efficient operation under synchronous conditions. The Series 2000 motor
differs from traditional hysteresis motors insofar as it has an integral fringing band
(flux bridge) across the teeth of the laminations and uses a solid, as opposed to a
laminated, hysteresis ring. Under starting conditions, most of the torque is generated
by inductive currents flowing in the solid driving ring and the motor only assumes the
characteristics of a true hysteresis machine at synchronism. No ligaments are necessary
and the power leads are fed through the centre of the gas bearing to keep them well
clear of the sensitive inertial element. The spin motor module incorporates a magnetic
shield and is thermally bonded to the outer case.

7. FABRICATED FLEXURE ASSEMBLY

The now traditional method of forming the flexure hinge is to start with a solid
block of metal and carve it away by grinding and spark erosion techniques to establish a
two axis Hookes Joint. This method of manufacture has many disadvantages. Grain flow
cannot be aligned along the length of each flexure and local defects coincident with the
neck of the flexure can result in an unacceptable scrap rate. Electro-discharge
machining (EDM) leaves a poor granular finish and even if this is locally polished,
sub-sur face damage remains and the flexure is weakened. The design must allow access to
all areas for machining and the final tolerance build-up is normally high. Since spring
rate is proportional to the third power of the flexure thickness, the rate, and hence
the tuned speed can vary in practice by up to %30%. Mechanical adjustment is therefore
required after assembly in order to keep the tuned speed within acceptable limits.
Finally, the manufacturing technique is expensive and does not readily lend itself to
large scale production. A study of patent applications shows a trend toward a
semi-fabricated construction in recent years and suggests that the limitations of the
‘carved-from-solid' approach have been recognised, thongh not all these ideas have been
translated into production hardware.

! The flexure hinge used in the Series 2000 design is fully fabricated from some 51
separate parts and is based upon an unusual 'pins-held' flexure pivot that has been use:l
in our miniature gyroscopes for many years. Here, the philoscphy was to fabricate the
hinge from a large number of relatively simple components but, since many are identical,
the final assembly contains only six different parta. The flexure hinge, Fig.6, takes
the form of three concentric co-axial rings, interconnccted via two pairs of cross
spring flexure pivots to produce a universal joint. FEach pivot is the size of a match
haal and is fabricated from twelve components. The pivata are buried within the wall

thicknessn of the three rings, making a very compact anasembly which i9 Inter cementel
around the outside of the gas bhearing. The two flexure biades in ecach pivot are
photo-etched from precision rolled strip whose thi~kneaa ia controllel to +60 micro
inches (t1.5 micron) and the relative poattion of the bladesn im controllel by parallel
plns which fit into accurately machined holea in cawch of the twoe end flangen,
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Fabrication is achieved by chemically depositing a very thin layer of a special
alloy material onto certain components prior to assembly. The self jigging assembly is
then raised to a high temperature under vacuum where the alloy melts and is pulled into
all the joint areas by capillary action. Surface tension forces in the liquid metal
then centralise and align all the individual components and both blades, pins and pivot
flanges float into their correct relative positions. Careful control of the process
parameters allows limited penetration of the liquid braze into the substrate structure.
This increases the strength of the joint and allows some of the base material to go into
solution, thus raising the melting point of the braze and permitting successive brazing
operations to be completed without disturbing the mechanical integrity of the original
joints. Once all the joints have been established, further heat treatment sequences are
used to condition the magnetic and mechanical properties of the structure and lastly, a
controlled cooling sequence assures the final assembly is completely free from residual
stress.

Designing the local geometry to take advantage of surface tension and capillary
effects is no easy task but the benefits are considerable. The exact amount of braze
material required to form each of the 104 joints in the hinge is automatically provided,
with the surrounding surfaces acting as a braze reservoir. By using surface tension
e forces to align the individual components at high temperature, manufacturing and

R - assembly stresses are virtually eliminated and the accuracy of the finished hinge is far
higher than could ever be achieved by relying on the machining tolerances of the piece
parts themselves. The local anchor point geometry of each flexure blade is defined by
the shape of the final braze meniscus and can be closely controlled via the brazing
temperature. [Where flexures are formed from solid or fabricated by conventional slot
or abutment techniques, the anchor point geometry can vary considerably from part to
part and cause corresponding variations in spring rate.] Because the flexure blade is
formed from precision rolled strip prior to assembly, its physical characteristics can
be assured with a very high degree of confidence and the grain flow orientation can be
optimised for each blade. Similarly, the blade surface is highly polished and free from
both surface and sub-surface metallurgical damage that could act as a stress-raiser and
reduce its strength. Each blade is of constant section and does not need to be ‘necked’ " A
to achieve the required spring rate. Each pivot is a true cross-spring device and it is -
known that cross spring suspensions have important performance advantages over other
forms of suspension when applied to dynamically tuned sensors. ’

M o This unique design and manufacturing technique allows a very compact flexure hinge R
v assembly to be produced, with a bore large enough to take a hydrodynamic gas bearing. - 4
The Pigure of Merit (a dimensionless parameter indicating the 'goodness' of the design) ;
is very high and the effect of mis-tuning errors correspondingly small. Finally, the
method of manufacture readily lends itself to large scale production because many
flexure assemblies can be processed simultaneously.

8. TORQUER DESIGN

The torquer is a conventional D'Arsonval configuration, using a segmented Samarium
Cobalt magnet and a high permeability return path. Encapsulated torquer coils are used
to improve both the structural strength and the aerodynamic cleanliness of the design.
Experimental work showed that capture rate would be limited by thermal distortion of the
torquer coils rather than by electrical failure and the mounting and encapsulating
arrangements are designed to reduce these effects to a minimum. Considerable effort was
directed at optimising the magnetic design of the torquer to obtain the best possible
capture rate consistent with the lowest practicable magnetic lcakage. To this end,
Finite Element analysis was used to predict the flux patterns within the magnetic
circuit and the field strengths for comparison with those measured on experimental
hardware. The Finite Element analysis was carried out on a large mainframe computer and
the results subsequently used for the calculation of capture rate, inertias and masses.
Optimisation of the torquer cannot be carried out in isolation and must of course be
considered in conjunction with both gas bearing and flexure design.

9. THE CAPACITIVE PICK-OFF

Inductive pick-offs are used extensively in existing strapdown DIGs. Their main
disadvantage is that, however careful the design, they inevitably exert electro-magnetic
torques upon the inertial element. An inductive pick-off was originally considered for
the Series 2000 but it was soon apparent that the aymmetrical design of the gyro readily
lent itself to a capacitive version.

The resulting two-axis capacitive pick~off is mechanically simpler than the
traditional inductive version and YPresents an acrodynamically 'clean' aurface to the
spinning inertial element. Windage forces acting on the inertial element are small ant
electrical forces are negligible.

The stationary pick-off plate is manufactured by a photo-etching process and is
attached to one of the three modules adjacent to the torquer cofla. Movement of the
spinning inertial element about either input axis causes a change in air gap and this
change is detected by one pair of capacitor plates positioned across the diameter of the
wheel. Pick-off msensitivity varies inversely as the necond power of the air qgap lenqgth

and the overall desiqgn of the senmor allows thia mean gap dimennion to bhe closely
controlled. Machanical contact hetween the atationary pick-off plate and the spinning
surface is highly undesirable and a stop disc in thorefore fitted on the opposite nide

of the inertinl element to limit itm angular travel to nbont 10 milliradians.
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Tis stop disc spins with the flexure assembly to eliminate rubbing contact during
e overload conditions. The pick-off is energised from external electronics and de-coding
B circuitry is incorporated in header electronics which is sealed within the outer case.

10. ELECTROMICS

Supporting electronics was developed in parallel with the DI'G hardware and is shown
schematically in Figure 10. The purpose of the electronics is to generate a drive
waveform to the spin motor, to energise and decode the capacitive pick-~off and to
provide the X and Y capture loops for the torquer. Spin motor drive is derived from a
4 MHz crystal oscillator and can be adjusted digitally in 0.1 Hz increments. The
three-phase output to the motor windings comes directly from a totem pole configuration
of FET power amplifiers and the Arive frequency is compared with the derived reference
via a phase locked loop and shift register system. Pick-off decoding is accomplished
within the header electronics and pick~off energisation and bias voltage are generated
within the buffer electronics which is sited close to the gyro. The X and Y capture
loop circuits are identical and in the normal High Rate Loop mode, the torgquer coils are
current driven to assist in overcoming heating effects at high rates. Where lLow Rate
Loops are provided for test purposes, voltage is fed directly into the torquer coils
because the heating effect is minimal.

The philosophy of the supporting electronics is illustrated in Figure 11. For test
and evaluation purposes, the Basic Test Electronics is supplied in two small boxes
complete with interconnecting cables and connectors. Both high and low rate loops are
provided, together with ample test points and associated facilities. These modules
contain plug-in circuit boards that can be exchanged for or supplemented by additional
boards to modify the performance or characteristics of the system. Individual circuit
cards are available separately to allow the customer to incorporate them into his own
equipment and are referred to as the ‘standard production electronics'. However, it is
appreciated that for some applications, various °‘non-standard' electronics will need to
be developed to suit particular packaging and/or performance requirements and these are
discussed with the customer concerned as appropriate. The current production
electronics uses both C(MOS and MOSFET technology. Hybrid power amplifiers are used in
the capture loops but the remainder of the circuitry is diascrete. Both the capture and
motor circuitry are contained on small Eurocards and the buffer card measures 86 mm x
54 mm. Smaller discrete electronics have recently been developed to meet specific
customer requirements and the intention is to fully hybridise both internal and external
electronics in the near future. 15 V and ¢30 V. D.C. power inputs are standard.

To date, all performance requirements have been met without the phase locking,
anti-hunting circuitry and various other refinements that are common to most
contemporary DTGs, but the basic electronics described above have provision to
incorporate such refinements at a later date if desired.

11. THERMAL DESIGN

Influenced perhaps by suggestions that certain 'first generation' DIGs dissipated
1 KW under maximum capture conditions, considerable attention was paid to the thermal
design of the Series 2000. Choice of materials was dictated in many instances by the
need to minimise thermal mis-wmatch, and all adhesive joints include an expansion
reservoir to assure the integrity of the joint under ambient temperature variations.
Heat transfer across the gas bearing clearance is good and bearing dissipation can, for
all practical purposes, be ignored. The Series 2000 configuration allows the spin motor
- stator to be in close thermal contact with the outer case and the very low quiescent
v power dissipation of the motor (<1 watt) is therefore easily accommodated. Power
dissipation in the header electronics is also negligible and this leaves the torquer as
the major internal heat source.

Given that the magnetic design of the torquer is made as efficient as possible, the
major problem is to extract the surplus heat from the torquer windings and direct it to
the outside world via the shortest practical route. In the Series 2000, this is
accomplished by bonding the four torquer coils-to a solid copper ring, which is in turn
thermally bonded to the outer case. This provides a very short heat path of high
thermal conductivity and ensures low thermal gradients even under maximum torquing
conditions. In terms of DIG performance, actual temperature is less significant than
temperature gradient and the ability of the Series 2000 design to operate at relatively
high case pressures is an advantage in this respect. The inertial element, gimbal and
flexure hinges rely almost entirely upon windage effects to maintain them at an even
temperature and the presence of a significant atmosphere within the case is therefore
beneficial. As previously discussed, the cylindrical case of the DTG can be mounted
with its entire length in contact with a heat sink, and this further minimises internal
temperature gradients.

The combined effect of che above features has yiclded n DTG with excellent thermal
characteristics and with verylow self heating in comparison with other designs. 1In
terms of ambient temperature, the gas bearing freesa the design from limitations imposed
by the lubricants in conventional ball bearings and the Series 2000 will therefore
operate over a wide ambient temperature range.
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12. MANUFACTURING TECHNOLOGY

Series 2000 manufacture involves a number of specially developed techniques and
equipments. Gas bearing parts are machined from solid carbide blanks using high
precision diamond grinding, lapping and polishing equipment. The final bearing surfaces
are achieved by Thermochemical Polishing in which material is stripped from the surface
by a thermal oxidation process to leave a very highly polished substrate that is smooth
to a molecular level and free from normal polishing scratches. Pumping grooves are
formed in the bearing surfaces by screen printing a special resist material onto the
component and then cutting all the grooves simultaneously by Ion-Machining.
Ion-Machining {4], may be likened to sand blasting, but using atomic particles in place
of the sand and an electrical potential instead of high pressure air. It produces high
definition grooves, typically 80 microinches (2 microns) deep whose depth can be
controlled within close limits and which are free from all stress and machining debris.
Ion-Machining is carried out in an argon plasma within a vacuum chamber and many
components can be machined simultaneously at a typical machining rate of one micro inch
per minute. Ion-Machining is an elegant process well suited to volume production and is
congsidered to be the only practicable way of machining accurate pumping patterns in
ultra hard materials such as Boron Carbide.

The manufacturing technique for the flexure hinge has been briefly described in
S8ection 7 and relies initially on conventional manufacturing technology. However,
special equipment had to be developed to position and size the holes for the flexure
support pins and the final heat treatment sequences are carried out automatically in a
computer controlled vacuum furnace. Assembly of the piece parts is, at the present
time, a manual operation carried out under binocular microscopes, but the design is
entirely self jigging and no fixturing is necessary during heat treatment.

The manufacturing technique for the torquer coils is of interest because it allows
a high packing density to be achieved and maximises the amount of copper within the
torquer air gap. Two-dimensional coils are first wound on a low melting point
disposable metal former and this is then rolled to form the familiar three-dimensional
saddle-shaped arrangement prior to curing the impregnant and finally removing the metal
support.

The specialised manufacturing facilities are supported by corresponding metrology
equipment capable of verifying components machined to micro-inch tolerances. BAs for the
manufacturing plant, much of this metrology equipment was either developed or adapted
in-house. Considerable experience in machining exotic materials was already available
within the company but many new skills had to be learnt to cope with the wide range of
different materials used throughout the Series 2000 DTG.

,

13. ASSEMBLY AND TESTING

TS

The modular design of the Series 2000 DTG is a considerable advantage during the
build stage, when a suspect module can be quickly replaced prior to rectification.
Each of the three major modules are built and tested separately prior to fitting
together for the first time. Preliminary functional testing of this three-part assembly
can be carried out prior to fitting the outer case, which is initially sealed with an
‘0 ring. Final hermetic sealing is completed at a later stage once provisional
per formance data has been obtained. A comprehensive sequence of burn-in and testing is
carried out throughout all stages of build. Multi-position and rate table testing are
used to establish the quality of the finished sensor and much of this data is obtained
and recorded automatically via computer driven data logging equipment. Gas bearing
assembly must be carried out under stringent Class 100 conditions involving specialised
cleaning and handling techniques but once the module containing the gas bearing is
assembled, all subsequent work can be completed in a normal gyro clean room environment.
Cements and adhesives are used extensively throughout the sub-assembly sequence and post
assembly cleaning includes vacuum baking to remove all traces of volatile contaminants
that could degrade bearing performance. Although the use of screw threads has been
reduced to an absolute minimum in this design, it is nevertheless a fully repairable
item.

¥ WTW

14. ADVANTAGES OP THE SERIES 2000

The advantages claimed for DIrGs in general are listed in Fiqure 14 and the major
features of the Series 2000 design are summarised in Figure 15. They are largely self
explanatory but some comment is in order.

Frequent claims have been made that DTG performance is largely independent of spin
bexring quality because the inertial elements are effectively de-coupled from the
bearing and drive system by the flexure hinge. However true this may be in theory, it
is certainly not true in practice. Our own experience confirms that performance is not
independent of the spin bearings and that a very significant improvement is obtained
when ball bearings are replaced by a gas bearing. The qaa hearing has proved easier tn
assemble than corresponding ball bearings (which require rather critical pre-loading ani
aligrnment arrangements) and has the following advantagea over the latter, viz:
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FiG 13 SUB ASSEMBLY MODULES
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intermittant 420 deg's
©® GAS BEARING
@  FABRICATED FLEXURE ASSEMBLY & ORFY
Random-in-run 0.1 deg b (107)
b CAPAC hek Run-to-Run 1 deg/h {10)
@  SWIPLE MODULAR CONSTRUCTION G-inssnsitive 10 deg'h
@ MPROVED MEAT DISSWPATION G-senaitive 10 deg. n
®  HIGH EFFICIENCY SPIN MOTOR ® NON-LINEARITY <0.01 deg’s
@ INTEGRAL HEADER ELECTRONICS ® HYSTFAFSIS << 0.01 deg's
@  VERY HION FIOURE OF MERIT @® SCALE FACTOR REPEATABILITY 0.01%
®  PROVEN 81 TECHNOLOGY ® RAUN-UP TIME L
@  WDIGENOUS Si DESIGN ® OQUIESCENT POWER < t wat}
Lo DYNAMIC RANGE 3.3 x 10’ J
FIG 15 FEATURES OF THE FIG 16 TYPICAL PERFORMANCE
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* Unlimited Storage Life.
* Very high operational life and MTBRF
* Very low acoustic noise
Rapid run-up over a wide temperature range
* Highly stable and repeatable spin axis definition

15. TYPICAL PERFORMANCE

Typical performance currently being achieved from development hardware in tests at
RAE and at Smiths Industries is summarised in Figure 16. The performance compares
extremely favourably with that of comparable tuned sensors in this class and this
combination of drift performance and capture rate is attractive over a wide range of
applications. This level of performance has been achieved, as previously stated, with
relatively basic electronics and after a fairly short development time and is clearly
capable of further improvement.

L

The current design standard is maturing rapidly and unit-to-unit performance
variations are small. Each gyro has an internal temperature sensor that is user
accessible, allowing external compensation or characterisation to be applied as
required. Extensive testing to date has shown performance variation with temperature to
be exceptionally repeatable and predictable, thus allowing accurate modelling of these
sensor charactistics within a typical processor based system. In-run drift performance
depends to some extent upon case pressure and can be traded against other parameters as
previously discussed.

Caur amn gun 4

16. APPLICATIONS

DI'Gs in general are already being specified for a wide range of applications
ranging from inertial navigation to missile control and the unique attributes of the
Series 2000 design are expected to further broaden this range of opportunities.

Figure 17 details the range of applications foreseen in the immediate future, many of
which are under active discussion with potential users. The Series 2000 DTG is
currently being evaluated in a medium grade inertial navigation system and in this type
of application, the high MTBF available from the gas bearing is usually an important
consideration. Por applications involving missiles, munition dispensers and
sub-munitions, long storage life is becoming increasingly important and here again, the
inherant characteriatics of the self generating gas bearing make it the obvious choice
for this role. Similarly, rapid run-up time across a wide range of temperatures can
often be a deciding factor in the choice of sensors for tactical weapon systems and once
again, gas bearing technology has few equals in this respect. In applications involving
underwater weapons and systems, the very low acoustic noise generated by a hydrodynamic
gas bearing (approximately 1/50 of the mean spectral noise density of a high quality
b1il bearing) can be a deciding factor.

The current emphasis on cost effective guidance and control systens places
particular constraints on the primary sensors, especially in terms of affordability.
Sensor per formance may be superb, but if it is achieved by lengthy fiddling and tweaking
and is consequently unaffordable, the system designer will be obliged to select a lesser
device or to seek a solution elsewhere. The Series 2000 concept is an attempt to reduce
tte need for these protracted adjustments by applying proven state-~of-the-art technology
at the design and manufacturing stages, so increasing the price/performance ratio of the .
final product. Life and reliability have been the traditional ‘'Achilles Heel' of [RERI
rotating mass sensors and have driven the continuing search for potentially reliable 1
alternative devices. The gas bearing effectively removes this limitation from the tuned

- -
sensor and allows it to compete on more than equal terms with contemporary optical and o
solid state rate sensors whose size, cost and complexity are frequently unfavourable by tee
comparison. e

.

Patal e lala s

17. CURRENT STATUS

Research and development of the Series 2000 DTG is complete and the sensor has now
entered production at Cheltenham. The first production version is designated the 2001
DTG and will form part of a family of DFGs intended for both general and specific
applications. Pilot production of customer evaluation hardware commenced towards the
end of 1983 and performance testing of prototype gyros continues in order to consolidate
the data base and identify areas of future development.

Y

At ool

18. FUTURE POTENTIAL

It is clear that the basic mechanical and electronic design has potential for
improvement. Drift improvement down to a true TN lervel ashould be achicvable in the
foresesahle future and certain other parameters can be tailored to meet specific
applications as required. It is envisaged that these improvements will be achieved by
relatively small modifications to the existing hardware and building techniques rather
than by changes to the basic demign. A micro-miniature (less than one inch diameter)
version is already under consideration and this would he capable of capturing input
rates in exceas of 1000 deq/s and would have an enecrgiantion time of 1eraa than one
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DTG APPLICATIONS

® ARCRAFT NAVIGATION ® AR TO AIR MISSILES

& ANARS
@ SURFACE TO AIR MISSILES

@ HELICOPTER NAY/COMPASS

SYSTEMS ® MULYIPLE LAUNCH ROCKET

BYSTEMS

©® LAND NAVIGATION/POSITION
@  MUNITION DISPENSERS AND

® SATELLITE COMMUNICATIONS SUB-MUNITIONS
® FIRE CONTROL SYSTEMS ® GLIDE 80MAS

® ELECTRO-OPTICAL SIGHTS ® CRUISE MISSILES

® LASEN TARGETING/

@ RABAR ANTENNA STABILISATION
NANGEFINDER

@ RPVs & DRONES
® UNDER WATER WEAPONS &

SYSTEMS

q ),

FIG 17 POTENTIAL
APPLICATIONS FOR THE
FOR THE SERIES 2000 DTG

second. Quite apart from the obvious advantages of size, weight, capture rate and ready
time, the dimensions and design of this sensor will ensure it is rugged enough to cope
with the most extreme environmental conditions, as typified by vertical launch and
vectored thrust wmissile systems.
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SYSTEME DE GUIDAGE A SYROLASER POUR MISSILES A MOYENNE PORTEE
- GYROLASER GUIDANCE SYSTEM FOR MEDIUM RANGE MISSILES

ar
: Bernard J; Salaberry
N Chef du Département Inertie et Optigque
' Société Frangaise d'Equipements pour 1a Navigation Aérienne (SFENA)
I Aérodrome de Villacoublay
78141 VELIZY-VILLACOUBLAY - FRANCE

RESUME

La technologie du gyrolaser a maintenant évolué de sorte que ce capteur est devenu utilisable sur
des missiles tactiques de moyenne portée. Apr2s une présentation des performances requises pour les
L capteurs, on trouvera une description des capteurs, gyrolasers et accélérometres, retenus pour réaliser un
ensemble inertiel destiné au guidage et au pilotage de tel missile. Les problemes de filtrage du bruit sur
les signaux de lecture des gyrolasers sont examinés,

ABSTRACT

Laser gyro technology is now developed to the point where this type of inertial semsor can be used
on medium-range tactical missiles. After outlining the performances required fon these sensons, we shall
P go on to descnibe the faser gyros and accelexometers chosen to construct an inential system designed for
» the guidance and control of auch a missile. The problems of fiftering noise on the Laser gyro readout
: signals will also be examined.

1. INTRODUCTION

Au cours des vingt dernidres années, les missiles tactiques ont subi une évolution profonde et une
grande diversification, tant dans leur taille que dans leur portée, leur mission et leurs performances.

Du moment qu'ils étafent guidés, ils é&taient équipés de senseurs inertiels fournissant des
références pour leur guidage. Ces senseurs étaient plus ou moins sophistiqués : depuis les gyroscopes 2
poudres pour les missiles antichar jusqu'aux centrales a composants 1iés des missiles les plus modernes en
. passant par des centrales 3 deux gyroscopes, des plateformes inertielles pseudo-strapdown & 1a fin des
années 60 et des plateformes trois axes plus récemment.

- Les projets de missiles tactiques actuels, d@s lors que leur portée nécessite un guidage inertiel
i méme peu précis, prévoient tous )'emploi de centrales & composants liés.

.. Pour sa part, la SFENA, envisageant une telle évolution, avait de@s le début des années 1970

: recherché quel serait le capteur gyrométrique le mieux adapté A une utilisation A composant 1ié dans un
grand domaine de mesure et dans un environnement sévdre. Son choix s'est porté sur le gyrolaser car il

- apparaissait clairement que ce capteur pouvait, de par sa conception, avoir de trds bonne performance en

< s dérive sans limitation de domaine de mesure autre que celle que pourrait apporter 1'électronique utilisée

- pour traiter les signaux de sortie.

.'emploi du gyrolaser a pu paraftre trop luxueux pour des applications aux missiles tactiques et
c'est 1'une des raisons pour laquelle la plupart des industriels spécialistes du gyrolaser ont jusqu'ici
priviliégié le développement de gyrolasers tr2s performants applicables 3 la navigation pour avions.

11 semble aujourd'hui que les performances demandées aux systemes inertiels des missiles tactiques
futurs rentrent tout-3a-fait dans 1a gamme de performances réalisables avec des gyrolasers de petite
taille.

La technologie du gyrolaser a par ailleurs évolué de telle sorte que des petits gyrolasers sont
aujourd'hui réalisables industriellement et A des colts qui les rendent parfaitement compétitifs vis-d-vis
des gyrometres classiques.

La SFENA est des aujourd'hui en mesure de fournir des systdmes inertiels équipés de gyrolasers et
dont 1'encombrement, le prix et la facilité de maintenance sont bien adaptés 3 un emploi sur des missiles
de moyenne portée tels des missiles anti-navires.

De tels systdmes ont généralement Ya configuration de la figure 1.

Trois gyromdtres et trols accélérombtres fournissent des signaux qui ne peuvent 2tre utilisés -
directement pour la navigation et e pilotage, soit parce qu'il faut effectuer des corrections de biais et
de facteur d'échelle, soit parce qu'ils sont trop bruités pour 8tre utilisés directement pour le pilotage
ou 1a stabilisation de la Vigne de visée de 1'auto-directeur,

Les caleuls nécnssalres ) la navigation ont Até trds souvent déerits. Ceux qul concernent e
pilotage seront spécifiques au missile. C'est pourquol, ort exposd ne traltera gue des aspects Tads aus R
capteurs et X 1'dlaboration des signaux ndcessaires d la navigation et au pilotaqge. tete
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GYROMETRE X MISE Ed FORME CALCULS DE C el
AUTO-DI .
RATE GYRO X DES S1GNAUX NAVIGATION RECTEUS o
GYROMETRE Y o
; | SIGNAL — S
RATE SYRO Y ADAPTATION -
GYROMETRE Z NAVIGATION SEEXER .
RATE GYRO Z COMPUTATION S
CALIBRATION '
CALIBRATION
ACCELEROMETRE X CALCULS DE
ACCELEROMETER X PLLOTACE GOUVERNES
FLLTRAGE
ACCELEROHETRE Y
ACCELEROMETER Y FILTERING  [==———31
ACCELERQMETRE va GUIDANCE _—
ACCELEROMETER CONPUTATION ACTIVATORS
FIGURE 1

SYNOPTIQUE DU GUIDAGE INERTIEL D'UN MISSILE
INERYIAL GUIDANCE FOR MISSILE - 1YPICAL ORGANIZATION

La suite de cet exposé traitera :
- des spécifications des capteurs pour les utilisations sur missile tactique de moyenne portée,
- des choix technologiques concernant le systime, les gyrolasers et les accéléromdtres,
- des problames de bruit sur les signaux destinés au pilotage.
2. SPECIFICATIONS DES CAPTEURS

Puisque les missiles moyenne portée sont généralement des missiles A préguidage inertiel, la
précision des capteurs va dépendre des performances demandées au préguidage.

Lorsque 1'on parle de moyenne portée, il s'agit généralement de portées comprises entre 30 et
300 km, ce qui est trds étendu.

La précision demandée au préguidage sera telle que 1'erreur de navigation soit trds inférieure aux
incertitudes sur la position de la cible au moment ou 1'auto-directeur est en mesure de 1a repérer. Ces
incertitudes dépendent &videmment de la distance de la cible mais aussi de sa vitesse et de la vitesse du

missile.

L'éventail des hypothdses possibles est donc considérable ; cependant, en prenant des cas de
trajectoires sur les plus longues distances, on peut fixer des performances nécessaires pour 1'inertie et
en déduire des spécifications pour les capteurs.

Pour ce qui concerne le pilotage, les caractéristiques 2 spécifier prendront en compte le type de
trajectoire, les modes de pilotage et les précisions recherchées d 1'impact.

Le tableau de la figure 2 ci-dessous donne un ordre de grandeur des principales spécifications pour
les gyromdtres et les accéléromdtres :

GYROMETRE ACCELEROMETRE
Stabilité du biais 0,5 3 20°/h 2.10-4g A 2.10-3g
it
Marche au hasard 0,1 ale/ h
Random walk exron
Stabilité du 5.10~5 2a 10-3 10-4 3 10-3
facteur d'échelle
Scale facton
stability
Linéarité du F.E. 5.10-5 A 10-3 10-4  a 10-3
Scale facton "
Linearity J
Domaine de mesure 400 A >2000°/sec | 200 3 1000 m/sec? E
Range 1
Résolution 1 3 10 sec. arc/pulse | 0,5 3 5 c¢m/sec

L Sensditivity - L

FIGURE 2
PRINCIPALES SPECIFICATIONS DES GYROMETRES ET DES ACCEI f ROMETRLS
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:ﬂ On peut remarquer que les domaines de mesure tendront toujours A augmenter aussi bien pour les

; vitesses angulaires que pour les accélérations. Si 1'on veut qu'un systdme puisse 8tre utilisé aisément

. . sur plusieurs types de missiles, i1 faut qu'il soit capable des plus grands domaines de mesure.

Ei Les autres spécifications vont concerner le volume, le poids, la consommation, le domaine de

. température et vont dépendre étroitement du type de missile et de sa missfon. Le meilleur compromis doit
- 8tre trouvé entre la miniaturisation, la fiabilité, la facilité de maintenance et les colits. Enfin, les
- capteurs doivent 8tre prévus pour une durée de vie en stockage supérieure 3 15 ans et permettre d'espacer
o le plus possible les contrdles périodiques pour minimiser les colits d'entretien des missiles.

- 3. CHOIX DES CAPTEURS

o e ——

3.1. Le gyromdtre

D2s lors que 1'on recherche des stabilités de biais de quelques degrés par heure dans un domaine de
mesure pouvant aller au-deld de 2000°/sec.,le gyromdtre laser est le capteur le mieux adapté. En effet,
ces deux caractéristiques, stabilité du biais et domaine de mesure ne dépendent pas des mémes paramdtres
physiques. L'un dépend de la qualité de 1'optique, 1'autre de la bande passante de 1'électronique. Et 1'on
peut aisément améliorer 1'un sans détériorer 1'autre, ce qui n'est pas le cas avec les gyromdtres
mécaniques classiques,

!

3

}

} .

i: Avant de développer un gyromdtre laser pour missile, i1 faut faire certains choix technologiques.

3.1.1. Choix de la forme et de la taille

- Compte tenu des performances demandées et des contraintes de volume, Ta tafille sera généralement
petite et le choix est possible entre une forme triangulaire et une forme carrée pour le bloc optique.

- La figure 3 montre que pour les petites tailles, la forme carrée ne présente pas d'avantage évident
) pour 1'encombrement par rapport A la forme triangulaire (2 sensibillité identique bien entendu ; dans ce
i‘ cas, un carré de 9,2 cm est équivalent 3 un triangle de 12 cm).
: En outre, on voit qu'il n'y a plus de place sur le cBté pour placer la cathode et qu'il faudra donc
- la placer sur le dessus, ce qui sera un inconvénient pour la fixation du bloc optique sur un support et
F pour 1'encombrement du bloc lui-méme.

D Au plan des colts et aprds industrialisation, un gyrolaser triangulaire sera moins onéreux
B ) puisqu'il ne compte que trois miroirs et que les miroirs sont un point important du prix du gyrelaser.

TRIANGULAR SQUARE
12 oM . 9,2 M

yITs

SCALE 2:1

FIGURE 3
COMPARAISON DES FORMES TRIANGULAIRES Ol CARRELES
TRIANGULAR O SQUARE JNAPE COMPARATUN
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Pour le choix définitif du périmetre du gyrolaser, i1 faut tenir compte de 1'ensemble des
performances demandées. La technologie des miroirs aujourd’hui progresse de sorte qu'il est possible de

ey e—p——
N R s

réaliser des gyrolasers avec des périmdtres aussi petits que 6 cm.

Le tableau de 1a figure 4 ci-dessous montre les niveaux de performances qui peuvent &tre obtenus

pour différents périmdtres de gyrolaser triangulaire.

Périmdtre cm

Stabilité du biais
Dxift */h

rarche au hasard
Random walk °/Nh

Facteur d'échelle

33
0,003 a 0,03

2.10-3 2 10-2

1800

21
0,01 2 0,1

6.10~3 a 3,102

1145

12
0,131

3.10-2 3 0,15

655

0,535

0,231l

327

Scale facion
pulse/®/sec

3 Stabilité du facteur|
d'échelle
Seale factor
stability

10-6 3 10-5 2.10-6 a 2.10~5 3.10-6 3 3.10-5 | 10-5 a 10-4

FIGURE 4
GAMME DE PERFORMANCES DES GYROLASERS EN FONCTION DU PERIMETRE

Pour chaque performance, les valeurs les moins bonnes correspondent & ce qui peut &tre obtenu sans
précaution particulidre et donc au moindre colit, les valeurs les meilleures sont une indication des
améliorations qui peuvent &tre apportées sur chaque type de gyrolaser soit dans sa définition, soit par
une modélisation plus poussée des erreurs.

On voit aisément qu'un gyrolaser de 12 cm de périmétre permet de tenir facilement toutes les
performances. Un gyrolaser de 6 cm peut également 8tre satisfaisant mais i1 risque de colter plus cher 2
performance égale puisqu’il faudra lui apporter des améliorations.

Deux éléments seront également déterminants pour le choix. I1 s'agit de la stabilité des
performances pendant-le stockage et du niveau de bruit pour le pilotage.

Pour le premier point, des performances supérieures a celles requises vont permettre d‘espacer,
voire de supprimer les contr8les pendant la vie du missile., Dans ce cas, le gyrolaser de 12 cm est
beaucoup plus intéressant que celui de 6 cm.

Pour le second point, le bruit de quantifiaction est évidemment multiplié par deux en passant de 12
3 6 cm, Le bruit de marche au hasard est lui multiplié par un facteur beaucoup plus important dans des
zones de fréquence ob Je pilotage sera sensible (figure 5). Ce point particulier peut dans certains cas
8tre dimensionnant et &tre une Timitation pour 1'emploi de trds petits gyrolasers.

®*/h|rad/sec
10 000 4
PR FIGURE 5
o 1072 EFFET DE LA QUANTIFICATION
1 000 ET DE LA MARCHE AU HASARD
h FONCTION DU TEMPS D’ECHANTILLONNAGE
I QUANTIZATION AND RANDOM WALK ERROR
p 10 VERSUS SAMPLING TIME
100 J
L 1074
0 .
L 10-5
l -
L 1076
1071 4 9

10-1 | 10 100 1 600 10 000 t sec

Wnyguta iy t‘:ﬂ

4
<

.- .. Lo e e T .. . - . o . . e - - R S A
D R S R R S T P S LI U S I R [T S Bt e e I ST R
e i v iciiieinninsdniossinminnistsdisdituinidedeiirdndtnn it el oo Mellos e e B A b\




Les critéres d'encombrement imposés pour les missiles tactiques de moyenne portée pendant la .
prochaine décennie sont tels qu'ils n'imposent pas 1'emploi d'un tres petit périmetre. C'est pourquoi la ST
SFENA]a décidé de développer des gyrolasers de 12 cm pour réaliser des systeémes inertiels pour ce type de )
missiles.

3.1.2. Dispositif d'élimination de la zone aveugle

Les gyrolasers présentant une zone aveugle due au couplage des ondes lumineuses sous 1'effet des
rétrodiffusions des miroirs, i1 faut les munir d'un dispositif capable d'éliminer cette zone aveugle.

Le dispositif d'élimination de la zone aveugle retenu malgré ses inconvénients est 1'activation
mécanique qui consiste & faire osciller le bloc optique sur son axe de mesure 3 une fréquence de yuelgues o~
centaines de hertz et avec une vitesse cr2te comprise entre 100 et 200°/sec. -t

C'est encore aujourd'hui le seul dispositif qui ne détériore pas les performances des gyrolasers.
I1 utilise 1'inertie du bloc optique monté sur un systéme élastique en rotation. L'ensemble oscille & sa
fréquence propre sous 1'action d'un moteur commandé par des circuits électroniques adaptés.

Pour des raisons pratiques, 11 s'est avéré tr2s difficile de 1'incorporer au bloc optique et i) est
placé sous celui-ci. Pour éviter tout mouvement conique important, les trois fréquences d'activation sont
volontairement décalées les unes par rapport aux autres. L'ensemble est dimensionné pour tenir les
conditions d'environnement mécanique les plus séveres (figure 6).

FIGURE 8 L
ACCELEROMETRE J125 -
JILS SCCELFRCMEVER ot

FIGURE 6
SOUS-ENSEMBLE GYROLASER
LACER GYRO SUB~AUSEMBLY

3.1.3. Dispositif de lecture {i,

11 existe une solution optique pour éliminer le bruit sur la vitesse angulaire mesuré par le
gyrolaser dii au mouvement alternatif d'activation., Cette solution consiste & fixer deux é1éments du
systéme de lecture sur le boitier et non sur le bloc optique et a utiliser le mouvement relatif du bloc et
du bottier pour créer un défilement de frange égal et opposé a celui di A 1'effet ayrométrique lui-méme. -
Le déplacement des franges di & 1'activaticn est ainsi annulé et i) ne subsiste plus que le défilement
utile.

Ce systdme est assez délicat a réaliser. Le filtrage électronique des signaux d'activation a paru 2
terme moins coliteux et a été retenu. C'est pourquoi, le dispositif de lecture est classique et fixé
directement sur le bloc optigue.

Les autres circuits électroniques associés au gyrolaser et qui comprennent 1'asservissement o

longueur de cavité, la végulation du courant et le dispositif d'allumaqe sont classiques. -
L'ensemble des circuits électronique est rassemblé dans trois circuits hybrides couches épaisses, '~:
I1s seront ultéricurement réalisés en circuit prédiffusé, ce qui permettra de réduive les cofits. Ss.
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Pour réduire 1'encombrement, les trois gyrolasers sont dépourvus de boftiers. Ils sont Togés dans
les alvéoles d'une pidce en fonderie qui constitue 1'unité de mesure inertielle (UMI) du systdme et assure
une trds grande rigidité et une bonne stabilité entre les axes de mesures (figure 7).

Le volume de Y'unité de mesure inertielle seule pe dépasse pas 1,5 1 et le bottier complet avec le
calculateur et les alimentations a un volume de 3,3 1.

LV. POWER SUPPLY RING LASER
- GYROMETERS

il Aut-uak B otk 4
\
|

MOUNTING PLATE VO CONNECTOR

S FIGURE 7
PR SYSTEME INERTIEL POUR MISSILE - ARCHITECTURE
' INERTIAL UNIT FOR MISSILE - ORGANIZATION

3.2. L'accéléromtre
Les conditions de choix pour 1'accélérometre sont :

- Un domaine de mesure important ;

- Une bonne stabilité du biais ;

- Une grande résistance aux conditions d'environnement mécanique et notamment aux chocs violents contre
lesquels i)s ne seront pas protégés par une suspension.

La SFENA dispose d'une grande gamme d'accéléromdtres pendulaires asservis.

Parmi ceux-ci, le modele J 125 (figure 8) dispose d'une suspension a pivots tr2s robuste. I1 est
réalisé dans une technologie faible colit qui répond trés bien A ce besoin et son domaine de mesure peut
2tre ajusté en fonction du besoin.

[ N T

Ses principales caractéristiques sont représentées sur la figure 9 ci dessous :

Son asservissement est réalisé en binaire forcé, ce qui permet d'obtenir directement des incréments
de vitesse et évite une conversion tension fréquence toujours onéreuse.

aine de mesure w/s2 65 250 500

Range

acteur d'échelle Hz/m/s2 103 256 128

Scaie factorn
2RI AW @
i Aahad tabilité du facteur d'échelle 10-4 10-4 2.10-4
‘ S0y e o
: fation du F.E. en tempér. . 1.4 108 | 1.6 10-4 1.4 10-0
. S‘.rF.a Vuc'a?t‘,lion wi&nt . v /°t
i Stabi19té du biafs m/s2 10-3 10-3 | 2.10-3
L ¥ias stabitidy /
3 Variation, du biai t . 2 .10-4 3.10-3 | 6.10-3
, Bal.’;u. va?t iatuion ?.;fae“n é.r /s 8
.
g FIGURF 9 : ACCELEROMETRE J125 - PRINCIPALES CARACTERISTIQULS FIGURE 10
g TRIFORF ACCCLEROMETRIQUF
‘:‘ AR PR METRR A AU SRR Y
R
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Les trois accéléromitres sont placés sur un triddre support fixé lui-méme sur 1'UMI (figure 10).
4. TRAITEMENT DES SIGNAUX DE PILOTAGE

Les critires de choix pour le traitement des signaux de sortie pour le pilotage sont les suivants :

- Retard de datation faible ;
- Fréquence de sortie pour le pilotage assez élevée (300 a 500 Hz)
- Spectre de bruit aussi réduit que possible,

I1 est évident que les deux premiers critdres sont 1iés. Mals le ratard de datation va aussi
dépendre de la fréquence d'activation des gyrolasers et du procédé utilisé pour filtrer le mouvement
d'activation.

4.1, Filtrage des mouvements d'activation des gyrolasers

Trois procédés sont possibles :

Le premier (figure 11), équivalant au filtrage optique, consiste 3 mesurer la vitesse du bloc
optique par rapport au boftier, ou dans notre cas au triddre de 1'unité de Mesure Inertielle. Cette
mesure, convertie en fréquence, est ensuite soustraite de la mesure issue du gyrometre 3 1'aide d'un
compteur décompteur.

Ainsi, le mouvement di 3 1'activation est compensé et si les réglages sont bien faits, i1 ne
subsiste plus de bruit d'activation A la sortie du compteur décompteur (figure 13).

Le second et le troisidme procédé (figure 12) effectuent le filtrage par calcul, par addition des
impulsions acquises pendant une période d'échantillonnage et de celles acquises pendant la période
précédente. On voit aisément que si 1'acquisition est faite en synchronisme avec 1'activation mécanique du
gyrolaser, c'est-3-dire st Fc = Fd ou si Fc = 2Fd, ce qui est plus favorable, les impulsions de sorties du
gyromdtre dues au mouvement d'activation vont s'éliminer.

Dans le cas du second procédé, le calcul est fait par logiciel dans le calculateur.

Malheureusement, du fait que pour éviter des mouvements coniques, les fréquences d'activation des
trois gyrolasers sont 1égdrement différentes, le préldvement synchrone par le calculateur est quasiment
impossible sans risquer de perdre des informations ou sans rajouter des bruits supplémentaires. Le
préldvement sera donc asynchrone, A une fréquence voisine du double de 1a fréquence d'activation. La
compensaton d'un préldvement par le prélévement précédent est imparfaite et entra¥nera un bruit résiduel
dont la fréquence principale sera 2Fc~2Fd dont 1'amplitude cr2te sera~d x 21 (2Fc - Fd).

Bien qu'étant hors du domaine des fréquences utilisées en pilotage, ce bruit peut 2tre tr2s génant
dans les boucles d'asservissement des gouvernes.

Contrairement au second procédé ol le filtrage était fait par le logiciel, le troisidme procédé
revient A 1'acquisition synchrone en effectuant le retard et 1'addition par des circuits discrets
indépendants sur chaque voie. Le bruit en sortie est alors équivalent 3 celui du premier procédé,

Dans le cas des procédés 2 et 3 qui font intervenir une addition entre deux acquisitions angulaires
successives de durée Tc (période d'échantillonnage), le retard de datation est égal A une période
d'échantillonnage Tc voisin de la demi-période d'activation Td/2.

Dans le cas du procédé 1, la soustraction était faite en permanence et sans retard ; le retard de
datation n'est plus que la demi-période d'échantillonnage Tc/2.

GYROLASER

RATE GYRC COMPTEUR ACQUISITION

DECOMPTEUR A Fe CALCULS A Fc

UP-DOWN Fe DATA Fe COMPUTING
CAPTEUR COUNTER ACQUISITION
PICK-OF
MESURE DE CONVERSION
VITESSE DU TENSION
BLOC OPTIQUE FREQUENCE Solution 1
a—
OPTICAL BLOCK VOLTAGE
RATE PREQUENCY
MEASUREMENT CONVERTER
FIGURE 11

FILTRAGE DE L'ACTIVATION
DITHER MOUVEMENT K1 RN
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GYROLASER

{/

SOLUTION 2 : FILTRAGE

COMPTEUR ACQUISITION
DECOMPTEUR A Fc )
UP~DOWN Fe DATA -
COUNTER ACQUISITION

LOGICIEL Fc & 2Fd

SOFTWARE FILTERING Fo % 2Fd '

SOLUTION 3 : FILTRAGE PAR MATERIEL Fc * 2Fd
HARDWARE FILTERING Fe = 2Fd

VITESSE BLOC OPTIQUE
OPTICAL BLOCK RATE

SORTIE GYROMETRE
GYRO OQUTPUT

SORTIE MESURE

VITESSE DU BLOC . S
OPTICAL BLOCK RATE e
KEASUREMENT ‘ .

ASYNCHRONE Neop Npo Mgl Nesz NeagPe-d Be Nesl Res2

ACQUISITION
ACQUISITION

ACQUISITION RETARDEE
DELAYED ACQUISITION

BRUIT RESIDUEL
NOISE AFTER FILTERING

PROCEDE 1 PROCEDE 2 PROCEDE 3

FIGURE 12
FILTRAGE DE L'ACTIVATION
DITHER MOUVEMENI FILTERING

4
Netdt “cfz t-2 Ne-) Ne Neyy

Ne+2
e
RETARD DE DATATION Tc Tc = 1d :
DELAYED DATATION 2 2
FIGURE 13

FILTRAGE DE L'ACTIVATION A ¢ = 0 N
DITHER FILTRRING WHEN @ = 0 T

$§ 1'on veut réduire les brults pour le pilotage, le choix reste entre les procédés 1 et 3. ;

A V'avantage du procédé 1 son faible retard de datation qui ne dépend que de la fréquence de

calcul,

A 1'avantage du procédé 3, 1'absence de complexité au niveau du capteur et des circuits
d*acquisition et de conversion tensfon fréquence.

Les circults de retard et de comparaison supplémentaire peuvent. Btre réalisés en technolonie

prédiffusée et seront donc peu onéreux.

Cette solution 3 sera retenue chaque fois qu'un retard de datation égal ) Ya demi-période

d'activation sera scceptable.
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4.2. Bruits dans la chatne gyrométrique

est schématisée sur la figure 14.

correspondant environ 3 0,3 q oli q est le poids de 1'incrément du gyrolaser,

La chalne gyrométrique fournissant les signaux de pilotage compte plusieurs sources de bruit. Elle

La premidre source de bruit est, bien entendu, la marche au hasard du gyrolaser dont la densité
spectrale gbb s'exprime en °2/h.

La seconde source de bruit correspond au bruit aléatoire imposé 2 1'amplitude d'activation., Elle
correspond 3 une incertitude sur la position du gyrolaser et est caractérisée par un écart type

]

BRUIT SUR REJECTION COMPTEUR
L'ACTIVATION D'ACTIVATION DECOMPTEUR TRALTEMENT
DITHER RANDOM /
WALK /)
Sb°2/h DITHER UP-DOWN
@ee/ FILTERING COUNTER COMPUTATION
c = 0,29q
QUANTIFICATION QUANTIFICATION BRUIT DE
QUANTIZATION A Fc TRONCATURE
o = 0,3q QUANTIZATION TRUNCATION
’ AT Fo © NOISE
o = 0,4q o= 0,29
FIGURE 14
PRINCIPALES SOURCES DE BRUIT
MAIN NOISE SOURCES
DegZ/Hz
b
X THEORIQU
THEORICAL
EXPERIMENTALE
EXPERIMENTAL
.
-
FREQUENCF.
A . FRYGIENCY
1 Fe
2
FIGURE 15

DENSITE SPECTRALE DE BRUIT
SPECTRUM DENSTTY NOISE

Du fait de son type de réalisation, la réjection d'activation n'apporte pas de bruit
supplémentaire. Par contre 1'acquisition des incréments sur le compteur-décompteur 3 une fréquence Fe
introduit un bruit d'échantillonnage dont }'écart type est égal 3 0,4 q.

Le traitement des échantillons peut également introduire un bruit de trancature dont 1'écart type
sera o = 0,79 q,
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Les calculs permettant d'établir la densité spectrale du bruit résultant de ces cinq sources de
bruit sont trop longs pour ¥tre reproduits dans cet exposé.

Ils montrent que la densité spectrale de bruit crott en fonction de la fréquence jusqu'd un maximum )
voisin de la moitié de la fréquence d'échantillonnage fc. —

I1s confirment également que 1'influence de 1a marche au hasard est prépondérante aux basses
fréquences comme le laissait supposer la figure 5.

Des essais expérimentaux ont été faits pour vérifier 1'analyse théorique. Les deux courbes de la
figure 15 permettent de comparer les courbes théoriques et pratiques.

L'écart sur les basses fréquences provient de ce que le gyrolaser utilisé avait une marche au ‘,_. .

hasard beaucoup plus faible que celle prise pour faire le calcul théorique. - s

L'ensemble des mesures de bruit réalisé sur les syst2mes inertiels pour missiles ont montré que les
bruits créés aussi bien par le gyrolaser de 12 cm retenu pour ces équipements que par les traitements
utilisés étafent compatibles d'un emplof sur les missiles les plus performants. .
5. PERSPECTIVES )

Si des blocs inertiels utilisant des gyrolasers de 12 cm sont disponibles pour équiper les missiles
tactiques moyennes portées dans les dix prochaines années, on peut examiner dés maintenant dans quelle i
direction vont devoir évoluer ces matériels.

I1 est bien évident que la demande des constructeurs de missiles ira toujours vers une diminution .
des encombrements et une augmentation des domaines de mesure pour réaliser des missiles plus petits et -
plus maniables. ROR

Les spécifications de dérive varieront vraisemblablement peu et 1'effort sera donc 3 porter pour :-'-Z-:-
les gyrolasers sur la taille sans pour autant perdre sur le niveau de bruit. e

Dépendant de la zone aveugle et de 1a quantification, le bruit est 1ié A la taille des gyrolasers. -

-

FIGURE 16 .
GYROLASER TRIAXE e
TRIAXIS LASER GYRO
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Dans 1'avenir, pour réduire cette taille, des améliorations sont possibles :

- . - d'une part, )'incrément d'angle en sortie du gyrolaser peut &tre réduit en utilisant des circuits e
IR électroniques adaptés pour traiter les franges d'interférence. Dans ce cas, mime avec des gyrolasers de 6 R

cm de périmetre, le bruit de quantification peut 8tre amélioré. = =

- d'autre part, les progrds incessants faits dans 1a technologie des miroirs de gyrolaser permettront
encore de diminuer 1a zone aveugle et donc 1a marche au hasard. La taille des gyrolasers pourra donc &tre
diminuée en mdme temps que la taille des électroniques associée diminuera avec les progrds de
1'électronique.

Une autre voie d'évolution se situe pour les gyrolasers dans Ta réalisation de capteurs triaxiaux
pour lesquels des travaux de développement sont en cours.

De tels capteurs plus complexes certes que les capteurs monoaxe permettront de réduire

1'encombrement global tout en conservant un périmdtre supérieur : 14 A 16 cm par exemple pour des parcours -,h-_l

carré imbriqués (figure 16). o ]

Ces capteurs ouvrent trois perspectives : :. _:]

- Une réduction d’encombrement f-:“:j

- Une réduction des bruits pour le pilotage -

- Enfin, une réduction des colts puisqu'un capteur triaxe 3 3 parcours carré n'utilise que 6 miroirs et un

seul mécanisme d'activation. R
Dans 1'une ou 1'autre de ces voies, i1 sera possible de développer dans Tes années qui viennent des [1
ensembles inertiels A gyrolaser dont le volume n'excédera pas 1,5 1, qui seront utilisables pour une trés e
grande gamwe de missiles et dont le prix sera rendu trds compétitif par 1'effort d'industrialisation fait N

sur les gyrolasers et sur la microélectronique. R
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UTILISATION D’UN MAGNETOMETRE AUTOCOMPENSE DANS UN SYSTEME DE NAVIGATION
ECONOMIQUE POUR HELICOPTERE

by

J.L..Roch, ].C.Goudon and Ph. Chaix
Société Crouzet
rue Jules Vedrines 25
BP 1014
F-26027 Valence, France

1. INTRODUCTION

L'anelyse des missions d'un hélicoptére armé a montré le besoin d'installer sur celui-ci un systéme

de navigation, En effet, pour assurer sa sécurité et donc ne pas 8tre détecté par les systimes ennemis,
1'hélicoptére armé doit voler en suivi de terrain a une hauteur inférieure ou égale & 50 m et & une
vitesse variant dans tout le domaine d'utilisation. Il est donc difficile de se repérer pendant ces
phases de vol dites "tactiques"” d'ou la nécessité d'avoir un systéme de navigation sur 1'hélicoptére
(précision du systdme souhaité).

1.1. Présentation et analyse de différents systdmes de navigation autonome

11 existe plusieurs sortes de systdmes de navigation autonome (sans aide extérieure) :
- Centrale inertielle
- Systéme de navigation hybride (inertie + référence de vitesse sol)

- Systdme composé : . d'un capteur de cap magnétique
. d'une centrale de verticale
. d'un capteur de vitesse sol

. d'un calculateur

Ce systéme de navigation permet d'utiliser deux types de cap d'origine magnétique :

1.1.1. Cap gyromagnétique

Cet appareil est composé de deux sous-ensembles : une "flux-valve" et un compas gyromagnétique.

Le compas gyromagnétique (gyroscope) est asservi 2 long terme sur la référence magnétique de 1o
"flux-valve" afin de compenser les différentes dérives du gyroscope (dérive propre, rotation terre,
convergence des méridiens).

La "flux-valve" est un appareil pendulé qui permet de mesurer le champ magnétique horizontal ‘relatif
4 la verticale apparente) et qui doit donc étre compensé magnétiquement 3 cause des perturbaticns
magnétiques dues & 1'hélicoptére.

Cette compensation est délicate car son sutomatisation est pratiquemsnt exrlue (néeessité d'effectuer
1a compensation en vol en statique) et elle nécessite un outilinge colteux (chercheur de Nord,
théodolite,...).

De plus, lorsque le vol est agité (vol tactique) de nombreuses errcurs de cap spparaissent qui
sont dies :
- A la vanne de flux (erreurs dues & la pendularité)

- 2 la surveillance magnétique (saturation de l'asserviscrment, coupuies de surveillance frequentes
dues aux attitudes et aux accélérations)

- au gyroscape directionnel (fonctionnement fréquent en dirertionnel, erreurs de cardan importantes,
sauf pour les centrales bi-gyroscopiquea).

1.1.2. Cap d'origine magnétométrique

Le magnétomttre est un capteur qui permet de mesurer les traia composantes du champ magnet pogoe
ambiant auivant un repére orthonormé,

Lo composnnten anmn mesurées sont ensuile compenaden dea difterenten pertinbal iong magoet vgues,
puin projetden on repbre long-travera (repare horszantal) d'oft an e dédart e eap magnet e,
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Le magnétomdtre présente les aventages suivants :

~ il ne nécessite pas l'emploi d'un gyroscope directionnel car le magnétomdtre n'est pas pendulé,
donc pas soumis aux mémes erreurs que la “flux-valve" pendant les phases accélérées.

~ il est d'une utilisation simple et pratique gr@ce noctamment au principe de la compensation

automatique en vol qui supprime les contraintes liées 3 une calibration délicate sur la machine
et qui permet une surveillance du bon fonctionnement du capteur et de la stabilité des perturbations

magnét iques.
- le colt du systdme est plus modeste car on n'utilise pas de compas gyromagnétique (gyroscope).

1.2. Choix du capteur magnétique

C'est le magnétometre statique trois axes que nous avons retenu comme moyen de mesure de la référence
magnétique car il permet :

- une compensation plus facile et automatique
- un codt plus faible

- une fiabilité plus importante car il ne comporte pas d'élément mobile.

2. PRESENTATION DU SYSTEME DE NAVIGATION

Le systéme est composé de :

- un calculateur NADIR (CROUZET) qui assure :

. 1'acquisition des capteurs
. les différents traitements numériques (compensation, calcul du cap, entretien de la navigation,...)
. la visyalisation et 1'entrée des dornées (PCV)
- un cinémomdtre Doppler type RDN 80 B (ESD) qui mesure dans un repére lié a4 l'avion les composantes
de la vitesse sol

- un gyroscope de verticale GV 76-1 (SFIM) qui fournit les informations d'attitude (roulis et
assiette longitudinale)

- un magnétomdtre statique 3 axes (CROUZET)
Ce capteur est constitué de trois sondes dont les axes définissent un triddre trirectangle de mesure,
harmonisé avec les axes avion, Chaque sonde est constitufed'un noyau en matériau magnétique entouré
d'un bobinege co-axial parcouru par un coursnt alternatif haute fréquence. Ce bobinage présente,
lorsque le noyau est soumis & un champ magnétique extérieur, des dissymétries de tension & ses bornes
ces dissymétries sont détectées et snnulées par un courant continu qui est donc proportionnel 3 la
composante du champ mesuré par la sonde. Le magnétométre fournit donc trois tensions continues
proportionnelles aux projections du champ magnétique local dans un repére lié au porteur.
- Indicateur de pavigation type 152 (CROUZET)
Cet instrument de bord permet la visualisstion des informations suivantes :

. cap magnétique sur une rose

. routs magnétique sur un index

. gisement d'une radio-balise

. distance su but de destination sur un compteur

. direction du but de destination sur une siquiile

e . alarmes sur trois drapeaux (cap, gisement, distance),

L'entretien de la position présente est agsuré par intégration des composantes Vitesse Nord et
Vitesse Est qui sont obtenues par projection des vitesses doppler h 1'uide dea informations d'attitude

(roulis et assiette longitudinale fournia par le gyrnacope de verticale) et de 1'information de
cap géographique (obtenu par cap magnétique + déclinaison),
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3. ELABORATION DU CAP MAGNETIQUE

TR N VY cvees
'~
™

3.1. Calcul du cap magnétique

A partir des trois compossntes du champ megnétique terrestre (Htx, Hty, Htz) et des informations (@, ¥
on peut calculer les composantes long et travers du champ d'ol on en déduit le cap magnétique (voir
figure 2 pour la définition des angles et la figure 3 pour le principe de calcul)

H = Hix cos@ + Hty sinB sin¥® + Htz sinB cos¥

Hr = Hty cos¥ - Htz sin¥

d'ot Cm = Arctg (- :.7_) + kR
L

) L'ambiguité de 180° sur le cap due 3 la fonction arctangente est facilement levée par 1'examen du
i signe de HL

3.2. Probléme perticulier de la compensation

R &
[ i Le champ magnétique mesuré par le megnétomdtre 3A n'est pas exactement le champ magnétique terrestre
cer celui-ci est perturbé par 1'environnement.

3.2.1. Rappels sur les perturbstions

. perturbations de fers durs : elles traduisent les effets des aimantations rémanentes dans les
matériaux ferromegnétiques et les champs créés par les courents continus, Ces perturbations
peuvent se modéliser par un champ additionnel 1ié sux axes du porteur : 1‘

perturbations de fers doux : elles traduisent les déformations des lignes de champ magnét ique
dues 3 1'inhomogénéité de perméabilité magnétique du porteur. Elles se modélisent par un champ
perturbateur qui est le produit d'un tenseur [K) par le champ magnétique terrestre.

En conclusion, les mesures du champ magnétique sur le porteur peuvent se modéliser sous la forme

suivente :
Hemx kxx kxy kxz Htx bx
Heny = | kyx kyy kyz . Hty +| by
Hmz kzx kzy kzz Htz bz
Champ mesuré champ terrestre
tenseur de perturbation vecteur de perturbation
de fers doux de fers durs

3.2.2. Principe de la compensstion

S'il n'y avait pas de perturbations magnétiques, on s'apercevrait que si 1'hélicopt2re pouvait prendre
toutes les orientations possibles, l'extrémité du chemp magnétique se déplacerait sur une sphere
dens les axes avion (& condition de rester dans un méme lieu car le module du champ varie avec la
position),

Du fait des perturbations magnétiques (fers durs et fers doux), 1l'extrémité du champ magnétique mesuré
décrit un ellipsoide,

Le but de 1a compensation est donc de calculer les caractéristiques de cet ellipsoide . son centre

. sa forme.

Oc, on ne peut pas décrire l'ellipsoide completement (pas de vol sur le dos) par conséquent on a cholsi
un certain nombre de figures caractéristiques qui apportent suffisamment d’informations pour pnuvorr
calculer son équation.

Les figures choisies sont plusieurs virages (de 360° en cap) 3 roulis constant
(=445, ¥=-45 |, ¥=430° , ¥= . 300),
Ll g e Afin de mieux voir la partie de 1'ellipsoide qui est parcourue, on a représenté sur la figure 4 1n
‘\ ) perspective isométrique de la figure décrite par l'extrémité du vecteur champ lorsque ['hélicoptére
' fait des 360° & $= + 450 , =z 4 30° , P= » 100,

Une fois l'ellipsoide déterminé, on détermine alors les poram®tres de fers durs et fers doux

(B et [K]) & partir de son équation qui permettent de transformer 1'ellipsnide en sphére.

L'opération de compensstion consiste donc & associer chaque point de 1'ellipsoide & un paint de 1n
- aphére.

2

SNddX d LNAWNEAAQL LV UIdNULHd Y

]




-

- T TV e v VIV v~ v ey

f o ocam e

13-4 )
: Le déroulement d'une sutocompensation est alors le suivent : Ce
) - Le pilote engage le mode sutocompensation. AR

- 11 effectue ensuite la série de figures préconisées jusqu'd ce que le calculateur NADIR lui indique
de s'arrater (convergence de 1'algorithme aprds 4 3 5 minutes de vol).

L -,

-
- A 1'issue de cette autocompensation, les paramétres b et [K] sont figés et stockés en mémoire
permanente afin d'étre utilisés pour tous les vols suivents.

De plus, afin d'assurer une surveillance du capteur ou de déterminer si 1'état magnétique de 1‘'hélicop-
tére s changé (changement de pidces, embarquement de charges magnétiques) on continue pendant les

. vols suivants 2 réactusliser 1'équation de 1'ellipsoide et lorsqu'on constate qu'il y 8 une trop
grande différence entre l'ellipsoide actuel et I'ellipsoide figé, on déclare qu'il y & un probléme.
(Le pilote déciders slors s8'il doit réeffectuer ou non une nouvelle autocompensation).

(Rt Rl S

3.3. Calcul du cep megnétométrique

Un disgramme fonctionnel de la chaine de cep est donné figure 5.

R e

On effectue un regroupement des deux fonctions présentées précédemment (calcul du cap et compensation).

4. EXPERIMENTATION OU SYSTEME DE NAVIGATION AUTONOME AVEC MAGNETOMETRE

4.1, Introduction

Le systéme de navigation autonome a été installé sur deux types d'hélicoptére frangais :
- 1'hélicoptére PUMA SA 330

- 1'hélicoptére GAZELLE SA 342.

et essayé par le Centre d'Esssi en Vol frangais et par 1'Armée de Terre frangaise.

4.2. Essai du systdme de navigation sur PUMA

4.2.1. Présentation de 1'installation

L'hélicoptdre PUMA est un hélicoptére de la classe 6 & 7 tonnes avec une vitesse de croisidre de
1'ordre de 270 km/h.

Le magnétometre a été installé dans la queue de l'hélicoptére dans un endroit magnétiquement propre
et pas trop perturbé.

4.2.2, Résultats obtenus

Cette premiére évaluation qui a eu lieu en 1979 a permis de montrer la validité du principe d'autocom-
pensation et la capacité du cap déterminé A satisfaire une performance en navigation correcte.

La représentation sur la figure B des erreurs de cap avant et aprés compensation montre l'efficacité
de 1'sutocompensation qui permet d'obtenir des erreurs de cap inférieures a 0.5°.

On n'avait pas pu tirer des conclusions sur les perfotmances de ce systeme en navigation cer trop peu de
mesures avaient été effectuées.

4.3. Essai du systéme de navigation sur GAZELLE

4,3.1. Présentation de 1'installation

L'hélicaptere GAZELLE est un hélicopt2re de la classe 2 tonnes avec une vitesse de croiseur de 1'ardre
de 250 km/h,

Le megnétométre a été instellé en arridre du doppler sous 1'emplanture de queue de 1'hélicoptére.

a 4.3.2. Résultats obtenus

N R Les essais du systdme ont été menés en 1982 et 1983, en deux étapes sucressives
. . une phase de mise au point, suivie d'une courte périnde d'évaluation a été menée au C.E.V.
- de Brétigny sur Orge.

. une phase plus lonqgue d'évaluetion opérationnelle.
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Aprés une période de mise au point, les essais ont montré un bon comportement de 1'autompensation,
réalisée en moyenne en 4 minutes, 3 1'issue d'une procédure comportant en tout quatre & cing virages
A inclinaison différente ( + 30°, + 45° , + 60°),

A titre d'exemple, la courbe de réqulation présentée figure 7 montre l'efficacité de 1'autocompensation :

erreur de cap comprise entre - 0,5 et + 0,4 degrés,

L'évaluation opérationnelle du systéme a été effectuée d'une part pour 1'asutocompensation, d'autre
part pour la navigation.

Autocompensat ion

Une vingtaine d'autocompensations ont été réalisées en tout, avec des équipages différents les uns des
autres et non spécialisés.

Ces éléments sont particulidrement importants puisqu'ils correspondent bien aux conditions opéra-
tionnelles.

L'sutocompensation est réalisée par une procédure comportant 4 ou 5 virages, nécessitant 4 3 5 minutes
de vol.

Les réactions enregistrées démontrent une entidre satisfaction des utilisateurs & 1l'égard de la méthode,
ainsi que des résultats qui se sont révélés trés stables.

Résultats des vols de navigation (transit)

Deux cent quatre vingt huit (288) branches ont été réalisées, d'une longueur comprise entre 25 et 45 km
4 des vitesses de 1'ordre de 180 km/h & 220 km/h.

Les résultats sont consignés sur la courbe figure 8. Ils correspondent 3 une performance globale de :
1,7 % de la distance parcourue dans 95 % des cas.

Résultats des vols tactiques

Quatre vingt branches de vol tactique d'une durée de 15 minutes environ ont été réalisées.

Les résultats sont consignés sur la figure 12 oli la performance globale est de :
450 m par quart d'heure de vol dans 95 % des cas,

5. CONCLUSION

Les résultats obtenus au cours des différents essais ont permis d'améliorer progressivement les perfor-
mances de la fonction "cap autocompensé par magnétometre statique”.

Au vu des divers résultats obtenus et officiellement constatés, le magnétomitre statique constitue
une source de cap magnétique autocompensé, de haute qualité, libérant 1'utilisation des contraintes
liées 3 la compensation périodique de la machine et apte & réaliser une navigation Doppler de haute
précision, conforme aux exigences opérationnelles de 1'Armée frangaise soit par exemple avec un GV 76
et un RDN 8G B.

2 % de la distance parcourue

500 m par quart d'heure sur terre, 3 95 %

»
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A COST-EFFICIENT CONTROL PROCEDURE
FOR
THE BENEFIT OF ALL ATRSPACE USERS
by

André Benoft* and Sip Swierstra

European Organisation for the Safety of Air Navigation
EUROCONTROL
Rue de la Loi, 72, B-1040 Bruxelles

SIMMARY

Provided adequate directives are genmerated by an advanced ATC system, the use of onboard computers in
guidance, mavigation and control syetems will make it possible for flights to be conducted in euch a way
as to agree cloeely with optimieation directives irrespective of the particular criterion ueed and of
whether the context is a civil or military one. In addition, the air/ground comtvol coondination will be
efficiently performed by means of automated digital data communications. Advances in the relevant techno-
logies can be expected to eonmtinus and as such advances ave brought into actual use the comtrol environ-
ment will change accordingly. However, the new facilities and equipment involved will probably be expens-
8ive to purchase and run, and much attention will need to be given to the cost aspect of their utilisation.

We are therofore proposmng, in this context, a control procedure for conducting time-of-arrival-conetrain-
ed flzghte in an ¢conomic manmer. This proccdure i8 intended to be compatible with present-day voice comm-
unieations (human or synthetic) although it ie primarily designed to be used in conjimetion with future
automated digital data commmications.

The procedure is applicable to the transit of flighte through extended terminal areas such as are con-
aidered in commection with Zone-of-Convergenmce-type syetems, and the final approach phase is accordinglu
integrated with the en route descent, eruiee and (possibly) climb phases, or appropriate parte thereof.

The paper contains a detailed description of the procedure, together with brief summaries of the tests
conducted in present and simulated future envirommente to assese ite efficiency, and then sets out tha
rgsults obtained to date and analyees them in terms of 4-d navigational accuracy and operational effecti-
venaes.

1. INTRODUCTION

An air traffic control system rethought in the light of present economic constraints, in particular one
enabling duly selected trajectories to be followed, certainly brings about an appreciable reduction in the
overall cost of flights (Refs. 1, 2). At European medium-to-high-density traffic alrports, such as
Brussels and London, proper integration of en-route and approach control can be expected to lead to a
reduction of some 10 to 20 per cent in the fuel actually burned by the inbound traffic in the zones »f
convergence including and surrounding these terminal areas (Ref. 3).

Efforts have been made in several quarters in Western Europe to determine optimum trajectories for each
individual aircraft ia relation to overall traffic, with emphasis on specific criteria, such as maximum
use of available landing capacity, minimum cost of total flights inbound to a given terminal area, or
minimum deviation from the profiles requested by operators (Refs. 4 to 10).)

In the case of all the approaches proposed or described in References 4 to 10, the trajectory of cach
inbound flight {s normally time-of-arrival-constrained as a result of the optimisation process applied tn
the overall traffic. Accordingly, for a Zone-of~-Convergence~type control system, it is essential to select
an appropriate trajectory for each individual afrcraft and control it with a high degree of accuracy. With
flight management computer systems configured for 4-d navigation, the conduct of the flight could be con-
trolled within a few (2~5) seconds (Ref. 11), But what could be achieved with present modes of operation,
and currently available navigation equipment and control facilities?

Developments have been undertaken in order to define and asacna a ground/air coordinated control procedure
which would permit sccurate coatrol under present-day operational conditions (Ref. 12). Obviocusly, for the
efficient use of such a procedure the ground-based control would require adequate automated aids, under-
pinned by a detailed knowledge of the alrcraft operation and performance characteristics. The succeasive
control actions resulting from landing time alot allocation, and prediction relfabiltty, necceasftate an
atr/ground control procedure program operated on-line, for rafafnp, confirming and npdating the requiatte
control directives, {ncluding ground/ air control message generation.

The present pnper describes the ground/air coordinated procedure proposcd for the accurate control of
trnjectories and gives a summary of the tests conducted to dates A subscquent diasertatfon will present
the structure and wmode of operation of a asuiteble program tn rafse the nruccesafve control directiven,
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2. GROUND/AIR CONTROL PROCEDURE

The definitiem of such & procedure was intended to establish the directives needed to control accurately
the trajectory of an aircraft down to the runvay, the time of arrival being constrained. The essential
requirements iunclude compatibility with ow-line operstion, in particular with present mavigation caps-
bility and voice (human or synthetic) comsunicatioss, essy adaptation to automated digital ground/air
communications, reliability in terms of messages gemerated and suitadility to cope with the expected range
of aircraft types and a variety of oa~board comtrol, guidance and navigation facilities.

2.1, Individesl aircraft-trajectories versus air traffic

In a ZOC-type system, the Z0C sequeacer/scheduler proposes an initial landing slot time when the sircraft
enters the syatem. When doing so, it may update the time of arrival of other afrcraft, possibly modffying
the landing sequence determined previously. This wust obviously be consistent with (a) individual flight
requirements and (b) the optimization criterion applied to the overall traffic, the instantaneous and
local counstraints and the control variables vwhich are or remain available at that moment. To keep the
number of ground/air control actions within reasonable limits, the aim is, wherever possible, to associate
only one control directive to each basic phase of the inbound flight, namely cruise or part thereof, en~
route descent, and final descent and landing. The relevant actions and messages will be described in sub-
sequent paragraphs.
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SCHEMATIC CONFIGURATION OF AN INBOUND FLICUT TO FRANKFURT
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The ground sequencer/scheduler derives for each individual aircraft the trajectory which meets an overall
criterion. In general, the individual operator’'s criterion will be the same as the criterion used to
control the overall traffic, in particular where “cost of flight” is used. Nevertheless, individual
operators' criteria msay be altered, even on-line, and the ground optimization process will make provision
for this. One possible way of coping readily with on-line requests would consist in introducing them in
terms of preferential profiles and wminimtizing the overall deviation frow such profiles. Whatever the
criteria implemented by the ground-based system, the automated sequencer/scheduler should propose an
optimum or sub-optimum landing slot and an associated trajectory to meet this slot. This paper concerns
itself with the “{mplementation” and accurate control of such a trajectory, regardless of the criterion
leading to its definition. However, it should be understood that the determination of such a trajectory
results frow the {ategration of management and control over the cosplete flight conducted within the
Zone—of-Convergence geographical ares, including cruise, en route descent and final descent until touch
dowm.

2.2. Definition of an optimum time-of-arrival-constrainid trajectory

The trajectory proposed for the flight from entry to touch~down, say from Rekken to Frankfurt airport as
in the schematic configuration shown in Figure 2-1, will normally be composed of three main phases, namely
the cruise phase, the en route descent and the final descent to touch-down. The en-route component will
essentially be controlled by cruise and descent speeds expressed in terms of Mach/CAS profiles, while the
control of the final descent will also depend on the local geographical configurations and way, in addi-
tion, include the precise definition of the final path as a control parameter. Clearly, amy transition
between successive phases (following the entry of the aircraft to the 2Z0C cruise conditions, from cruise
to en route descent, from en route to final descent) will need to be defined accurately, with no ambiguity
as to the resulting trajectory (in present ATC operation, for instance, clearance to descent implies no
particular transition to descent nor any specific descent trajectory.)

Normally, the selection of the flight characteristics should result from the criterion versus time-of-
transit relationship. For the contribution of a particular aircraft, the corresponding relatfon (C)
appears as shown schematically in Figure 2-2. The. influencing parameters include the sircraft wmass, the
cruise altitude and speed, the en route descent speed, the descent being currently conducted at or near
idling conditions, the geometrical path and speed profile for the final descent and the ataospheric, wind
and temperature conditions. For given entry conditions (mass, altitude, speed) and a given route to touch-
down, each point of curve C corresponds to a specific trajectory for which the overall speed profile is
deterwined, The preferential trajectory ainimizes the criterion (flight duration and criterion value are
noted, t,. and c, respectively, on the diagram). The 20C-recommended trajectory requires a transit dura-
tion t and leads to the criterion value c¢'. With respect to the preferential speed, adjustments provide a
control range which extends from c to a for advanced arrival (t,,, t,) and from c to b for delayed arrival
(tyes tp)e For the en route phase from entry to, say, 5,000 Ei, it is appropriate to introduce a smooth
cruise~to-descent transition for which both cruise and descent speed components are expressed by the same
speed indication. Usually, the relevant approximation of the criterion, curve S, is quite satisfactory,
suggesting that the initial trajectory could be selected accordingly.
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2.3. Coutrol points and A/G messages

Por convealence, the flight within the i{ategrated control asrea will be considered as being made up of
three phases, as follows.

A preparstory phase, starting when the aircraft is notified to the ZOC Management Centre. It consists la
making a prediction of the runway load based on all the information available, estimates of all entries
included, and accordingly assigning, tentatively, s preliminary landing slot to the aircraft entering. It
ends with the transfer of control and the ground-to~air messages acknowledging the information received
prior to entry. LI

The ea_route Eh.-e, which follows. The firet ground-to~air message confirms, or othervise, cruise altitude

awd route, then the first Z0C message i{s prepared and sent to the aircraft. It is sent as early as A
pessible after entry, amd includes route, nevw cruise speed and the position at which to initiste transi- T
tioa from entry speed to new cruise speed, this position being expressed in terms of DME distance from an PR
appropriately located station, Dortmund in the case of the configuration illustrated (Figure 2-1). A S
second 20C message will be issued subsequently. This message contains the en route descent characteristics, -- -J

nsmely, the positiom of the initlation of the transition from cruise to descent, noted CTL-2 in Figure
2-1, also expressed in terms of DME distance from a suitably located station (Frankfurt ia the illustra-
tion), the em-route descent gpeed profile (Mach/CAS), confirmation of the route, possibly high-altitude
holding directives and the cstimated arrival conditiens (time and altitude) over the next sctive coantrol
point (noted CTL-3 im Figure 2-1) alsoc defiaed in terms of DME distance from a suitable station, Frankfurt
FPM in the example of Figure 2-1,

The final descent phase, including @ number of messages and active control points (CTL~3(a), (b), etc.),
which will depend on the local geographical configuration and type of approach considered. This phase is
critical and will be discussed in detail in a subsequent section.

The tests made to assess the feasibility of the procedure, the accuracy of the 4-d controlled trajectory,
during both the en-route and final descent phases, and the range available for correction, whatever the
sources of dispersiomn, will be summsarigsed and discussed in subsequent sections.

3. EN-ROUTE CRUISE/DESCENT PHASE

3.1, Overview

This phase has been discussed previously (Refs. 13 to 16) and it will accordingly be only outlined in the
present paper. A total of 32 flights were conducted on the route Pampus (PAM), Dortmund (DOM),
Germinghausen (GMH), Limburg (LIM), Metro (MTIR). The flights were conducted using aircraft flight simula-

R tors: Boeing 737 and Airbus A-300 from the Deutsche Lufthansa, Flight Simulation Department, McDonnell

t Douglas DC-10 from SABENA, Belgian World Airlines and Fokker FK-28 from the Dutch National Aerospace
Research Laboratory. A summary of the flights conducted is given in Table 3-1. The control directives to
be sent to the pilot were generated on-line. Both voice and automated digital communications were
congidered, and in each mode of operation the directions were sent some 30 to 60 seconds, depending on the
occasion, before the required action had to be initiated.

The aims of the tests conducted covered three essential aspects, namely (a) the practical operational
character of the procedure (generation, transaission and acknowledgement of the control directives), (b)
the accuracy of the en-route component of the 4-d trajectory from entry into the ZOC control area to the
assembly point represented by Metro, 5,000 ft, in these exerclses, and (c) the range of control available
prior to the final descent.

The scenario of each flight is in line with the procedure described in Section 1. The time of transit is

determined at entry (at the latest some 30 to 60 seconds before CTL-1); the relevant CTL~l position and

cruise speed are accordingly sent to the aircraft. Subsequently, the en-route descent characteristics

(position of the relevant control point, CTL-2, and speed profile) are also sent from 30 to 60 seconds in

. , advance, and the aircraft proceeds to the assembly point, here Metro. There, the altitude and time are

Fese T compared against the initial prediction. The procedure to be followed was explained to the pilots prior to
their flights by means of a short briefing.

FLIGHTS ROUTE LENGTH | AIRCRAFT OPERATORS PERIOD REPORT
5 RKN-MTR 140 8737 LUFTHANSA PILOTS JuL. 81 812020
3 RKN-MTR 140 A-300 LUFTHANSA PILOTS JuL. 81 812020
7 PAM-NTR 201 DC-10 SABENA CHIEF INSTRUCTOR MAR. 82 822028
9 PAM-MTR 201 DC-10 SABENA CHIEF INSTRUCTOR Nov. 82 832028 L
& PAM-MTR 201 777 LUFTHANSA PILOTS MAR. 83 832028 §
. 2 PAM-MTR 201 A-300 LUFTHANSA PILOTS MAR. 83 832028 -
1 PAM-MTR 201 rx-28 NLR PILOT BEC, 8) 84F1/TN 1
1 GMH-MTR 68 x-28 NLR PILOT DEC. 83 84EL/TN '-‘-\1
—— l RS B, NS
-~
e
SUMMARY OF )2 EN-ROUTE CRUISE/DESCENT TESTS CONDUCTED ON ATRCRAFT FLIGHT SIMULATORS -y
-

Table 3-1
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2.3. Control points and A/G messages

ca Y

For convenience, the flight within the integrated control area will be considered as being asde up of ,_‘
three phases, as follows. - _.":
e

A preparatory phase, starting when the aircraft is notified to the ZOC Management Centre. It consists in ,
making a prediction of the runway load based on all the information available, estimates of all entries v o
tacluded, and accordingly assigning, teatatively, a preliainary landing slot to the aircraft entering. It .
ends with the traansfer of control and the ground-to-air messages acknowledging the information received
prior to entry.

The en route phase, which follows. The first ground-to-air message confirms, or otherwise, cruise altitude
and route, then the first 20C message 1is prepsred and sent to the aircraft. It is sent as early as
possible sfter entry, and includes route, new cruise speed and the position at which to initiate transi-
tion from entry speed to new cruise speed, this position being expressed in terms of DME distaace from an
appropriately located station, Dortmund in the cagse of the configuration {llustrated (Figure 2-1). A oo
second Z0C message will be issued subsequently. This message containe the en route descent characteristics, -
namely, the position of the initiation of the transition from cruise to descent, noted CTL-~2 in Figure
2-1, also expressed in terms of DME distance from a sultably located station (Frankfurt ia the 1llustra~
tioa), the en-route descent speed profile (Mach/CAS), confirmation of the route, possibly high-altitude
holding directivea and the estimated arrival conditions (time and altitude) over the next active control
point (noted CTL-3 in Figure 2-1) also defined in terms of DME distance from a suitable station, Frankfurt
FFM in the example of Figure 2-1.

The final descent phase, including s number of messages and active control points (CTL-3(a), (b), etc.),
which w1l depend on the local geographical configurat::n and type of approach considered. This phase is
critical and will be digcussed in detail in a subsequent section.

The tests made to asgess the feasibility of the procedure, the accuracy of the 4-d controlled trajectory,
during both the en-route and final descent phases, and the range avallable for correction, whatever the
sources of dispersion, will be summarised and dis d in subsequent sections.

3. EN-ROUTE_CRUISE/DESCENT PHASE

3.1. Overview

This phase has been discussed previously (Refs. 13 to 16) and it will accordingly be only outlined in the
present paper. A total of 32 flights were conducted on the route Pampus (PAM), Dortmund (DOM),
Germinghausen (GMH), Limburg (LIM), Metro (MTR). The flights were conducted using aircraft flight simula-
tors: Boeing 737 and Airbus A-300 from the Deutsche Lufthansa, Flight Simulation Department, McDounell
Douglas DC-10 from SABENA, Belgian World Airlines and Fokker FK-28 from the Dutch National Aerospace
Research Laboratory. A summary of the flights conducted is given in Table 3-1. The control directives to
be sent to the pilot were generated on-line. Both voice and automated digital communications were
considered, and in each mode of operation the directions were sent some 30 to 60 seconds, depending on the
occasion, before the required action had to be initiated.

The aims of the tests conducted covered three essential aspects, namely (a) the practical operational
character of the procedure (generation, transmission and acknowledgement of the control directives), (b)
the sccuracy of the en~route component of the 4-d trajectory from entry into the ZOC control area to the
asgsembly point represented by Metro, 5,000 ft, in these exercises, and (c) the range of control available
prior to the final descent.

The scenario of each flight is in line with the procedure described in Sectfon 1. The time of transit is
determined at entry (at the latest some 30 to 60 seconds before CTL-1); the relevant CTL~1l position and
cruise speed are accordingly sent to the aircraft. Subsequently, the en-route descent characteristics
(position of the relevant control point, CTL-2, snd speed profile) are also sent from 30 to 60 seconds in
advance, and the aircrsft proceeds to the assembly point, here Metro. There, the altitude and time are
compared against the initial prediction. The procedure to be followed was explained to the pilots prior to
their flights by means of s short briefing.

FLIGHTS ROUTE LENGTH ALRCRAFT OPERATORS PERIOD REPORT
5 RKN-MTR 140 B737 LUFTHANSA PILOTS JuL. 81 812020
3 RKN-MTR 140 A~300 LUFTHANSA PTLOTS JuL. 81 812020
7 PAM-MTR 201 nc-1¢ SABENA CHTFFP INSTRUCTOR MAR, 82 822028
9 PAM-~MTR 201 DC-10 SABENA CHIEF INSTRUCTOR Nov. 82 832028
4 PAM-MTR 201 B~737 LUFTHANSA PILOTS MAR. 83 832028
2 PAM-MTR 201 A~300 LUFTHANSA PILOTS MAR. 83 832028
1 PAM=MTR 201 Fk-28 NLR PILOT DEC. 83 B4F1/TN
1 GHH-MTR 68 Fk~-28 NLR PILOT DEC. 8] BUEL/TN

SUMMARY OF 32 EN-ROUTE CRUISE/DRSCENT TESTS CONDUCTED ON AIRCRAFT FLIGHT SIMULATOKS

Table 11

ISNIUX 1IN IWNL IAOYY 1V GO I

. R .
. SR e
LA N 0. - o T.

e
K - <

PR A AR - S [ K W
PSRRI PR TR Y L YL IUIL SR




14-S

3.2. Summary of results

Clearly, the results obtained over s sample of 32 flights cannot claim to have any statistical value.
Nevertheless, they provide an amount of information sufficient to establish sound recommendations for sub-
devel .
hl La

It appears that: (a) the procedure proposed is compatible with present ATC and A/C modes of operation,
although significant differences are noticeable when referred to present day operation. These relate, in
particular, to the use of combined cruise/descent speed profiles appreciably different from those
currently followed. Further, the initiation of the transition from entry to cruise (CTL-1) and from cruise
to desceat (CTL-2) are determined accurately in terms of DME-related position, which differs appreciably
from present practice. Obviously, such points will require particular attention from the crew, besides
which, the flights could be considered as “"routine”, whether conducted manually or using the autoptlot
modes available.

LS DR Rl

(b) The trajectory control accuracy has been determined throughout the flight, in particular at the
characteristic points (way points and control points). In this summary, it will be sufficient to quote the
errors woted at the asseambly point, Metro in terms of both altftude and time. Over the set of 32 flights
conducted, the absolute value of the error observed in the time of arrival was less than 25 seconds in 84
3 R . perceat of the cases. The greatest error observed was 44 seconds. The average error (absolute value) was
X A 16 seconds (standerd deviation: 11 seconds). The difference in altitude was, in particular, affected by
the accurate i{ndication of the cruise to descent tramsition. If two flights are discarded, simply because
it was clear that the pilot had "forgotten™ to initiate the descent at the recommended position, the mean
value of the error observed (absolute value) is of the order of 260 feet.

b 3.3. Updates and trajectory corrections

In practice, trajectory updates will be combined with ATC time—of-arrival modifications. During these
experiments, ATC corrections were introduced such as to use the entire time-of-arrival control range com-
patible with the aircraft's operational allowable speed range.

Accordipgly, it is expected that the time of arrival over the assembly point can be controlled to within
some 30 seconds, this error being accounted for mainly by wind uncertainties during the en-route descent.
Now, will it be possible to compensate and provide the necessary corrections to maintain the arrival
sequence on the runway ? This point 1s discussed in the next section.

4. PINAL DESCENT AND LANDING

4.1 Terms of the problem

When an aircraft {s approaching the final phase of the en-route descent, say over a given geographical
point at an altitude of some 10,000 to 5,000 feet, the deviation of the aircraft trajectory from the
expected path results from the accumulation of errors of all sources over the descent and possidly part of
the cruise.
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SCHEMATIC DIRECT AND DOMN-WIND APPROACHES

Figure 4-1
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The problem now amounts to amending the subsequent flight phase to ensure arrival on the runway either (a)
st the initially requested time or (b) at an earlier or later time to include possible alteration of the
landing time sequence, as may be necessary im the light of the developments in the traffic situation.

Several types of approach can be envisaged, as illustrated in Figure 4-1, where (a) corresponds to a
direct straight line approach, cases (b) and (c) to down-wind or more generally U-shape approaches, rela-
ting to a continuous descent or an fnterception of the glide path in level flight,

For a nuabexr of reasons, it was decfded to conduct the flights in the Brussels area, and tvo basic types
of approach were considered, namely a direct straight line approach and a typical U-shape approach of
which the esgential characteristics will be defined in Section 4.2.

Some 21 flights were then conducted using the SABENA McDonnel Douglas DC-10 aircraft flight simulator. The
main objectives included the confirmation of the range of control available, the feasibility of control-~
ling 4-d flights with a high degree of accuracy in present modes of operation, and the effect of essential
control parameters on the overall performance.

4.2 Straight line and U-shape approaches

' At the time of the exercise, the arrival characteristics in the Brussels area appeared as shown in the Map
(Jeppesen, Arrivals, Brussels Area, 2 Dec. 1983) reproduced in Figure 4-2 (Courtesy of Jeppesen GmbH,
Frankfurt, FRG). The two approach routes considered are drawn in thick lines. The straight line approach
has been conceived as follows: It extends over 50 nm from XXX, where the flights were initiated, to the
runvay (25 L). The U-shape approaches are conducted along the existing route Mackel-Dender-Brumo, the ini-
tiation of the turning manoeuvre taking place at a precise distance from Bruno, as discussed subsequently.

4.2,1 Control of a straight line approach

The control of a straight line approach, as it Is considered here, will be described using the information
given in Figure 4-3. In the upper part of the diagram, the route is shown in dotted i‘nes (x and y coordi-
nates (eastings and northings, respectively) are referred to an origin chosen on the runway). The vertical
distance between the geographical route and the continuous curve is proportional to the altitude, provi-
ding a three-dimensional view of the flight geometry. The lower part of the diagram gives the altitude and
indicated sirspeed as recorded during the flight.

The aircraft arrives over XXX at an altitude of 10,000 ft at a speed of 250 kt (IAS). The relevant 20C
) message is generated and sent to the pilot. It contalns the position of Control Point 3{CTL-3), here 39nm
et from BUB (DME-related distance) and the definition of the action, here a deceleration to 233 kt (IAS),
then the descent at that speed to 2,000 feet and, at that altitude, Interception of the ILS glide path.
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In such an approach type, the en~route descent speed is the only practical control of the arrival time.
With flights starting from 10,000 ft at 250 kt (IAS), the range of control exteads over about 3 minutes
(for delays only) as Table 4~1 indicates. Clearly, reducing the speed in this phase will increase the
consumption and & fortiori the cost. This increase may be appreciable. 1In the case of a DC-10, it {s of
the order of 150 kg per minute of delay.

4.2.2 U-ghape approach

Pigure &4~4 ghows & U-shape approsch and its essential control characteristics (the same type of presenta-
tion as was used for the straight line approsch). In this illustration, the afircraft comes from Mackel,
it is in level flight, at altitude 10,000 ft and a speed of 250 kt (IAS). The procedure includes three
control points (CTL~3A to C), where the relevant directives contained in the corresponding ZOC messages
have to be initiated, As for the en-route parts, the messages are available at least 30 to 90 seconds
before the times of initiation. Positiom and CTL-3A and B are defined in terms of BUN DME-related
distances, while the position of CTL-3C is determined by the orientation of the axis aircraft - Brussels
outer marker beacon(0B).

The directives (contents of ZOC messages 3A to C) corresponding to a particular flight are listed in the
upper part of the diagram (Fig. 4-~4).

In such an approach type, the control possibilities include, of course, the en-route descent speed adjust-
ment as for a straight line approach. Nevertheless, in addition, the parameters which govern the final
path provide further control for the time of arrival: some 2.5 wminutes. This will be discussed in more
detail below.

4.3 Control of time of arrival: Range and governing parameters

4.3.1 Straight line spproach
As already indicated, the governing control parameter is the descent indicated airspeed. It has been
pointed out above that when the adjustwent (correction for previously accumulated errors and/or modifica-
tion of the landing time slot as a result of traffic evolution) is initiated at 10,000 feet, the range
available amounts to three minutes. Clearly, this range increases if the ZOC control point CTL-3 is envi-
saged at a higher altitude. Table 4-1 summarizes the results obtained for a series of five flights, the
initial en-route descent being conducted at 250 kt (IAS), and the adjustments resulting from decelerations
to 233, 210, 185 and 170 kt (IAS), respectively. An 1llustration of the flights observed as a result of
the directives (such as shown in Figure 4~3, upper part) is given {n Figure 4-5 for the horizontal view,
altitude and speed versus distance.

4.3.2 U-ghape_approach

Besides the descent speed, which of course plays a role similar to that in the straight line approach,
additional governing paraseters arc available to adjust the time of arrival on the runway, namely the
position of the turning point to the baseleg (CTL-3B), the direction of this segment (CTL-3C) and
possibly, the top-of-descent or transition to descent position (CTL-3A) where a phase of horizontal flight
has been introduced at low altitude (such as 10,000 ft in Figure 4-4). .

The range of control associated with each of these parameters appears in Table 4-2, while Figure 4-6
illustrates the use of descent speed control. It shows two flights following the same approach (that of
fiight Fl1 in Table 4-2 (a)), the definition of the flights differing in the descent speeds from 10,000
feet, nawely 250 and 185 kt. The arrival times differ by 1.3 minutes, as against 2.3 winutes for the
straight line approach. When the position of the turning point (CTL-3B) varies from 6.1 to 2.1 nm, DME-
related distance from Bruno, the time of arrival increases by gome 2.3 minutes. The flights are given in
Table 4-2(a), and an illustration (horizontal phase) {s shown in Figure 4-7. 1f the heading of the base-
%31 then varies from 184 to 144 deg., other parameters being kept unchanged - see Table 4-2(b) and Figure
-8 - the time of arrival varies by some 43 seconds. A modification of the position of control point CTL-
3A, namely top-of-descent from 10,000 ft, see Figure 4—4, of 7am, DME-related distance from BUN, would
provide the same variation but at a higher cost (see Table 4-2 (c)). An {llustration of the flights made
(F6, F7, F8) 1s given in Figure 4-9.

Legend for Tables 4~1 to 4-4

d ¢ DME-related position, in nm (BUB for straight line approaches; BUN for U-shape approachea)
(TOD: start of final descent; bl: position at which to {nitiate turn to base-leg)

mg ! fuel congumed, in kg
myy ¢ aircraft initial mass, in tons
t t arrival time over the runway, in amin. (ap: predicted; a: observed)

Vde ' descent speed, in kt (TAS)

8y, @ base-leg heading, in deg.

'hp ¢ heading to outer marker beacon at which to tnitiate turn to glide path, {n deg.
rq ¢ difference between obacrved and requested time of arrfval at the runway, in sec.
tay ¢ dilference tn time-of=arrival for repeatod flightn, ta nec,
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Flight CTL-2 Vde tap fa g
No (nm) (kt) (min) (sec) (kg)
F20 39 250 11.37 + 4 836
F16 39 233 11.52 +11 796
F17 39 210 12,35 +21 998
Fi8 39 185 13.68 + 2 1175
F19 39 170 14.35 +13 1240

STRAIGHT LINE APPROACH
INFLUENCE OF EN-ROUTE DESCENT SPEED

Table 4~1

a) Effect of position of turning point to base-leg

Flight drop Vde dp) ®p1 tep Cap ‘a

No (na) (kt) (am) (deg) (deg) (min) (sec) (:g)
Fl 30.6 250 6.1 164 234 14.87 +3 1285
F2 30.6 250 5.1 164 237 15.45 +5 1382
F3 30.6 250 4.1 164 239 15.94 0 1422
P4 30.6 250 3.1 164 240 16.52 +3 1448
¥6 30.6 250 2.1 164 241 17.19 +9 1573

b) Effect of base-leg heading

Flight drop Vde dpy 8p1 Ygp tap 'a wg

No (nm) (kt) (nm) (deg) (deg) (min) (sec) | (kg)
F13 26,4 250 3.8 184 235 15.88 +8 1353
Fl14 24.4 250 3.8 164 237 15.42 +14 | 1337
F15 24,4 250 3.8 144 240 15.16 +4 1298

c¢) Effect of top-of-descent position

Flight drop Vde dpy b1 Tep tap “a g
No (nm) (kt) (nm) (deg) (deg) (min) (rec) (kg)
F6 30.6 250 2.1 164 241 17.19 +9 1573
IR ]
F7 26.6 250 2.1 164 2 16,77 -8 1455
¥a 23.6 250 2.1 164 243 16.46 [ 1445
U=-SHAPE APPROACHES .
. .3
INPLUENCE OF MAIN CONTROI VARTARIES ;
Table 4-2
) SN LM INBAADD LV ey R
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4.4 Accuracy of time of arrival control

4.4.1 Observation versus prediction

The time of arrival was predicted from the initial point (XXX and Mackel for straight line and U-shape
approaches respectively, in both cases initfial altitude 10,000 ft, initial speed 250 kt IAS). No subse-

quent update was made, which obviously would be possible in practice, in particular to account for possible
subsequent deviations.

The results obtained are summarized {n Tables 4-1 and 4-2. The predicted time of arrival is noted t,,, and
the difference between the time of touch-down and the predicted value is noted ¢,. It is positive when the
aircraft lands later than predicted.

During a U-shape approach the maximum error observed did not exceed 14 seconds for a series of 15 flights.
During the experiments, six straight line approaches were made, and the maximum discrepancy reached
21 seconds. For the two types of approach the average values of the absolure errors were found to be 6 and
9 seconds respectively.

4.4.2 Influence of initial mass on prediction accuracy

All the calculations used for predictions were made on the assumption of an aircraft of initial mass of
160 tons. Various investigations had indicated that for en-route descent the effect of mass could probably
be neglected and incorporated in the adjustments. To confirm or otherwise, the initial mass of the air-~
craft was taken as being equal to 180 tons and the predictions made on the assumption of a 160-ton air-
craft. The results obtained are presented in Table 4-3 and the flights illustrated in Figures 4-10 and
4-11. For the straight line approach, the error (8 sec) is within the order of magnitude noted previously
(Table 4-1). For the U-shape approach it is of the same order (17 sec) as the highest value (14 sec)
observed during the series of 15 flights for which the predictions were made using the actual afircraft
mass.

Flight ma g tap ta mg Flight mg tap ‘a B¢
No (tsns) (oin) (sec) (kg) No (tgns) (min) (sec) (kg)
Fl 160 14,87 +3 1285 Fl18 160 13.68 + 2 1175
F11 180 14,98 +17 1425 F21 180 13.68 + 8 1275

a) U-shape approach (dypgp/dp) : 30.6/6.1 nm from BUN)) b) Straight line approach (vqe = 185 kt)

INFLUENCE OF INITIAL MASS ON PREDICTION ACCURACY .

Table 4-3
Flight ta tar e Flight ty tar mg
No (min) (sec) (kg) No (min) (sec) (kg)
Fl 14,90 +3 1285 F3 15.94 0 1422
F5 14,87 0 1287 ¥9 16.06 + 12 1425
F12 15.01 +14 1295
#) dygp/dy; @ 30.6/4.1 nm from BUN b) dpop/dp; ¢ 30.6/6.1 nm from BUN

REPEATABILITY OF FLIGHT CONTROL

OBSERVATIONS MADE DURING U=-SHAPF. APPROACHES

Table &4-4
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4.4.3 Repeatability of accurately controlled approaches

Clearly, it was of interest, (a) to see whether the conduct of flights defined in an identical manner (sawme
set of CTL-3 messages, in particular in a U-shaped approach) would be conducted in the same way and lead to
the same results, and (b) assess the dispersion observed. For this purpose, two flights were repeated, once
or twice, two days later. These are flights F1 and F3, defined in Table 4.2.

The results are presented in Table 4-4 and illustrated in Figure 4-12. The repeatability is good, and the
digcrepancies observed (3, 12, 14 seconds) are within the range of predictability errors noted for the
entire set of flights.

5. CONCLUSIONS

Present air traffic developments, together with economic constraints, call for an efficient use of the capa-
city available, in particulsr landing capacity, and a drastic reduction in flight cost wherever possible.
For imbound traffic, this in turn requires effective cooperation between en-route and approach control units
(s) to determine the optimum set of landing times and (b) to control each individual flight accordingly.

A specific procedure is proposed for the accurate control of individual 4-d trajectories, time-of-arrival-
constrained, over an extended distance (up to 250um from touch~down) using the guidance, control and navi~
gation equipment currently available. To this effect, the flight is considered as being made up of two
main phases, each being contrrlled by specific variables:

(a) The en-route phase, which includes the cruise and the en-route descent; it is essentially controlled
through the comwbined cruise/descent speed profile;

(b) The final descent, which covers the transition from en-route descent, approach part, ILS-glide slope
intercept and landing.

The active en-route control phase starts when the aircraft enters the integrated control area (such as a
Z0C area extending over some 140 to 250 nm) and is assigned a tentative landing time slot. The relevant
message including the crulse speed component is sent to the pilot with the precise position - expressed in
DME-related distance from a suitably located station - at which to initiate the tramsition from entry
speed to required cruise speed. Subsequently, the ATC control system - in view of the evolution of the
traffic situation - may either confirm or alter the initially allocated landing slot. In parallel to the
traffic evolution, the progress of this particular flight may differ from what was expected and an update
may become necessary. Whether or not the time of arrival on the runway - or at the assembly point - is
. confirmed or modified, the possible related adjustment will include any necessary trajectory correction.
A _ This leads to a directive defining the en-route descent speed profile. The position at which to initiate
the transition from cruise to descent is given to the pilot in terms of DME-related distance (also from a
) suitably located station), the relevant message being sent from 30 to 60 seconds beforehand. Accordingly,
at the assembly point, say between 15,000 and 5,000 ft, the errors accumulated should result only from the
en-route descent.

The final descent may be initiasted at any altitude, say between 15,000 and 5,000 ft, depending on the
magnitude of the adjustment of the time of arrival on the runway which may be required. This phase may or
may not include a horizontal part, it may lead to a direct straight line approach or tb a particular geo-
metrical shape matching down-wind requirements and local geographical configurations. In the case of a
straight line approach, the en-route descent speed is the only practical control variable. For a descent
of a DC-10 decelerated to 250 kt (IAS) at 10,000 ft, the speed range available makes it possible to adjust
the arrival time on the runway within some three aminutes. For a U-shape approach (from which an S-shape
could readily be derived whenever necessary) the control variables 1include, in addition to the route
descent speed as for the straight line approach, the position at which to resume the descent if {nter-
rupted at, say, 10,000 ft or to initiate the en-route descent, the position at which to initiate the turn
, to the bage-leg and the direction of the base-leg which governs the angle of interception with the glide
T path. Positions for initiating (see above) or resuming the en-route descent and fnit{ating the turn to the
base-leg are given accurately in terms of DME-related distances. The position at which the glide-slnpe
intercept manoeuvre ig started 1s defined by a heading to the outer marker beacon. The adjustments of the
| time of arrival on the runway made possible through these three parameters (en-route descent speed control
not included) depend mainly on the airspace available. Tn the geographical configuration used during the
tests the observed ranges are found to be of the order of 140, 40, and 40 seconds respectively, when
considered independently. If these are duly combined, it is felt that adjustments of the order of 2 minutes
could readily be considered.

The proposed procedure was exposed to a series of teasts - for both the en-route and the final phases - - :';fn
using afircraft flight simulators. The results obtained to date {indicate that the followlup can bhe BRI
achieved. . B

e ay e E (a) compatibility of the procedure with both current alrcraft operation and air traffic controllecs’
n ) directives structure;

] (b) compatibility with present human or near-future synthetic voice communicatfons;
' (c) compatibility with future air/ground sutomated digital communicatfons;

' (d) sultability to control accurately flights in any ATC syatem aiming at preclide times to arrive al
assembly points and/or on the runwvay;

(e

~

posaibhility of flying 4-d4 trajectories with current standard alrborne ecquipment, in compatibilfey
with preaent operation, with a high degree of accuracy. It {8 felt that control of arcival time to
- within nome 10 seconds over & 200 na flight distance, should be atmed nt.
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In coaclusion, the procedure discussed in this paper appears suitable to control aircraft in a Zone-of-
Convergence—type system making it possible to realise the expected benefits in terms of economy, cost,

congumption and efficient use of available capscity.

Further assessment will include a series of tests conducted on-line from an operational ATC centre, and
the related developments needed both on the operational side (in particular the form of the A/C messages)
and in technical terms (in particular, automatic generation of control directives.
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WIND MODELLING FOR INCREASED AIRCRAFT OPERATIONAL EFFICIENCY

by
W. Lechner, R. Onken
Deutsche Forschungs- und Versuchsanstalt
fiir Luft- und Raumfahrt
Flughafen
3300 Braunschweig
Federal Republic of Germany

1. Introduction

Sufficiently accurate knowledge of the wind in magnitude and direction as a function Jf airspace
position and time is an essential part not only for navigation but also for fuel efficiency and efficient
planning and control of air traffic.

The matter of concern in this paper, for instance, is the demand for wind data in four dimensional
The calculation of the three dimensional
constraints (fourth dimension) requires wind prediction along the complete flight path the aircraft is
going to track. Since the flight path is to be calculated and updated on line wind information has to be
available at any time for the respective three dimensional airspace.

guidance. flight path command subject to time-of-arrival

The wind data, currently available through MET service broadcast are not sufficient when used as
single source. These data suffer from small measurement rates with respect to location and time. An actual
wind situation can extremely deviate from what the MET service announces. Therefore, complementary or even
quite different techniques emerge for wind estimation, in particular using modern aircraft sensor ang
computer equipment.

The Institute of FLIGHT GUIDANCE of the DFVLR has developed such airborne wind estimation techniques.
These were implemented in the automatic digital flight control system of the DFVLR's test aircraft HFB 32C
and were flight tested. :

In order to demonstrate the efficiency of these techniques,
starting at a Metering Fix about 50 nm off the airport. Among other criteria the time-of-arrival errors
were examined and compared against the allowance of + 5 seconds.

automatic 40 approaches were flown

2. Wind measurement

There are several methods of wind measurement or anemometry which have been applied and are still in
use, like

- ground measurement on buildings or towers by rotating anemometers, for instance,
- radio sounding balloon,

- remote measurement, possibly from the ground, by exploiting the Doppler effect rreated by returning

scatter of signals when transmitted in frequencies ranging between that of sound waves and loser

frequencies,

airborne measurement of the vectors for true airspeed and ground specd vectors with determinatinn of the
difference.

Obviously, the ground measurement does not work if wind measurement s demanded at higher althita’ -
as 1t is the case for 4D-guidance,
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The MET service balloon measurements provide good information at the time of measurement and in the
vicinity of the position where the measurement is taken., However, this is insufficient with regard to a
larger extent of airspace and time period to be covered.

The remote measurement methods could principally cover the airspace to a large extent, but are not
operationally available, last but not least for cost reasons.

The airborne measurement of ground speed and true airspeed appears to be the remaining most suitable
and cost-effective method of wind measurement.

The basic relationship between the horizontal wind vector, the ground speed and the true airspeed
vector is usually described by the following equations (s. fig. 1):

-
. VHE . sin x] R lrsinva
(1) Yy = = IVKI I - IVTASI
VNN cos xj cosv,
" 2 _ 2 2
(2) ™ = Vg™ + Vi

(3)

arctg(VwE/VNN) + g

However, these equations lead to large deviations from the correct values in case of flight conditions
with great values of bank angle ¢and angle of attacka, in particular, if Va is set equal to the azimuthw.
8y use of equation (4)

(4) b = ¥-osing,

substantial improvement compared to plain use of the azimuth ¥ can be made. This implies sufficiently
accurate information about the angle of attack, though.

Fig. 2 demonstrates this effect. Graph 1 depicts the wind speed determined by #a = ¢ for a certain
flight section containing curved flight portions. Graph 2 shows the corresponding bank angle time history.
One can clearly read the undesirable correlation between bank angle and wind speed looking at the bank
angle peaks and wind speed offsets during turns. These errors in wind measurement can amount to 7 kts in
speed and to about 15 degrees in direction. Graph 3 shows the result for the wind speed measurement when
the correction term of equation (4) is used.

3. Wind prediction techniques

The problem associated to wind arises with regard to 40-guidance because of the need for predictive
data of wind speed and wind direction along the planned flight path. How can the wind measurement be used
in the process of predicting the wind along the flight path ahead of the current airplane position?

As treated in the last chapter, there are wind data at disposal from onboard measurements and
meteorological services. With a data link available, between ground facilities and aircraft all these
existing data could be used for the process of wind prediction. This reprecents the most ideal case.
Without the data link, other prediction methods have to ‘e applied, which have to rely predominantly un
either anboard measurements or ground derived 2 ta.

These techniques, therefore, can be subdivided in

- Ground facility oriented techniques
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In the course of flight trials for a 4D-guidance system in 1983, different wind prediction techniques
of these kinds have been investigated by the DFVLR with respect to their applicability to 4D-guidance. The
flight trials were performed with the DFVLR flight test aircraft HFB 320 which is equipped with an
automatic digital flight control system including a higher level control mode for 4D-guidance. The
measurements required are provided by the onboard sensor system, essentially consisting of a digital air
data computer, an INS, rate gyros and accelerometers (fig. 3).

3.1 Ground facility oriented techniques

In case of existence of a data link, all data of interest measured onboard aircraft can be transmitted
to a meteorological computer center on the ground. All aircraft capable of measuring airspeed and ground
speed can be part of the system. For those aircraft which are not capable of measuring ground speed
onboard, radar data might possibly substitute for the lacking airborne information. The ground computer
will collect all these data and will generate a complete three-dimensional picture of the local wind in a
distinct piece of airspace. This technique is often referred to as "windmapping".

The advantage of this method lies in the fact that the majority of onboard measurements which are
available accrue along busy air routes, right in the area where we find the highest demand for accurate
wind information with regard to 4D-guidance.

In areas with abundance of wind measurements frequently available in time, only mean values have to be
determined, possibly by Kalman filtering. In areas where a small number of measurements are available
within a limited time period, inter-/extrapolation techniques can be used. The latter will be described
briefly in the following by the technique of using the cubic spline function for vertical interpolation
over a small number of wind measurements rather evenly distributed over the entire altitude range of
concern,

Oepending on the number of measurements (imax = N+1), which are used as pivot points for constructing
the curve of the wind profile, the considered altitude range is subdivided in Lmax = N segments.

The spline technique enables a smooth third order polynomial transition from one ‘segment of the wind
profile to the next.

For the vertical profile of wind speed, for instance, the following relationships are valid for the N
segments in case of the cubic spline (s. fig. 4):

(5 Bh = by - hy L=l,...,N
A Vi T Vi t=l,....N
Ve ot bL (h-h1) L=1,...,N

+ ¢ (h-hy)* + d, (h-h))?
L Y L=1,...,N
bL =- g AhL + AVHL/ &h, - (CL’]-CL) AhL/J L=l,...,N
¢ = SR
o = (yL- AhL) CL+1/XL L=2,....N-1 i=L-1
T YNXy
4 = (CL+I'CL)/(3 AhL) L=1,...,N
X, = 2.0ah i+ 8h )= AN/ L=3,....N
X, = 2 (ahy+shy)
A LU TR /WYL L=3,...,N
Y2 © %
2 = 3L avy/ Ah - 8w/ Ah ) L=3,....N
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The evaluation of a great number of wind profiles proved N = 3 to be sutficient for the altitude range
of FL30 through FL100. Surplus measurements are used for enhancing the measurement quality of the selected
altitude pivot levels.

During the flight tests, this technique was simplified in a certain way with respect to the
acquisition of wind measurement data, as being utilized as pivot values. These wind data were measured
during the climb phase the aircraft went through before the 4D approach test flight was started, and were
stored in the onboard computer. Table 1 shows four flight test results of time control achieved when this
technique was applied.

3.2 Airborne techniques

Two prediction techniques of airborne type were investigated:

1. Wind prediction through interpolation on the basis of a simpiified model.

2. Wind prediction through extrapolation on the basis of the complete wind model the parameters of which ’ L
are estimated by a Kalman filter. Qe
3.2.1 Wind modelling R
The prediction of the wind along the flight path ahead of the current airplane position can in ; o

principle, work by inter/extrapolation on the basis of a sufficiently valid description of the mean wind
as a function of the airspace location relative to the current position of the airplane, the so-called
wind model. By the wind model existing knowledge about the physics of wind can be exploited. The
operational use of mean wind data for 4D-guidance calculations does not provide significant shortcomings.
High frequency wind variations cannot deteriorate significantly the time control accuracy which is
explicitly required at the end point of the 40-flight phase.

et e '-. o

The structure of the wind model can be assumend to be the following:

8 - P - -
(0) Vam = Vi (hg) (WD + goe (xe = xpp) + gy (xy - Xyo)
(7 Vin =Y(ho) + 9pe (xp = xgp) + gpy (xy = xo) + gpy (h-h)
h >h

o]

Here wind speed in a certain aititude is given by known wind data at a reference altitude h0
multiplied by an exponential function of altitude. The additional terms in eq.€ are accounting for wind
changes within the same altitude by gradients 9gp and 9oy 2s @ function of the distance of the current
airplane position (pr, Xy ). The model of wind direction is assumed linear in all three dimensions of the
geodetic coordinate system with the gradients 9pe 9pn 2N 9py-

This type of exponential model for wind speed and linear model for wind direction as a function of
altitude was validated by a large number of wind profiles recorded by the Hanover Airport MET service up

2

to 3000 m altitude (FL 100). The statistics of these recordings are shown in table 2.

3.2.2 Filtering for wind model enhancement oL
Wind measurements are nofsy, partly caused by measurement errors. Since it is difficult to tell apart {ﬂ'?;.
measurement errors from high frequency wind changes, only mean wind data as a function of airspace ]

position and time will be used for the 4D-guidance calculations. As mentioned before, this is sufficient
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to comply with the 4D-guidance time control requirements, if these mean data can be made available and if
they can be predicted at locations ahead of the current airplane position. This necessarily leads to
filtering of the measured wind data. The wind model serves as part of the filtering to structure the mean
wind relationships. The parameters of this model are the crucial quantities to be determined as well as
the errors of these model parameters. The best suited filter for this purpose is the Kalman filter which
processes the difference between the low frequency wind model output and the high frequency wind
measurement signal (fig. 5). The Kalman filter provides an estimate of the errors of the wind model the
behavior of which is described by linear error equations, the so-called error model, derived by partial
differentiation of the wind model equations. This error model is part of the Kalman filter forming the
“system matrix" §.

The error state vector with regard to wind speed has got 5 components: error of wind speed, error of
reference wind speed, error of the exponent p and errors of horizontal gradients 95 and YN+ The error
state variables with regard to wind direction are the error of wind direction itself and the error
gradients 9Re* RN and 9pu- The system matrices QS and OR for wind speed and wind direction respectively
are the following:

(8) {1 65(1,2)  2:(1,3)  ¢(1,4)  ¢4(1,5)
0 1 0 0 0
. =|o 0 1 0 0
s 0 0 0 1 0
0 0 0 0 1
%(1,2) = axg(k)
o(1,3) = axylk)

%(1,4) = p- [n(k}/h TP - [ah(K)/h(K)]
os(1:5) = vy(ho).p.Infh(k)/h ]+ [h(K)/h 1P - [ah(k)/h(K)]

(9) [1 eg(12)  ep(1,3)  gpt1,8] )
o 1 0 0
% l o o 1 0
lo o 0 1

0p(1,2) = axg(k)
*gpl1,3) = axy(k)
op(1.4) = sh(k)

In order to estimate the wind model errors with sufficient accuracy, additional information for the
filtering is needed about those errors which are not described by the error equations. These unmodelled
errors are accounted for by the system noise matrix. Also the statistics of the measurement errors, like
INS and air data sensor errors, have to be taken into account.

This information is derived from data like those in table 2 and known statistical error models of the
sensors. The measurement noise was defined by a discrete function of the bank angle in order to take into
account the increase in error magnitude during turns.

The Kalman filter can then be used in two ways, first as smoothing filter and second as estimation
filter of the wind model parameters with regard to wind prediction along the 4D-flight path ahead. Both
applications, in particular the latter, will be shown in the following chapter.
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3.2.3 Wind prediction through interpolation

This wind prediction technique yields the vertical wind profile assuming no wind changes without
change of altitude. This is in conformity with the wind model described before by setting the horizontal
wind gradients equal to zero. Two measurements ahead at different altitudes, serve as input data to
determine the unknown wind mode! parameters. For this purpose, also MET service data can be utilized in
particular for the extreme (low) altitude at which the aircraft will eventually arrive from its current
position. The local wind measurement is taken by the onboard sensor system.

For a typcial 4D approach the altitude changes from FL100 down to FL30 at the Merge Gate, the point
above the extended runway centerline the 4D-flight path is destined for. As the aircraft is approaching
the Merge Gate the interpolation interval decreases and the wind mode! is becoming more and more
realistic.

Fig. 6 depicts the wind profiles derived by this technique at four different stages of flight - r
progress. Accuracy demands are prevailing in particular after the point where the last corrective change -
of the flight path is possible, not far from the Merge Gate.

Table 3 contains the 4D-flight test results for the time-of-arrival error as a result of this e
technique of wind prediction.

Fig. 7 shows the time history of the TOA error for flight number 14, calculated on-line on the basis
of the navigation and wind measurement data available at that time instant. The poor modelling of the
actual wind profile during the first section of the 4D approach causes the increase in time error as can
be seen in the plot. If the time error exceeds the error limits, as shown in the figure (the limits are
decreasing with time from + 20 sec down to + 5 sec), the 4D-guidance mode compulsorily generates a
corrected flight path in order to compensate for the time error. However, during the last section of the
4D-approach time error compensation by flight path modifications is no longer possible. It can be seen
from the figure that right at this crucial flight phase the wind modelling is sufficiently accurate. This
leads to the conclusion, that the feasibility of this technique depends very much on the accuracy of the
wind data at the Merge Gate, the final point of the 4D-landing approach flight path.

e tae
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3.2.4 Wind prediction through extrapolation

The principle of this technique is depicted in fig. 8. The wind model calculation is enhanced by a
Kalman filter which produces an estimate of the wind mode) parameter errors. Besides the wind model output
signals and actual onboard wind measurements information about the noise levels of the wind model
calculation and the onboard wind measurements is to be provided for the Kalman filtering.

Fig. 9 presents an example for this wind prediction technique. It shows the measured values as well as
the predicted ones for wind speed and wind direction. The time at the beginning of this plot is the actua!l
point of time of the flight test. The prediction from this time on is illustrated in this figure (solid
line) to demonstrate the prediction performance. These predicted values are to be compared with the
corresponding values measured lateron (dots) when the aircraft follows the commanded 4D-flight path which
was calculated on the basis of wind prediction. Obviously, the accuracy of prediction declines with
increasing prediction time but the errors are still below 7 kts and 10 degrecs for wind speed and wind

o direction respectively after 16 minutes of subsequent flying time. The particular advantage of this
technique, of course, is the capability of self-dependent onboard wind prediction.

Because this technique was of major finterest, a total of 8 flight tests were conducted. The
time-of -arrival errors of these flights are listed in table 4. Again, the rcsults comply well with the
\ requirements.
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4. Conclusion

In the course of the development of an automatic four dimensional guidance system for efficient
control of operationalair traffic approaching the airport a function for, prediction of wind speed and
wind direction along the calculated flight path had to be performed with sufficient accuracy.

Wind prediction techniques were investigated for this purpose. It was made use of the wind
measurements available on the ground and/or onboard the aircraft as well as of a model describing the
local wind situation around the actual aircraft position where actua! wind information is at hand. In
particular, the wind model could be utilized for extrapolation purposes with regard to prediction and
could be effectively implemented in conjunction with a Kalman filter for wind model error estimation.

A1l techniques described, differing in their technical and operational features, complied with the
accuracy requirements, at least under the conditions of the flight test experiments conducted at the DFVLR
with the test aircraft HFB 320.
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Fig. 9: Example for the wind prediction through extrapolation

SOMRI e ate

BEL R

SN da L N TINNYIAQD AV QAU OtId U

LR S
CIRCY -




LAY A LN SENEN

.

.

N AL

T v v
a0,

L g

.

vrr

STV Y - RY

T T T T T~ ——— > >
- e
]
15-12 e
R
LA
R
.
" 4
flight aumber 3 1 10 13 NG
’ o -}
TOA error  (-2.5|-0.6-0.5(-1.7 s
:t' ‘:.‘:'
Tab. ): TOA errnrs in seconds (cubic spline function) ,_*:-_-f.,
'
-1
g
mean value standard deviation o
. <
~ <
wind speed error 2.2 kts 5.9 kts
wind direction error 6.8 deg 16.0 deg
exponent p 0.345 0.24 )
- <
vertical gradient 0.27 deg/FL 0.7 deg/FL

Tab. 2: Statistical analysis of wind profiles

flight number 4 ST 1

—
14

TOA error 0.7 | 4.0

-1.4

0.1

Tab. 3: TOA errors in seconds (wind prediction

through interpolation)

flight number 1 2 ] 7 9 12 15 16
TOA error 4.4 3.11-2.312.9]10.2-3.7{-1.0]| 2.0

Tab. 4: TOA error in seconds

(wind prediction through extrapolation)
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A METHOD OF ESTIMATING AIRCRAFT ATTITUDE
FROM FLY BY WIRE FLIGHT CONTROL SYSTEM DATA

by

Reginald J.V. Snell
British Aerospace PLC
Afrcraft Group, Warton Division
Warton Aerodrome, PRESTON PR4 lAX
England

SUMMARY

The trend towards the use of Active Control Technology (ACT) to control the aircraft flight path has led to
an increasing investment in flight path sensors and associated computing. In an attempt to offset the
cost, and at the same time save weight, a study was conducted at British Aerospace, Military Aircraft
Division at Warton into using this data to extract aircraft attitude. If this could be achieved it would
not only avoid the requirement for supplementary hardware in the form of an Attitude References System and
Artificial Horizonm etc., but could endow the source of attitude with the high integrity and availability
associated with flight control systems. This would be appreciated by pilots who were pressing for
automatic cross referencing of flight reference data to minimise cockpit work load in flight situations
where the pilot needs to fly ‘eyes out of the cockpit as much as possible.

Following initial studies with flight recorded data, an experimental application was flown on the ACT
'Fly-by-Wire' Jaguar Demonstration aircraft using digital data originating in the Flight Control System.
The flight results have demonstrated good accuracy and stability in the general course of flying. During
violent manoeuvres,errors in pitch peak at 2° to 3° but are generally insignificant by completion of the
manoeuvre.

If attitude can be established with sufficient accuracy, it would be feasible to extract aircraft magnetic
heading from a three axis magnetometer. Heading, together with attitude and air data information would
provide the basis for a dead reckoning navigation system, It is believed that such a basic system could be
aided by a continuous terrain profile matching system to provide high accuracy navigation. Consequently,
the method not only offers a source of high integrity attitude but could also serve as the basis for a low
cost, highly accurate navigation system suitable for operation over digitally mapped terrain, either as a
stand alone system or a back up for cross monitoring an inertial navigation system etc.

BACKGROUND

The motivation for the development of a technique to extract attitude from the Flight Control System arose
out of a study for a low cost, lightweight combat aircraft. To Increase tolerance to higher normal
acceleration levels in combat, the pilot's seat was to be more reclined than conventiovnally which had the
effect of reducing the visual area available for cockpit instrument display. Because of the limited
display space, there was pressure to reduce the number of secondary instruments used by‘the pilot for cross

checking. This was in line with a demand from pilots for automatic cross referencing, to redice pilot work
load in flight situations where they need to fly eyes out of the cockpit.: The standby displays are chosen
for their high availability derived from design simplicity and maturity. Consequeutly any single source of
data must have both integrity (to avold cross monitoring) and high availability (to replace standby
instruments).

The aircraft was to have a digital flight control system with multiple lanes of sensers to establish both
high integrity and availability. Therefore any function which used flight control system data might be
endowed with integrity and availabilfty. As the flight control system uses gyroscopes and attitude systems
also use gyroscopes, could attitude be a suitable subject for investigation?

DERIVATION OF ATTITUDE

The traditional attitude reference system in its most basic form comprises a gyrostabilised reference axi-
aligned to the vertical and corrected for drift by using accelerometers acting in the sense of a plumb hob.
The accelerumeters of course cannot distinguish hetween gravitational and inertial acceleration and
consequently their vertical reference is only dependable over periods of time of sufficient duration
wherein the Influence of manceuvre acceleratifon 1s small in relation to the sustained gravitational
acceleration, Accordingly, the coupling between the accelerometers' and gyroscopes' vertical references
must be comparatively weak to avoid significant attitude errors during periods of severe aircraft
manoeuvres. For this reason,the random drift rate of the attitude reference gyronscopes is traditionallv
not greater than several degrees per hour.

The gyroscopes {n current ACT systems have random drift ratea In the order of several degrees per minute o
nearly two orders greater than the requirement for traditional attitude 1¢ference, Consequently, {n order
to employ ACT gyroscapes for the derfvatfon of attitude, there must be a closer coupling with the long tero
vertical reference necespitating a better vertical reference than from the accelerometers alone,

As the accelerometers cannot distinguish between gravitational and fnertlal accelerations, then the
vertical reference could be improved by correcting the accelerometer measurements for fnertial
acceleration,

The tnertial accaleration acting on the alrframe Ly of courne produced hy change of magnitude and direcon.
of afrevaft velocity, This acceleration can be exprenned In teimn of [tn componenta acting along the
alrcrall releronce anen,
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Pigure | shows the traditional right handed set of axes x, y and z,centred on the alrcraft centre of e
gravity,with x lying along the aircraft fuselage. The components of ailrcraft velocity V along these axes L
are respectively Vx, V_and V_ and the rotation rates about the axes respectively P, Q and R. The inertial ST
acceleration along an Ixis 1s"then the sum of an acceleration caused by change of magnitude of velocity -
along the axis and two centripetal components induced by velocities and rotations about the two adjacent

axes as shown in Figure 2 for the x axis. The inertial accelerations for the three axes can then be -
expressed as % - V -
P X, Vx + sz VyR
1 ¥ - v -
y1 Vy + V‘R VzP
> .. hd
{ £ v, + vyr - v
{ Looking to the Flight Control System (FCS) for sources of data to evaluate these expressions, then clearly
I the rotational terms P, Q and R would be available from the FCS gyroscopes. Other sensor data used by the
! FCS include the alr data measurewents, pitot static pressures, and angles of attack o and side slip 3 . »
g In conjunction with outside air temperature measurements, True Alr Speed can be evaluated from the pressure K
tu R measurements to represent aircraft speed V and the components of this velocity along each axis deduced from <

the o« and 3 measurements. As pitot probes generally have a high pressure recovery over a wide angle of A
attack, then it may be taken that True Air Speed represents the velocity V of the aircraft in the air mass. R
Referring to Figure 3, the resolution of V onto the x axis will then correspond to the direction cosine .

1 - (1 + tan?ec  + tan?s )_Li
- <4
so that Vx = v? .
\J - Vi tan ]
v Y. SRR
VIz - VLtan o .

k= -V,R

PITCH RATE Q

Figure 1  Aircraft Reference Axes and Velocity Notation Figure 2  Accelerations slong the X Axis

] 0

4

y
: = et ey X
! = (1 + tanu + tan?p) 2
| V,- V¢
Vy = Ve tanfl (7
J V, - V/ tana M

TRUE AIR SPEED v

Figure 3 flenotution of True Air Speed anto X Y 7 Axen
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This method of estimating inertiai acceleratinn is based upon the use uf air speed aud the implicatio n: :
require examination. Now, fundamentally there is no measure ¢t 1bsolute velocity. All velocitles must oo r
relative to some artitrary reference frame, the most convenient usuallv being tic rarth's surface. T R Y
formulating accelerations, due account must be made for any acceleratica of the reference frame irsclf.

For instance, rotation of the Earth will induce Coriolis terms which muss be allowed for in Inertial ' ]
Navigation systems. - J

Therefore in using the air mess as a trame of reference, the wind rpeea {s not directly of concern but
A change of wind speed is pertinent. Ir general, significant air mass acceleration appears as gusts of
. comparatively short duration and the rasulting errors may bte amenable tu smuothing.

4 The next question is, what is the potential accuracy ot such a system? In generai, attitude accuracv is
more important in sustained steady manoceuvres, level flight, descents and turns tu avert excessive
deviation of the flight path. As rapid manceuvres are relatively short term then larger errors may be
tolerated provided there {3 no residual error at the end of the manoeuvre. Consider the steady state case
where in principle there would be no differentiation of the componeats of air speed along each axis. The ’
accuracy would depend upon the errors in accclerometer and gyroscope measuremenis.

-_"f PR The ACT Jagvar Digital Flight Control System uses 12 bit digitisation of sensor data and it is assumed that

[ projected systems will also use at least 12 bits if not extended to |4 bits. If the acceleromcters on the -
[ . : longitudal and transverse axes have a range of *2g then the least significant bit (LSB) with 12 bit
- digitisation, would be 0.001lg, amounting to an attitude error of 0.06 degrees.
3
The corresponding errvors attributable to the gyroscopes will arise from centripetal accelerations irduced )
- by velocities along adjacent axes.
Assuming negligible sideslip in the steady state case, the centripetal acceleration error along the e
: longitudinal or x axis would be due to velocity along the normal or z axis and pitch rotation error. L g
R Typical pitch gyroscope range would be :60°/sec. or a LSB or 0.03°/sec. for 12 bit digitisation. At Mach T e
R 0.9 or 300 metres/sec. and, say, an angle of attack of 2 degrees, the velocity alcng the 2z axis would be . 4
10.5 m/s and the acceleration induced along the x axis would be 0.0055 m/sec.?, amounting to a pitch error 4
of 0.03 degrees. : b
)
The centripetal acceleration error along the transverse or y axis will be due to velocity aleng the x axis .
b and yaw rotation error. Again, the yaw gyroscope operating range will be about 260°/sec. and LSB f‘i" k
o 0.03°/sec. Therefore at Mach 0.9 with a velocity along fhe x axis of 300 m/s, the acceleration error wiil
3 be 0.157 m/sec.? amounting to a bank error of 0.92 degrees.

Therefore the intrinsic pitch error due to digitisation will be of the order of 0.] degree and the tank
error 1 degree. Pitch is always the more critical channe! and larger errors ave acceptable in bank.

There is a further acceleration term to consider, induced by travelling over the curved surface of the
Lacth. This is the Coriolis term acting at right angle to the direction of truvel, expressed as:

-2V} sin A - V2 tan > . sin 2
R

where V is ground speed, Y is track angle, 1 Earth's rotaticn rate, R Earth's radius and N latitude
angle. The term can be computed from navigation data, but if not allowed for, it would generate errors in
bank of the order of 0.2° to 0.3° at Mach 0.9 at Northern Furopean Tatitudes,

Therefcre, having rcalised that the magnitude of windspeed was not a r~ritical factor and that the syetem
had the potential for adequate intrinsic accuracy, the concept was tested using flight recorded data. Such
data was already availatle from pre-production Tornado aircraft, instrumented for flight handling
clarance. The instrumentation included a side slip :nd three aves of accelerumeters not normally fitted
to production aircrafe. Further, the records of angle:s of artack and ntde slip and the accelerometer

reading were vorrected te the alrcrati’s centre of gravity jowation. The instrumentation records also e
included pitch and bank measured by the aircraft's inertial! navigation system, providing a ccnvenient daton 1
for assessiug the accuracy of the techniore. The data s vocorded digitally but ouly to 10 bits, whkich )
weoeld coarsen the attitude estimates in relation to thelr potential une with a flight control system. : 1
Initial (xplnrqtjuns with this data were aimed at calculatine attitude directly from the components of s
gravitational acceleration on cach axis x_, ¥ and Z calevlated from the difference between the measured o
total acceleration and estimated inertial®accBleratiBn on ~uch axis. '
]
pitch angle 8 = arc sin ;R ) .
1
(&) L ]
bank angle @ = are tan (y ) LY
LR
¢ 3% )
" b
-
Whi re L is the local gravitation acceleration taken as -:
e 2 . 2 ) N
. . X + v t
¥ R R F.
to avold numerical problems when 'x'K/gl approaches unity.
Thic proved to be cxcennlvely nofny due, as ove might expo b, be U bevent lat ton of the compotenta 0 e
attepeed on cach axtu @ Jurge part of the nolse hetng doc vo dhyitel quant oot fo
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'
Several types of filter were investigated to reduce the nofse induced by differentiation, The most
suitable was found to be a recursive differentiator and filter of the type:
Xgom Al mxg ) S B, -0y,
where A= 1 + B + C —_
AT )

The values of B and C were selected, in relation to the sampling interval . T to give a cut off a little
over 1 Hz, this being the order of pitch response frequency of typical fighter aircraft. The filter
produces a substantially linear phase lag with frequency up to about 1 Hz so that all frequencies less tharn
1 Hz have a similar time lag.

To synchronise the rotational acceleration terms, they were deliberately delayed by the amount of the
R filter time delay before betng added to the linear acceleration terms prcduced by differentiation. The )
4 resulting attitude estimates were now stale, and were brought up to current time by adding an incremental
change of attitude deduced by integrating gyro body rate measurements over the filter time delay iaterval.

The resulting prediction of attitude agreed quite well long term with the inertial navigation reference bhut
was still far too noisy to be used alone.

The other source of attitude is that produced by integration of the gyroscope budy rates. This estimate is

smooth but prone to long term drift. The magnitude of the drift was difficult to assess. Comparing this '
. source of attitude with the inertial reference,indicated a divergency of the order of the LSB in the 10 bit '
\ instrumentation records, implying that the intrinsic drift of the gyroscopes was much less.

The situation was obviously a suitable candidate for a Kalman Filter wherein the long term stability of the

noisy attitude estimates can be combined with the smooth but drifting estimates derived from integration of

S gyro body rates, A continuous-discrete extended Kalman Filter with pitch and roll as the state variables

was duly implemented. The attitude estimates now proved to be sufficiently smooth and accurate to warrant

further work on the concept, culminating in a flight demonstration. Because the method was based upon

- building up the gravitational acceleration components from the components of inertial acceleration, it '
became termed the Synthetic Attitude Technique.

FLIGHT DEMONSTRATION S

The obvious vehicle for a flight demonstration was the ACT Jaguar demonstration aircraft flying at Warton
with a digital flight control system. The sensor data available within the FCS included pitot-static
pressures, angles of attack and side slip together with all three axes of gyroscope measurement of aircraft
body rotation rates. The only data lacking was the acceleration measurements along the aircraft axes. A
further important consideration was that the aircraft FCS ground rig was sited at Warton and could be used
to develop and clear the technique before embarking upon flight trials.

The most appropriate place to invest the software for computing attitude would be in the FCS computers to
thereby acquire integrity and availability. To pursue this policy on the demonstration aircraft would
cause inevitable delays to the main flight trials programme and was therefore untenable. Similarly any
attempt to display or involve this source of attitude with other avionic subsystems was discarded to avoid A
delays and the expense incurred in clearing flight safety implications. The outcome was that a dedicated -
processor would be required which simply fed data into the Flight Data Recording System. Access to data
would be a straightforward matter of tapping into the 25 Hz digital data stream from the FCS computers to
the Flight Data Recording System.

R BT A processor was constructed by the Electronics Departament at Warton, and designed to recedve 16 bit data
from the FCS computers, convert analogue data from the accelerometers and & total temperature probe to 12 -
bits, perform computations in 16 bits and output data in analogue form for flight recording. In addition R

to the fundamental attitude computation, the processor had to derive true air speed from the pitot static
and total temperature wmeasurement and correct accelerometer measurcwents to the afrcraft centre of gravity
position. Limitations in computing capacity prevented inclusion of corrections for compressibility effects
on the pitot static measurements in the transonic region. The offset of the accelcrometers from the
alrcraft centre of gravity (CG) were based on a mean CG position in flight.

Acceleration mcasurements were provided by a set of three Systron Donner accelerometers type 4311 with a
performance compliant with 12 bit digitisation. The range on the x and y axes was *2g and ~2g to 10g on
the z axis. The accelerometers were mounted on a common bracket to maintain orthogonality and mounted

about one metre from the aircraft's centre of gravity, which was as close as the installation would allew.
The mounting site was in the spine which facilitated alignment of rhe axes of these accelerometers to (fv
AR : aircraft axes. -

FLIGHT RESULTS )

In assessing the performance of the technique, the essentfal feature should be sma)l error in sustained
k flight conditions to avoid pronounced deviation of the flight path from the intended direction.  Small

error exrursfons could be tolerated provided they were of short duratfon, Larger ctiors can be tolerated R
» In highly dynamic manveuvres because ot thelr shorter duration provided there was a 1eturn to normal s

- cond[*fone within a very short time of completing the manoeuvre.

" The degree of success of the technique with 1erpect to these criterfa may be pagped tiom the specimen tioe

. histories shown In Figures ¢ to 1), These hilatories show the diftference between sonthet{ce att {twde

{ catimated in fifght and the corresponding Inertin] Mlatform attitude, subtractes oot tHight trom 10 byt
digitnl f1ight recorda,  The (1{ght canen vttt with Tow dynamlec Hght mancenc o 00} progress throug !
pltch manoeuvien, high g turna and rapld dol e to tepresent increastngly wore o chiwamibc Goad bt Lot
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In the low dynamic conditions, a 20° banked turn and a landing approach descent Flgures 4 and 5, the mean
pitch errer is zero. Peak pitch error excurasions are only %° in the turn and there is ome instance of a
The bank error in the turn shows a biss of about -2° with a peak error of

~4°. In the descent the mean bank error is zero but the peak error is 3° where 2° i{s exceeded for about

peak of 1.2° in the descent.

one second.

Figures 6 and 7 show some pitch manoeuvres with wings level pulling some 2 and 2,.6g. In both cases the

pitch error is contained within 1°.

errors peak at 16° at the point where the pitch rate is greatest.

Two level turns at 3g and 6g respectively are shown in Figures 8 and 9.

In Figure 6 the bank errors also lie within 1° but in Figure 7 the

In both cases the pitch errors are

within £1.5°. The bank errors peak at +6° and -8° in the 3g turn and +5° and -4° in the 6g turn at maximum
bank rate. In the sustained part of the 6g turn the bank error is generally less than 3°,

20 25

Figwe 8 39 Tuena

- s o m— v vonr 3 RS

nquu_i - ‘;;.Yﬂum

A8NJdx 2 N .‘WN!‘JI}Q%V

TME  SECONDS 10 Lo
° 10 20 2 © (Y2 08
LM "
o:' o o o PITCH ERROR
(X3 - L 05
0  PITCH ERROR A
. SN N L
r X3
s L eawcemon Hah RN e
-¥ i .
Fy
wn PITCH ANGLE
15 L T L1
I~ . PITCH ANGLE w:_’ﬂ-fv T | V:r
5 L
A). b \ i F20 BANK ANGLE
: BANK ANGLE 100KTS ’ h:,q
Lw 170KTS -‘\Lﬁhﬂ P170KTS  gpeeD
| heatend 100 KTS KNOTS
"I"MJN% Fm
' 4 m.
500 | 200 ALTTTUDE FT
Figure 4 2g Turn Figure 5 Landing Approach
CONDS TIME SECONDS
[] m‘ * 1 18 L] 15 Jr" 4%
l2o
o 10 ot 10
————ﬁ:' ¥ [ PITCH ERROR [ o PITCH ERROR
-1 -1.0 Ww ;':
z 5 5
M ° BANK ERROR o o WANK ERROR
-r Y 5
Fs
_/ n\\\ ° PITCH ANGLE
- 15
-0 0
} . HV\ P
s s
D . % 0 BANK ANGLE °
§ -
Figure 6  Straight 2g Pull Figure 7 Rapid Pitch Manoeuvres
TIME  SECONDS e SECONDS
[ 10 2 20 P . 5 " 15 20 28 »
F
A ; - Was 0 PITCH ERROR
NI PITCH ERROR -, .
tl Oy N""T 1
e gm0 o
L s | W . BANK ERROR
o 0 SANK ERROR . Y . -
vl d )
™ sy ll L3
~—i :_ PITCH ANGLE T__ N W }\._~__4.._,..7.-1 ° PITCH ANGLE
I s
3
-4 <4~ o BANK ANGLE [ BANK ANGLF
\ » ”
%
. L L\ .
- pu— R, —_— e mwd w

U IOYd i




e

N AP R P

16-6

The final two manceuvres are with high roll rates, a 2g Wind-up Turn (WUT) and some rapid rolls, Figures 10
and 11. The pitch error in the WUT 1s substantially zero with a peak error of 0.8°. However, although the
average bank error approaches zero, there 1s a very large error of 20° at the maximum roll rate. The rapid
rolls exhibit similar characteristics. The pitch errors are within #1,5° but the bank errors attain 25°,
again at the maximum rate of change of bank angle.

~
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Figure 10 29 Wind-Up Tum Figure 11 Rapid Rolling

To sum uyp then, the mean pitch error is zero especially in gentle manceuvres with soue maximum errors
generally not exceed ! to 1) degrees. The bank errors are larger, but still small in gentle manoeuvres.
In high dynamic manceuvres, the bank errors are pronounced at maximum pitch and bank rates but return to
negligible generally before completion of the wmanoceuvre,

Thus at the present state of development, the flight results may be claiwed to be most encouraging. The
latest analysis of flight data has shown that the large bank errors could be reduced by changing the
coefficients in the velocity differenciator routine and the associated time delay corrections,

It is also believed that some further reduction in error could be achieved by placing more weighing on the
gyroscope attitude reference within the Kalwan Filter. However the random drift rate of the gyroscopes,
especially as they are a consolidated mean of four gyroscopes on each axis, is much less than the least

significant bit of the flight recorded data and therefore this line of investigation is fapractical with
the current standard of flight recording.

MAGNETIC HEADING

Although the Synthetic Attitude Technique is primarily concerned with attitude, it can be made to fulfil a
greater role in conjunction with other technical developments.

One such development is the three axis magnetometer or three axis flux detector (3AFD). 1If the attitude of
each sensing axis of the 3AFD 1s known, the horizontal component of the Earth's magnetic field, that is
magnetic north, can be resolved out of the magnetometer readings to give alrcraft magnetic heading. As
with the Synthetic Attitude Technique, the FCS gyroscopes can be used to smooth out nolse. Heading
rotation rate can be resolved from the FCS gyroscopes and Kalman Filtered with basic magnetic heading from
the magnetometer,

The attraction of the technique ig that it is not prone to errors in turns as {8 the earlier pendulously
mounted two axis magnetometer as it awings out of the horizontal planc into the bank plane.

Exploratory flight trials are being undertaken on a three axis magnetometer, also on the ACT demonstrator
Jaguar. An experimental 3AFD conatructed by BAe Dynamics Group, Bracknell Division, i1s mounted near the
top of the fin in place of the forward passive radar warning detector head with its three sensing axes
aligned to the aircraft axes. Initial calibration of the device has been mide with reference to Inertfal
Navigator heading and attitude to resolve published Earth's magnetic field data onto each axis of the
magnetometer for comparison with measured field strength.

The true component of the Earth's field on each axis can be expressed in terms of the “otal measuremeuts
x_, y_ aad z_ to account for axis misalignment, hard iron single cycle and soft iron two cycle effects, in
the 3rm:

H‘ "8y Xy + bl Yo * < . + dl
Hy A, x + b2 Ypt 2, + d2
Ht - ay A, + b3 Yo * cy 2, + d]

The cotrected meagurements H , H and H are then resolved onto the horizontal planc, along and acrose
aircraft heading, using pltcﬁ and bank Jttitude as follows.

HA - M‘ cos 6 + nin @ IHy ain ¢ + Ml con @]

“l - Ny con @ - Il' nin @
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The horizontal component of the Earth's magnetic field is therefore:
I}
H= A//f;;i + sz

and aircraft magnetic heading becomes

'}V = arc cos, H )y or arc sin -H
H (A (~Hx\

The traditional ground compass swing will exercise the x and y axes of the magnetometer from the positive
to the negative magnitude of the Earth's horizontal magnetic field whilst the magnetic field on the z axis
remains substantially unchanged. Consequently the device can be calibrated fully only in fight in
manoeuvres including steep banks and inverted fight, At the time of writing only part of the flight
envelope has been analysed. However, the limited data gathered so far can serve to illustrate the
potential of the device.

P e N

Figure 12 shows a post flight estimate of magnetic heading in relation to true heading based on flight
records from the magnetometer and inertial navigation system heading and attitude. The first manoceuvre is
a 60/65° bank turn through 360° of heading followed by a barrel roll and a slow roll. The turn illustrates
how, throughout the full 360° heading change, magnetic heading maintains within %° or so of a constant
difference with true heading amounting to the local magnetic deviation. 1In the course of the two rolls
there is a deviation from mean magnetic heading of about 4° or so corresponding to rudder application to
counter side slip as the aircraft rolls through 90° of bank. The rudder application causes the fin to bend
and twist thereby slightly misaligning the magnetometer axes to give rise to the error. The effect is
pronounced because the high angle of dip results in a heading error of some 2.5 times the attitude error.
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— — INS TRUE HEADING
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TIME (SECS)

Figure 12 3 Axis Magnetometer Heading

. The next stage of development would be to Kalman filter the basic magnetometer heading with the rate of
e o change of heading resolved through attitude from the FCS gyrocopes. As the gyroscopes are near the centre
of the aircraft, they will be unaffected by deflections of the fin and therefore the filtered value should
show a marked attenuation of the errors seen in the roll.

NAVIGATION

The heading provided by the 3 axis magnetometer, together with the projection of True Air Speed onto the

. horizontal plane provide the basic elements for an Air Data, dead reckoning navigation system. Such type

. of navigation is susceptible to errors induced by changes in wind speed and direction and is therefore eonly

. used in emergency situations when all else has failed. However, over short periods of time the

. accusulation of navigation error may be sufficiently small to enable further exploitation in association

. with other techniques. One such technique is terrain profile matching which estimates position by
correlating measured height of the terrain profile with stored height of the terrain being overflown. The
technique works in conjunction with a dead reckoning navigation system which is necded to provide initial

SRR estimates of direction and horizountal displacement for each correlation step. Current studies are
associated with Inertial Navigation but preliminary investigations by BAe Dynamics, Rristol Divisfon buosed
on flight data esuggest that their TERPROM continuous terrain profile matchiug technique may he workahle
with Afr Data navigation providing heading errors are within a degreec or so. The comparatively high update
of continuous profile matching enables the system to cope with changes in wind conditions. The positicn
accuracy will be less than TERPROM aided IN but is expected to be better than an IN alone. A turther
advantage of this technique is that it can also provide accurate horfzontal and vertical terrestial
velocities,

The attraction of continuovns terrafn profile mitehing fa (ts sutonomy with o high confidence aftorded by
i virtually continuous, automatic position flxing unimpalred by weather cunditivns.  To this can be added the
3 advantage of uning the associated height data bane to estimate the height of ground ahead of the atverate,
3 without the eminglon of forward energy, apain regardiean of weathor cond{tiona, t. provide the basfc range
: data (o)1 a panaive terrain fullowing uyatem,
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Terrain profile matching of course is limited to flight over land for which there is a digital height data
base. An alternative high accuracy navigation system is NAVSTAR which, being radic based, lacks the
autonomy of terrain profile matching but at least it is Global in its application. This system essentially
provides measurement of aircraft terrestial position and velocity, but camnot provide heading or attitude
data. Consequently, a cost effective solution could be to provide attitude and heading by the Synthetic
Attitude Technique in conjunction with the three axis magnetometer. Air Data navigation could be used to
sustain continuity during brief disruptions of NAVSTAR satellite communication either through jamming or
obscuration of the antennas in dynamic manoceuvres, and would also assist in reducing the time to reacquire
satellites.

DISCUSSION

The prime objective of the flight demonstration was to show that the concept of extracting attitude from
the flight control system was fundamentally viable. Absolute accuracy was not a major consideration
provided any inadequacy could be accounted for. As the flight results confirm the general performance is
encouraging. There is some loss of performance in dynamic manoeuvres assoclated with high manoeuvre rates
but not of & nature to invalidate the concept. As refinement of the performance would require substantial
changes to the aircraft instrumentation recording standards, it was felt that before actively pursuing
further development there should be a potential aircraft application, and here a further factor had come
into play.

Alrcraft attitude is important as a reference for the regulation of the aircraft’s flight path. Before the
introduction of Inertial navigation, a climb or dive was set up by reference to the artificial horizon and
rate of climb display and would take a succession of control readjustments before the required flight path
was achieved. The inclusion of an inertial navigator made it possible to depict the aircraft's flight path
relative to the outside world. Pilots find this display compelling as it gives a direct indication of how
the aircraft is responding to control demands and thereby made establishing a flight path a much simpler
task than hitherto.,

The aircraft flight path display is based upon inertial navigation (IN) terrestial velocities. IN systems
are difficult to endow with a high degree of self fault detection and ground speed runaways can arise
without any fault indication. Such a velocity increase would reduce the magnitude of displayed climb/dive
angle. As the horizon display, also derived from the IN, would not be significantly affected by the
runaway, the pilot may be unaware that an actual dive angle was much greater than that displayed and this
could result in a hazardous flight condition. Consequently there is much concern to improve the integrity
of the flight path display. Attempts to monitor IN ground speed from non IN sources do not appear to be
sufficiently accurate and this has led to demands for a second IN. This second IN would also improve

attitude integrity.

The coming generation of the INs are likely to employ Ring Laser Gyroscopes (RLG) not least because they
offer advantages of reduced life cycle costs. As the RLG measures rotation rates they could be used to
provide axis rotation rates for the FCS and therefore offset the cost of multiple IN equipwments. Thus one
might expect to find in multiple lanes of an FCS at least two lanes using the outputs from IN RLGs.

Looking further ahead the sensors for both IN and FCS requirement might be provided by the Integrated
Sensor Package based on the RLG. The accuracy would be sufficient for IN requirements, the integrity and
availability sufficient for FCS and therefore the integrity and availability of flight path angle and
attitude data would be assured.

All these consfiderations have tended to detract from the initial interest in the Synthetic Attitude
technique, and currently there is no projected application with the consequence that further development

has been low key.

However, it has already been mentioned that continuous terrain profile matching and Navstar provide high
accuracy terrestial velocities and clearly therefore could provide an alternative source of flight path
angle to an Inertial Navigator. This prospect offers many alternative future system applications for using
Synthetic Attitude and the three axis magnetometer with either or both terrain profile matching and
NAVSTAR, without an Inertial Navigator or to compliment an Inertial Navigator.

CONCLUSIONS

1. An investigation has been undertaken into the possibility of achieving a high integrity, high
availability source of pitch and bank attitude estimates from the sensor data within a digital Active
Control Technology flight control system. The outcome is a proposal to compensate for the relatively
high drift rate of the ACT gyroscopes by improving the long term gravitational reference through
correcting acceleration measurements for inertial accelerations derived from the ACT Alr Data sensors

and gyroscopes.

2. Flight demonstration of an experimental system on the digital ACT demonstration Jsguar aircraft has
shown that the concept {s viable. Accuracy is good in prolonged gentle manoeuvres and although bank
errors were large in high dynamic manveuvres, the errors were insignificant by completion of the
manoceuvre. Subsequent theoretical studics based on flight data have shown that the bank error can he

reduced,

3. Further development on manned aircraft has been overshadowed by the additional need for high
tntegrity flight path data driving solutions toward multiple {nertial navigation systems.

4 In the context of low coust systems, {t should be possible to extend the role of this source of
attitude by ansociation with other technical developments to arrive at an alternative to the {ncttia?
navigator na a mource of accurate tertential posftion and velocity and therefore flight path angle.
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Firstly, attitude can be used to extract heading from a three axis magnetometer which can be smoctled : }
by the FCS gyroscopes. This heading, in conjunction with True Air Speed could provide an Air Data : -1

navigation capable of being aided by continuous terrain profile matching to yield high accur.cy
navigation and terrestial velocity.

Alternatively, for operation over sea or land not covered by a digital height data base, terrestial
positions and velocity can be provided by NAVSTAR satellite navigation with attitude and heading
provided by the Synthetic Attitude Technique and the three axis magnetometer. Air Data Navigation
could be used to interpolate during brief interruption of satellite communicatior during severe
manceuvres or periods of jamming and also assist in minimising reacquisition time of a satellite.

Whether or not such types of system would ever be capable of displacing the Inertial Navigator is
perhaps speculative at this time. However, at the very least they may be capable of complementing an
IN to improve flight path integrity etc without the need for a second IN.
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THE IMPACT OF VLSI ON GUIDANCE AND CONTROL SYSTEM DESIGN jf\ﬁ.i
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SUMMARY

Akt 2

The potential of Very Large Scale Integrated Circuit technology to reduce cost, -
including Life Cycle Cost, of Avionics systems is examined. Trends in methods of )
silicon realisation and in system complexity are related to the necessary advances in o
methods of system design. A generic system design approach is outlined, which -
emphasises the disciplines which are likely to enable cost-effective semi-custom circuit .

design to become viable. .

1. HISTORICAL INTRODUCTION ’ .4

In the 1960's the aerospace industry defended its public image, always under attack for . 4
increasing expenditure, by holding up the non-stick frying pan. Thank to aerospace R
technology the housewife could deflect her husband's anger at paying taxes by offering T
him perfectly-cooked, never-burnt fried food. If in retrospect we look for commercial I
and domestic benefits of aerospace technology the largest benefit must be seen in the b
collaboration between the aerospace industry and the semiconductor industry in the
development of the ubiquitous capable and reliable integrated circuit. For which other
product can we look back on two or three decades in which value for money has increased
at such a pace?

Today we see the rapid development of very high performance integrated circuits to sclve
problems of signal processing and image analysis stimulated by the need for smart weapon
systems, with the commercial drives of the Information Technology industry forcing the
pace just as positively. More and more powerful microprocessors find their way into
avionics, a tiny minority sponsored by the aerospace industry. Certainly the
microprocessor has enabled a considerable advance in processing power per unit cost and
a large step forward in reliability. It is the object of this paper to assess what
further steps in cost effectiveness might be obtained through the use of the VLSI, and
what the two industries need to do to make this possible.

2. AREAS OF SYSTEM COST AMENABLE TO REDUCTION .

Let us first distinguish between first cost and cost of ownership. The cost of an
integrated circuit depends on thesize of the market into which it is sold, the maturity
of the product, competition and the clout of the Buying Department. Cost of ownership
relates to reliabililty, ease of fault diagnosis and repair, and less directly to the
systems heat dissipation, power requirements, connector requirements, weight and bulk.

Trade-offs between first cost and cost of ownership are intrinsically difficult as the
system supplier has little control over the detailed maintenance and repair tactics
employed by his customer, but in principle all these areas are amenable to improvement
by further application of VLSI. Apart from the highest speed areas of a circuit,

dissipation and area of silicon real estate are markedly controlled by the need ¢t )

provide drivers to transfer signals from chip to chip, and further levels of integration T Y
of circuits can dramatically lower system power levels. A more logical aQivision of o
systems into functional blocks can ease the diagnosis of failures leading to a R

significant reduction in the proportion of integrated circuits incorrectly removed ani a
longer life for the boards on which they are mounted.

Additionally a more logical partitioning of systems into integrated circuits facilitates S
the incorporation of built-in self-test facilities {nto the chips. A standardised
interface between circults with spare capacity enable interrngation of the BIST function
without additional pin-outs and drivers. Since the reliability of an integrated circuir
is largely independent of its circuit complexity, this is achieved without penalty in
MTBD, and the failure of BIST circuity leads to the removal of the correct chip.

However such tdeal solutions are unlikely to be carried throuagh into practices unles:
and until the avionic {ndustry can enforce standards and can afford the firat cost of
chips to its own specification. I1tn ability to carry throuah surh apolicy at todays
juncture ia doubtful 1indeed; this in because the first cost of such devices woull e
dominated by design cost.

Trends in Design Cost of Integrated Circuits

. ".:1
Y
2

In 1980 ¥Frank Micheletti of Rockwell illustrated the trenda in Jdesign cost over ! he N
docaden; the coat of [C desigqn rone tinearly as the numher  of gaten increar: ) 1
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impression, for full custom circuits, is that $100 per gate still holds certainly for
microprocessors and other circuits where a high degree of geometrical repetition does
not dominate. For such circuits where detail layout is important to fulfil performance
and yield goals there is little sign of a marked fall in design costs per circuit unit.
However where a design is required that does not need optimal packaging to obtain
performance or yield, some different approaches may be made which lower design cost,
principally the Gate Array and the Cell-Based System, to produce Semi-Custom designs.
Semi-custom design however should not be defined in terms of techniques such as the
above because it limits our concepts of system design; gate arrays are only the on-
silicon analogy of design by connecting up individual transistors, and cell based design
can take us back to SSI technology fitting together flip flops, D types or perhaps
registers. A better concept of semi-custom design is systems design where units of
circuit in which the system designer has experience and confidence are interconnected on
silicon to meet a requirement. The circuit units could conceivably be similar to the
common devices he would look for in a pcb design; registers, buffers, decoders or even
microprocessors leading to what is commonly termed a macrocell approach. The silicon
vendor is thus potentially able to 'shrink' mature design into a finer geometry process,
and by combining them meet a system requirement in a fraction of the previous numberof
devices. Such combined systems however are likely to have a more limited market, will
need system knowledge to select and design (and equally to specify tests for) and except
in limited areas offer a poor return for the design resources of a component
manufacturer.

However as a joint design exercise for the systems manufacturer and the silicon designer
the approach deserves examination if the design process can be mechanised in an error-
free manner, the macrocells are proved by repetitive manufacture and use, and the
overall circuit with test access and test routines can be confidently simulated by the
customer (since ‘breadboarding' of designs is impossible).

'Software Preservation'

There is one further aspect worth considering, which is that of software. The major.
of avionic systems are software programmable, not just because a microprocessor is
currently ,cheaper than a custom logic circuit, but because a significant number of
design parameters cannot be finalised when the design must be committed. These include
airframe derivatives, weapon constants, sensor properties, symbology and other man-
machine interface parameters. Flexibility in design is thus an inherent need, not a
side benefit of digital technology. wWhereas to an extent software may be separately
developed on a host machine and down loaded, to use a host machine for real time
software commissioning in conjunction with breadboard peripherals is expensive. Hence
the tendencey to demand a breadboard for real time software proving using available
microprocessors. On design completion however the breadboard needs to be ‘shrunk' into
a silicon solution. If such a macrocell approach were available and the major
components had been selected for process compatibility, then instead of rewriting the
software to suit the compact hardware solution we could simply shrink the circuitry into
macrocellchips and we could perhaps preserve our software investment intact. A further
benefit is that test routines would not have to be reworked.

3. STEPS NEEDED TO ACHIEVE COST EFFECTIVE SEMI-CUSTOM DESIGN
3.1. Workstations

A whole new business has recently mushroomed into existence in the supply of engineering
workstations. These enable engineers to design semicustom circuits without continuous
access to a mainframe computer and hence provide a cost-effecive design tool.

Much of the design work can be independent of the design rules of a particular silicon
process. When the design reaches the point at which the designer needs to incorporate
the particular rules of a chosen or candidate process the workstation permits him to do
so, the dominant parameters having been suppplied by the process manufacturer to the
designer of the workstation. By an extension of such a facility it is likely that the
workstation could access the silicon house’'s standard cell library and progressively
allow design to take place at a higher level, still allowing the workstation user the
facility to design his own cells from the basic design rules and integrate his design at
a mixture of levels.

3.2, Test Methods

A further natural extension to the workstation principle to the inclusion of access to
cell libraries could be to add a library facility of test strategies. Besides making
available historic data on proved test appraches to cells it could prove feasible to
adapt a cell of proved testability to solve a particular logic problem rather than adopt
a logi~ solutionand subsequently attempt to wrap a test strategy around a less amenable
logic array.

3.3. Simulators

Inhnrent in proving a design before committing it to prototype manufacture is the use of
a logic simulator. In a host machine each step {n the propagation of inputs through th:
logic solution is simulated in software, albeit at a minute rate compared to the
reaction time of the system to be realised. Such simulators are powerful analytic tools«
in showing up weaknesses in the desiqgn. However the slow spend operation can be an
embarrassment, and when it comes to simulating a complex system with software emhe iicd
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the slow processing holds up the design process. Two steps in alleviating this problem
are the use of powerful parallel processors in the host machine and/or the use of real
time hardware as part of the simulator.

3.4. Floor Plan Design

The top level layout of major cells in a VLSI circuit is coventionally termed floor plan
design. This step is crucial to economic design and is a highly heuristic process in
which a limited number of individuals excel. If we are to open up systems design in
silicon to a greater number of individuals this is an area worthy of attention along
with partitioning a system into a workable set of chips. It is an area of design
activity which is believed amenable to a Knowledge Based System approach where a number
of straightforward rules of play need to be combined with a strategic feel. It is
likely to be amenable to the synthesis of rules by example in the way that the rules of
chess end games have been developed from interaction of knowledge engineers with chess
masters and the encoding of examples into generic rules by an Expert Systems.

3.5. Speeding up the Design Process

[ The impression that tends to be given of the design process in silicon is of a steady

= top down process, mapping each level of design and verification exactly on to the next

” process by employing a set of layered design tools in sequence. This before the

introduction of workstations is probably the ideal to which designers aspired, as the

entry of design data from one layer to the next tended to be a manual process, error-

prone, and one no designer wanted to carry out more than once. However, this is not the

way in which practical designers proceed in other fields. Given a highly integrated set

- of tools with minimum human intervention in passing from one layer to the next, and a

. comprehensive set of library information accessible at all layers the designer will

revert to his normal mode of iterating rapidly up and down the process, trading off

. floor plan estimates with testability criteria and shaping his design towards an optimum
in a way that a strict top down mapping process is unlikely to permit.

There are other reasons which drive the design process towards an iteractive
evolutionary strategy. The systems designer wishes to keep his options open as long as
possible not only on which silicon process to select but which vendor to placce an order
with. He wishes to go through the design process to the point at which he can trade off
more than one silicon technology and to have first cut design data to offer a
prospective vendor to obtain a quotation. The prospective vendors may wish to suggest
changes and he will have to rework his framework to assess their impact. All these
desirable attributes are feasible if the design suite is integrated and has access to
the appropriate cell, design rule, testability and layout library functions.

3.6. Recipes for Successful Implementaion

Such a plan as described depends on the quality of the tools, libraries and design
rules. It is axiomatic that the quality of software depends largely on the size of the
user base, the willingness of users to report defects and of generators to eliminate

them. Broadening the user base as described should have the requisite effect of
detecting and reporting errors. An efficient software update service, possibly over
data links, should prove a more effective control than amending catalogues. A more

effective control by the silicon vendor in correcting process defects and amending
design rules will be needed to maintain a qualified process tolerant to a wide range of
designers.

Experience however indicates that the greatest single hindrance to right-first-time
design lies in errors, inconsistencies and misaunderstandings at the initia!l
specification stage. This is also the area in which VLS design aids are probably the

least advanced. However recent trends in logic programming languages and other
declarative languages suggests that the AI community may again have some solutions to
offer.

3.7. A Final Suggestion

If this general approach becomes feasible in the years to come it would also becomn»
feasible to standardise test interfaces, introsystem bus standards etc to the point that
in a similar way to the adoption of MIL STD 1553B for data exchange between systems and
the availablility of standard terminal chips, we might very well find in the cel)
libraries cells which are qualified to MIL Standards and available in more than onne
technology.
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REUSABLE SOFTWARE - A CONCEPT FOR COST REDUCTION

Christine M. Anderson
Marlow Henne*

Air Force Armament Laboratory, AFATL/DLCM
Eglin A. Jrce Base, Florida 32542
U.S.A.

Summary

The cost of military computer systems is increasing rapidly. It is alarming to consider
that not only the total cost of military computer systems is increasing, but the per-
centage of the total cost attributed to software is also increasing. Several underlying
<. causes for this increase are discussed. While the new United States (US) Department of
W Defense (DoD) standard high order language, Ada, will significantly help to reduce the
: : software cost growth, other solutions must also be sought. Reusable software component
technology and associated parts composition systems are presented as possible solutions.
Recommendations for future research are provided.

1. Software Cost Growth

Much growth in the power and sophistication of US defense systems is due to the exten-
sive application of computers. Almost every defense system fielded today contains com-
puters whose software performs wission-critical functions {1]. Most of these are
embedded computers. An embedded computer can be thought of simply as an integral com-
ponent of a larger system. Defense systems or subsystems using embedded computers
include sensors, electronic warfare systems, weapon system control, communications, com-
mand and control, navigation, and target acquisition.

The cumulative inventory of DoD embedded computers is projected to grow from 10,000 in
1980 to nearly 260,000 by the end of the decade. While hardware quantity is increasing
rapidly, the percentage of the total dollar attributed to software will increase fromw 65
percent of the total in 1980 to 85 percent of the total by 1990. This translates to a
staggering projection of $32 billion (absolute dollars) for aanual Dol embedded software
expenditures in 1990 compared to $5.9 billion for DoD embedded computer hardware [2].

There are several underlying causes for the increase in software cost over the past
decade and the projections cited above. A prime reason is the large variety of
programming languages that has evolved. By 1974, there were over 4UU languages,
dialects and subsets of which few supported modern methodologies for structured program
development, making maintenance (accounting for 65% of the software life cycle cost (3}
a nightmare [4]. .

Another contributing factor to the increased expenditure in Dol) embedded computer soft-
ware is inherent in software itself--its flexibility. DoD has been increasingly
exploiting sofrware's flexibility in developing modern weapon systems. As reported by
the USAF Scientific Advisory Board, software "can embody and implemcnt abstract opera-
tional concepts; it has no manufacturing cycle or cost; it can be modified quicker and
cheaper; it does not wear out; and it can incorporate new features and functions in an
evolutionary fashion without major investment in new systems and hardware" [5].

The Air Force F-111 program illustrates this point. The table below compares similar
capabilities (additional offset aim pointer and updated weapon ballistics) implemented

through hardware on the F-111 A/E and in software on the F-111 i)/F. Given an existing

| goftware support facility, the savings due to making the change: via sottware rather

than hardware have ratios of about 50:1 in cost and 3:1 in time [6].
Cost /Time
Modification Via Hardware Via Software Rativs
# $5.28M/42 mo $0.10M/16 mo 52.8:1/2.6:1
173 $1.05M/36 mo $0.02M/10 mo RPN VRN |
#3 $8.00M/78 mo $0.02M/15 mo w00 1/5.2:1

l

o < .o Another cost contributor is the fact that sotware development is labor-intensive.

’ Typically each line of a computer program is written by hand. \Uniortunately, while the
demand for software is lncreasing, the number of qusli[led pcrsnnn(-] is not increasing
as rapidly. The Alr Force Sclentific Advisory Board reported that therce is a 4% annual
increase in qualified software personnel, a 4% annual increase in software productivity
(based on current methods) and a widening gap based on a 1!% antwal increased demand for
new computer software [5).

! - In more abrolute terms, the shortfall hetween supply and demand, currently measures
50,000-100,000 programmers, and may rise to 1.2 million by 1990 it remcdial measures are

not taken [7].
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Another cost contributor is the problem of building reliable software. Instances of
software reliability problems include false alerts for the North American Defense N
(NORAD) system, space shuttle's on-pad launch delay, and test missiles (and even -
airplanes) hitting mountains they were programmed to fly over [5]. The criticality of e
the reliability problem is made clear by C.A.R. Hoare's warning: "The next rocket to go
astray as a result of a programming language error may not be an exploratory space

rocket on a harmless trip to Venus. It may be a nuclear warhead exploding over one of )
our own cities” (8], Developing reliable misgion critical software where errors can
translate into life or death situations is a time consuming and costly process.

To briefly summarize, the reason for the tremendous cost growth in defense embedded com-
puter software is multifaceted. Contributing factors include: the large number of
existing computer languages currently being used; the increased exploitation of
software's flexibility resulting in its increased utilization; the labor-intensive -
nature of software resulting in a shortage of qualified software engincers; and the ==
complexity associated with meeting the reliability requirements of mission critical »
software. Solutions to all but the second factor can be, and currently are being

sought. The second factor is really a reflection of our "age of information" rather

than a problen.

One of DoD's more notable technological and managerial solutions is the development and

standardization of one high order language for mission-critical computer systems--Ada.

While Ada has a tremendous potential to reduce costs in all phases of the software life

cycle, Ada alone is not a panacea for DoD's software problems. We cannot nhupe to meet - .
the software needs of the 19908 and beyond if we continue to develop Ada sottware on a )
line-by-line basis. One approach is to develop the concept of software reusability

using Ada as the cornerstone. .

2. Software Componentry ' ..q

The reuse of software components has the potential of reducing the shorttall of required
software engineers, while increasing software reliability.

There is a great deal of interest in software component technology. The following
discussion represents a collage of thinking on the subject that has been generated over
the past several years.

"Having reusable software available can significantly reduce system development time.
The more software that can be obtained off-the-shelf, the less new software that must be
created. The risks involved are thus reduced, since off-the-shelf software should
already have been well tested and debugged. Reduced time and risk enhance the probabil-
ity that a project will be completed on time and within budget...Such benefits consti-
tute a major resource savings, ultimately reducing the required DoD software s
investment.” - Commander J. Cooper, "Increased Software Transferability Dependent on - -
Standardization Efforts,” Defense Management Journal, October 1975,

"Software reuse saves development time and money, and field proven software is more
reliable.” - Strategy for a DoD Software Initiative, 1 October 198Z.

"The Introduction of reusable software components can significantly relieve the resource
demands thus assuring continued responsiveness to new threats through the introduction
of new or enhanced weapon systems". - Report of the DoD Joint Service Task Force on
Software Problems, 30 July 1982,

Recommend the Air Force "Initiate a set of formal laboratory programs to define and WO
exploit opportunities for software standardization through reusable sottware packages PR
in selected application areas.” - Dr Edwin B. Stear, former Chicf scientist of the Air R
Force in a Briefing to General Marsh, AFSC Commander, 14 March 1983. ~g.;i
"Achieving reusability in mission software represents a good opportunity for dramatic ) 4
productivity gains since using existing software in lieu of new sottware not only saves .
money but also saves documentation costs and test costs. And since the software has R
already been verified, it increases the quality of the new system.” - The Army Sciencc S
Board 1983 Summer Study on Acquiring Army Software. N
2.1 A Hardware Analogy ST 1
There is nothing unique about component technology: it has existed tor years in the '
digital electronics world. The uniquencss emerges when we apply this technology to sctr- . ]
ware. To a great extent, it can be said that today's softwarc desipn process has not o
progressed much beyond the early digital design methodology in the dipital hardware o
industry. .
N
In the late 1950's and early 196U's low level components, such as vacuum tubes, tran- s
sistors, resistors, and capacitors, cxisted for the design cupincer to use for his cic-
cuit design. A strong anology can be drawn between these and the assembly language
atatements used by the software engineers of today. Each time a particular kind of cir- ' p
cult, such as a gate or flip-flop was needed, the engineer hud to ~clect the type ot
circuit and the components' values which would be used. When larve goantities ot a r-
ticular kind of clrcuit were necded on a project, the engiucer contd reuse his Jdeston
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for that project. The design of each circuit for large projects was such a chore,
individual engineers kept earlier designs and tried to borrow from them on new projects
whenever possible. This also led to published design compendia of circuits much as may
be found today in collected algorithms and published math or utility routines.

Enterprising companies realized that significant markets existed tor certain low level
digital building blocks and began to develop circuit cards which contained individual
gates, flip-flops, etc. These circuit cards (modules) made a significant contribution
to the design of systems. By using these ready made modules, the designer was freed to
do more productive system design. While these modules were helpful, a significant
problem still existed when trying to use modules from different suppliers. Each
supplier chose his own woltage levels for logic "one" and "zero", and other interface
details were often different.

This level of modularity is close to that which we are approaching today in software.
We have standard math and utility routines which exist in libraries but little else is
available for general reuse.

Once the advantages of reusing hardware designs became evident, the next step was to
improve the production technology for hardware modules. As integrated circuits (ICs)
became possible, computer and general digital components repr ;ented the vast majority
of units built. This, of course, was due to the modular nature of digital designs with
their many common components and to the design methodology which had already begun sup-
porting reusable module designs. ICs enabled entire flip-flops and other circuits, which
had previously taken an entire circuit card, to be fabricated on a single IC. As pro-
duction technology improved, more circuits were placed on individual ICs to form inter-
mediate modules such as counters, adders, etc. Today, we find Very Large Scale
Integrated (VLSI) circuits which represent large portions of the overall system. Since
these circuits are so large in scope, most systems may not use more than one of a given
circuit. Even though we may only need one circuit of a given kind, production tech-
niques and reusability have reduced the cust of these complicated circuits to a level
where they are competitive to use for a variety of applications. A good example of this
is the microcomputer. Today we find full-scale digital computers, on a single IC, per-
forming timing tasks for small appliances which previously used analog circuits or
mechanical timers.

If thke current trend continues toward software module production und reuse, we should
see the size and use of common software modules expand rapidly, paralleling the develop-
ment of hardware modules.

Thus, an analogy can be made between the inventory of software conponents and the inven-
tory of prefabricated circuits available from semiconductor manufacturers. The scftware
developer resembles the computer designer, who determines the gross system structure

and the intevconnections between circuits but relies on the prefabricated components for
low-level operations. Over the past few years, larger componcents have been developed.

A similar technology is needed in the software world [Y].

2.2 Software Componentry Methodology

Past critics have maintained that the software reusability cuncept has not flourished
because individual concrete programs are oo specialized to be reused. However, with
the advent of Ada, we now have the means to more easily construct software components at
a more abstract level. Ada's package feature will permit the creatiun of software
packages analogous to sealed hardware components that consist of an external intertace
or specification and an internal body which the user cannot alter. Ada's generic
feature extends the package concept to include a parameterization facility for tatloring
packages to particular needs.

Additionally, Ada's strong typing imposcs constraints on module interconnections and
allows congistency between formal parameters of module definitions and actual parameters
of module invocations to be enforced at compile time [10]. These features provided hy
Ada for reusable software components are richer than those of its predecessors.

Studies investipating methodologies for applying Ada to develop reusable software com-
ponents are only now being initiated. Thus the technique involved in developing generic
packages is not well defined and almost no implementation experience exists. A recent
Air Force study identified criteria which impact the reusability of software. Chief
among these are application independence, modularity, simplicity and code selt-
descriptiveness [11].

Application independence can best be achieved via generalized data structures such as
parametri -ally described arrays; minimal use of machine dependent conatructs such as
machine luanguage code, microcode and specific 1/0 features; and implementation of well
chosen common functions.

The components should be encapsnl ted in such a way that thelr external usage is com-
pletely defined by an interface specification, which is physically distinguishable from
the implementation portion. This interface should be as firm and well defined as that
for the hardware interconnection to an integrated circuit. Further, components should
be orthogonal. This means that, unless contraindicated by their intortace descriptions,
they may be used {n each other's presence [12],
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Simplicity in both design and implementation, will facilitate program understanding and
modification., The quantitative counts (number of operators, operands, nested control
structures, nested data structures, executable statements, statement labels, decision
points, parameters, etc.) will determire to a great extent how simple or complex the
source code is.

Component source code should be as self-descriptive as possible. Une approach to
achieving this goal is to embed compilable program design language (PUL) in the source
code, thus insuring up-to-date cross-correlation between design, code and documentation.
By using valid Ada procedure names and declarations in addition to commentary in the PDL
design, rigorous checking of the PDL can be performed.

In order to encourage use of software components once they are implemented, a systematic
approach to accessing and combining particular instances of components must be pursued.
This approach focuses on parts composition system technology.

3. Parts Composition Technology

A parts composition system supports the building, testing, and optimizing of programs
using reusable components. This system must include, at a minimum, cataloging and
retrieval facilities, a language to compose parts, a warehouse of parts, and an editing
and testing facility. The Japanese have reportedly achieved up to an 85% reuse rate in
their software factories by using these currently available information retrieval tech-
niques [13]. Toshiba's Fuchu Works Software Factory, specializing in real time applica-
tions, averages 2870 instructions per programmer per month |[14], compared to a U.S.
software productivity rate of 75 to 2B0 lines per programmer per month {15). Toshiba's
productivity is due in large part to software reuse. A mature parts composition system
will include thousands of software parts available in a common cenvironment. In theory,
a software engineer can attempt to combine any two available parts so the system must
provide robust mechanisms to insure reliable and meaningful parts composition [l6].

Parts composition systems may range from manual and semiautomated software parts cata-
logs to more advanced automated systems, systems that may even include artificial
intelligence (AI) (i.e., expert systems).

An expert system is a man-machine system with specialized probiem solving expertise.

The first generation of Al focused on defining a general mechanism of intelligence for
expert systems. The current perspective holds that the true power of the expert system
comes from the knowledge it possesses, not from the particular formalisms and inference
schemes it employs {17}. Thus, it is essential to capture the knowledge of the applica-
tion domain to be modeled.

While various domains of knowledge are being studied and common functions extracted for
later component implementation, parallel investigations of methods to organize, index,
describe, and reference software components must also be pursued. Further in conjunc-
tion with all of these activities, studies aimed at producing morc advanced user
friendly systems that change data and algorithmic representations into code, that is,
software generator systems must continue.

The following example describes one scenario of a user interacting with a knowledge-
based parts composition system. Assume the user is interested in locating a guidance
algorithm for a particular armament electronics (armonics) application. He asks the
system for retrieval of all generic classes of guidance software that meet his require-
ments. The system may actually solicit (via leading questions) the requirements from
him. After reviewing these generic classes, he asks the system to retrieve more
detailed descriptions of certain cowponents. Following the examination of these, a more
detailed review of the specifications associated with a select few components is per-
formed. Finally, the actual component code is examined. This retrieval mechanism can
be made increasingly intelligent by providing facilities for querying the user for addi-
tional information if no component is found, by searching for related components or by
custom tailoring components to match the user's request.

This example is still at a fairly low level of automation. A morc advanced parts com-
position system would allow the user to describe (in a user uriented high level speciti-
cation language) an entire subsystem’s requirements (e.g., autupilot for a particular
type of weapon). The system would query the user concerning critical aspects of the sub-
system and then proceed to retrieve, customize and compose the necessary software.

There are several parts composition systems commercially available that oftfer varying
degrees of aid to the user. Thus far, none have been applicd to rhoidevelopment of
weapon system software. An evaluation of these systems shoul.d he performed,

4. A Related Effort

The US Afr Force Armament Laboratory has just inttiated a program that addresses sott-
ware component technology and supporting parts composition «dysteuws.  The program, Gommoan
Ada Miasile Packages (CAMP), features (wo related study cftorts: a commonality study
and a parts composition study. The objective of the commonality study {s to investipate
the feasibility ot developing reusable Ada components tor armonics nystems.  The
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approach is to examine existing missile software and/or associated documentation in
order to identify candidate common functions for component implementation. The second
study, to be performed concurrently, features an investigation of current parts com-
position system technology and recommendations regarding the most practical approaches
for achieving both near-term and long-~range benefits. Based on the results of the
studies, a follow-on implementation phase will commence aimed «t developing a parts com-
position system and associated reusable software armonics components.

5. Conclusion

In closing, it should be stressed that suftware componentry will not evolve quickly or
cheaply. Both mental and organizational road blocks must be overcome. However, tne
technology holds such a tremendous potential for slowing the cost growth in Dol mission-
critical software, further research is imperative. This research should be aimea at
joining parts composition technologists, who are often from academia, with DoD mission-
critical specialists in order to achieve a fruitful blending of composition techniques
and DoD knowledge domains.
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ADDAM is a database management system that maintains a real-time database which is -

L partitioned and replicated amongst a number of computers connected in a local area ‘-,-'

S network. With a centralised or quasi-distributed database, damage to particular

o components causes effective loss of the whole system due to loss of data. ADDAM can

tolerate substantial damage to the network with little degradation of performance -
or loss of data. In this paper we describe some of the protocols used by ADDAM to !
maintain data consistency. Our work shows that it is possible to provide a very high o
degree of data reliability within a resilient real-time distributed database. However, ST
the cost is quite large, both in terms of the amount of computer resources consumed by RS
the database software and the number of inter-node messages generated an the network. ST

1. INTRODUCTION TO ADDAM (The A.R.E. Distributed DAtabase Management System’ -

1.1 INTRODUCTION

ADDAM is a distributed database manager that maintains 8 real-time database which is
partitioned and replicated over a local area network. ADDAM is part of a larger programme
of work funded by the United Kingdom Ministry of Defence and carried out jointly by
Software Sciences Limited and the Admiralty Research Establishment (Partsdown). The
network on which ADDAM runs is the ASWE Serjal Highway [1]: this network has a very low
error rate and supports a true broadcast facility.

ADDAM is characterised by the following features:

a) data types partitioned into units of replication ('pages');

b) replications of data partitions automatically generated for survivability and
local access;

c) syiichronised updates for multiple data copies;

d) concurrent update protection without record lockings:

e) consistency maintenance between multiple data copies under conditions of

netwcrk damage;

f) supports relational database model;

q) user interface supports access to relational data model without reference to
data location;

h) choice of update protocolas - reliability or performance; -"j
i) load balancinqg. o

The backqground to ADDAM, together with a description of the network on which 1t runs,
is given an [2].

g ATe e, Ay

1.2 PARTITIDNING AND REPLICATION

The databaoe s divaded into o nomber of partations (pagea) [frgure Ul o gset ol pages
15 allocated for the storage ot all records of a daton type., Where more than one page
is allocated, the schema identifics a partitioning attraibute for the data type, together

with the tange ot attraibate valurs for cach page 10 the set, Oy adopting a suitable
replicat yon strateqy, the two major regoirements for the diatearboted databanve manage
will be accomplished using surtable protocols §.e,

i) survivabilaty af data

h) ecttactont Joneal aceens Lo dota guburta,
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One of the key requirements of the replicated database is the need for synchronization .
between the pages holding the replicated data. This is achieved in ADDAM by using 8 -
master/slave arrangement. At any moment, one of the replications of each page acts as a R
master copy and the remainder act as slaves [Figure 2]. The master copy of the page is o

called the owner; the slave copies are referred to as subscriber copies. s
An owner is not a privileged node on the network; ownership of a particular page may -
change from time to time as the processing load on the database varies., ADDAM attempts to »
transfer ownership to the node making most use of the page; the mechanism for deciding L

which node should own the page is called an election. In general, & node will be the
owner of some pages and a subscriber to others and it will normally only have copies
of a subset of the pages.

Two aother techniques are used by ADDAM to optimise page distribution around the network:

a) On each node ADDAM attempts to localise pages required for sequential access.

b) ADDAM also ensures that sufficient copies of each page are maintained for

survivability. e
1.3 CONTROL PROTOCOLS .
The database is maintained internally by a number of protocols known collectively as the A:f-
control protocols. Their purpose is to maintain synchronisation and consistency among the T
multiple copies of the database, to ensure that the number of replications required for each -
page actually exist and to ensure that each page number has one, and only one, owner. )

Update Protocols ~ Performance and Relisbility .

ADDAM's interfaces queue update requests to maintain single threaded user access on each
node. The unit of update, the segment, is chosen to allow a record consisting of multiple
segments to have updates applied to different segments caoncurrently.

The reliability protocol provides a reliable mechanism for the propagation of database =
changes to all copies of the relevant pages. It is used to support a number of application !
facilities including create and delete record and the reliability option of update. [The
reliability protocol has a handshake between originator and owner and between owner and
subscriber. The reliability protocol also channels all database changes through the owner
in order to achieve concurrent update detection and prevention.

ADDAM avoids 'double update' problems by rejecting reliability updates that do not have S

the latest version number in the segment header. This forces the application program to [—
read before writing and to retry the whole transaction if a failure indication is returned )
by ADDAM. |8

The performance protocol is suitable for data updates that are bath independent of the
previous value of the data, and are applied at frequent intervals. This protocol dispenses
with the handshakes used by the reliability protocol and with the channelling of updates
through the owner at a cost aof slightly lower reliability. The benefits are significantly
reduced highway traffic, shorter protocol path lengths, and no waiting for acknowledgements.

The loss of a node may result in the loss of the owner or subscriber copy of one or more
pages of data. A loss of ownership obstructs the passaq: of the reliability protocol which
routes updates to data through the owner and thereafter to the subscraibers. There are
regular checks made by ADDAM that combine subscriber notification to the owner with
- monitoring of the number of owners that exist for each page. If the number of owners of 3
page is zero, an election is held between all subscribers, to elect a new owner. Bids are
i made on behalf of each subscriber which are evaluated in each copy of the election
program, In theory all subscribers will come to the same conclusion about which copy of
the page will become owner,

- In practice there is always a possibility that the electinn evalustion program in nne o1
more nodes does not receive all the bids and chooses owners ditferently,  This can lead to
a page having two owners., However, dual ownership can be recognised by ADDAM whach torres
another ownership election, disowning all current owners.

' If a subscriber copy 1s lust, bringing the number of copies of a page below a schema-
declared minimym, a new subscriber is selected from the remaining nades, The owner

. broadcasts a "coerced subscriber request” message. This meosage s recerved by all noo

. that dn not hold a copy of the relevant page. Any nodr that 1s able to take a copy ot th

. page sends a "subscriher enrolment offer” message to the owner, The owner accepts howeved

. many offers 1t requires, and rejects the remainder. The nodes whose offers are accepted

. are regqastered 3n the subscriber list, and each 18 seol o copy ot the page, These e .
then hehave like normal subscribers and commence participatyon an the gybsceriber and oo

monitoring protocol.

If o node should fasl during the progreas of a transac! ron whirh b has oraginated, the
database may be left in an inconsistent state, There e Lwo anpects to be considered:
o

a) transaction recovery - dealt w.th an Section g

,
: h) resolution of alruelton] anconuislencien,
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The problems associated with (b) are resolved using the consistency checking protocol.

e 4 ATERVIF 4V T
-

The consistency checking protocol runs continually as a background task on all nodes. It el
checks the structure of the database to ensure that it remains consistent. For example, o
for each index entry that it finds it will check that the relevant data record actually
exists., Wherever an inconsistency is detected, it is corrected. In the above example,
the index entry would be deleted if the data record could not be found.

1.4 USER INTERFACE

To the user the whole of the database appears to be resident on his own machine, thus the
user is unaware of the distributed nature of the database.

The user interface comprises four access procedures:

a) The Reliability Interface -
b) The Performance Interface

c) Define Logical View

d) Read Logica) Record
The Reliability Interface

This interface provides the following features: !'

a) Create a data record

This ADDAM call stores the data record in the appropriate free record slot in the
appropriate page, and creates any necessary index entries.

bJ Update a data record o

Note that update is at the unit of the segment. The update of a whole record is
achieved as a series of separate updates go the segments in the record. Also a
segment must be read, the images updated, then the update command issued, for the
update to succeed.

c) Delete a data record

Any index entries are deleted, along with the data record, when this function is
executed so that consistency is maintained.

The Performance Interface

d) Update a data record <L

This interface is used by application programs to cause a segment to be updated as -
rapidly, and with as little use of system resources as possible. There is no T
requirement to read the segment before updating it. There is no reply by ADDAM and {‘“‘“
thus no indication to the user of success or failure.

Define Logical View

This interface allows a user to define a subse. view of the database. A user can specify f.-z

SR a sequence in which a group of records should be retrieved and can attempt to make the o
retrieval or update as fast as possible by requesting local residency of data. The :
following commands are available:

e) Define a logical view before reads

Passing qualifiers to the record name of interest gives two benefits. First of all,
on subsequent reads by the application, only those records that meet the previously
defined 'view' are returned to the application. Secondly, the local ADDAM will try
to become a voluntary subscriber to the page of interest when the Jogical view is
defined, so that read operations are faster. This can speed up the processing of
both the get-next-record type of operation, and reliability updates which must be
preceded by reads. L

[T f) Define a logical view before updates “

This feature allows the application to request local copies of indexes to data -
records which are to be updated later. )

Read Logical Record S

The read function supports the reading of a single <eqment, up to 30 bytes, or a complete
record currently up to 450 bytes in size,
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:? ' g) Read data records sequentially -
- Used in conjunction with the definition of a logical view, this function supports
the "get-next" operation. Unwanted records are filtered out by ADDAM, acrording to .
the 'view' selected. ot
h) Read a data record by key value —-—
. ADDAM supports a selective read, with the user specifying the record name and
. several qualifiers whose values allow ADDAM to retrieve only that record which fits
- the criteria.
{ 2. MAINTENANCE OF CONSISTENT DATA
2.1 THE RELIABILITY PROTOCOL

tarly versions of ADDAM had a reliability protocol which, though ideal for the simplest

of transactions, was always seen as inadequate for updates on complex data structures. The .
protocol avoids the requirement to lock records by farcing a user to read each segment T
before updating it; when two users wish to update the same segment, the first to present

the update request succeeds and the other must read the segment again before updating. .
- This protocol has now been redesigned to allow the user to define long transactions, that ..
is multiple database operations that form a single commit unit. Although ADDAM does not o

support consistent read sets (i.e. reading a set of records as if from a consistent database
frozen in time), the new protocol ensures that the duration of temporary inconsistency 1n
the database is minimal and allows a transaction to be rolled back quickly if an error 1s
detected.

For most reliability transactions, ADDAM recognises three phases: the distribution phase,
the commit phase and the completion phase {Figure 3]. Where two transactions are running
in parallel trying to update the same segment, the first transaction to reach the comm:t
phase succeeds and forces the other to be aborted. These phases may most easily be
explained by reference to an example: in the example chosen a user wishes to update g
segment in each of two data records as a single commit unit.

Distribution Phase

Firstly the user calls ADDAM to define the start of the transaction - this causes ADDAM t.
abandon and roll back any transaction initiated by the user but not completed. ADDAM
allocates a unique ID which it attaches to all messages tulfilling the transaction. The
user calls ADDAM a second time presenting the update to the first record segment. R

At the originating node, ADDAM determines from the schema whether the update to a data
segment could have implications for other records (e.g. index recourds): 1t 1s possible L
that the segment may contain a secondary key, or may contain the partitioning field whase
value determines on which page the dats record is stored. In either case, ADDAM reads the
live segment and compares the relevant fields in the live segment and the proposed
update. Having determined which records (and which pages) are affected by the update,
ADDAM decomposes the update into a series of fragments, each of which is an update

» request for one database segment. Each fragment is broadcast in turn to the node which
awns the page in question.

On the owner page, a preliminary check is made to determine whether the fragment may
proceed. If this check is successful, the owner node stores details of the fragment and
broadcasts in turn to all nodes which subscribe to the pagr. Subscribers reply to the
owner which in turn replies to the originator; if insufficient subscriber replies are
received by the aowner then this is reported to the originator which immediately aban: 3
the transaction, broadcasting a "roll back™ message to all nodes and replying to the user.
On both owner and subscriber nodes, the fragment is stored in a temporary buffer until the

R R A R Y |

:T transaction is either completed or rolled back. ADDAM replies ta the user when all
.;' fragments have been distributed, and the distributian phase 13 repeated this time for the
T update to the second segment.

Commit Phase

When the user has presented all parts of his transaction for distribution, he calls ADDAM
to commit the transaction to the database. 1In the commit phusc, the ariqginator sends o
aingle broadeast messaye to all nodes. for each fragment, the owner node verifies that

. . : the requesterd change may be made successfully, and at this stage searches its list of

- transactionsg in the distribution phase to rall back oy whith will be caused to tarl hy too - “
fragment being committed. Once the owner has committed the fraguent, 1t broadcasts to th
subscribers and counts thear replies.  The awnet replaies o the orviginator.  The griginat

T.. cheeks back replies for each page againgt o List of pages voolaed ae fhe trannact oon, it

-~ awners fail to 1eply withio a timeout period (e.g. tf o now owner of a page 1s being

) elected), the originator broadcasts the commit message agorn to gove “last™ owners a oo

) chinee tag peply. 1 o suceessfol reply has been recerved from ol ownera, then a final

comnpletyan pluee beging,
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Completion Phase )

4

In this phase the owner again broadcasts 8 single message to all nodes. for each fracment, -

each owner node makes live the updated segment, copying data from i1ts temporary butfer- S
to the data page. Each owner node 1nstructs 1ts subscrabers to follow sult. At this e

stage the transaction 18 irrevocable but each participating node replies to the originator: ——q
the originator waits long enough tn receive one reply brfore 1tself replying 'sucressful’ . A
to the user. If the originator does not receive a rep'. tn ats "romplete” messaqge, 1t

retransmits the message. If sti1ll no reply is received then the outc me of the

transaction 1s uncertain and the originator institute: consistency restoration . see
Section 2.2).

If after some timeout period a node finds that a trao:nsaction is committed but not

completed then 1t broadcasts an enguiry to other nude< "What happened to transaction Xy7'”

Any node which has received either a "complete" mecsage or a "roll back"” message for the )
transaction replies to the uncertain node which then f llows suit; 1f no reply 1s receijved e

then the uncertain node 1tself broadcasts a message tc roll back the transaction and 1t
rolls it back itself.

This protocol is expensive 1n terms of inter-node messages and processing within ADDAM: l":'f
this expenge is essential where the transaction affects more than one record but 1s .

unnecessary in the majority of cases where an update to a single segment is required. ‘o1 N
reliability updates to a segment which does not contain a secondary key or a partitioning . -3
field, and which therefore can be confined to a single update fragment, ADDAM allows a )
user to commence, distribute and commit the transaction in a single call. Within ADDAM : »i
the distribute and commit phases are compressed. The originator broadcasts a “"complete” ’ -
j messsge on receipt of 8 successful reply from the owner, just as 1n the three phase : .
protocol. 2
AL
The ADDAM reliability protocol gives an almost perfect guarantee that a transaction 1s ) 4

consistently committed to the database or that the failure 1s reported to the user. The
only circumstance in which the databsse can become inconsistent 15 when damage occurs to
the network which breaks all highways or destroys nodes such that all copies of a page
are lost: even in this remote circumatance ADDAM is capable of detecting the
inconsistency and restoring the datshbase to a self-consistent state, though this may
result in some loss of data. The way in which this is achieved 15 described below,

- 2.2 RESTORATION OF CONSISTENCY

There are a number of situations in which it is reasonable to e¢xamine whether the database
has become inconsistent. These situations are:

a) When ADDAM attempts to read a data record using an index and finds that the
index page does not exist;

b) When ADDAM reads an index record and finds that the record pointed to by the
. index contains the wrong key value; ‘

c) When ADDAM creates a data record on an existing page but finds that no page
exists for an index record to be created;:

d) When highway recombination occurs (see Section 3),
- In each of these cases, ADDAM determines from the srhema which page numbers need to be
- checked, and institutes for each suspect page a consistency restoration procedure. This

DIPTSR involves:

for a data page - check that all indexes to each record exist;
if any index is missing, create 1t;

. for a prime index page - check that the data record exists corresponding
P . to each index: 1t an 1ndex is found to be wrong,
. delete it.

. 2.3 MANDATORY RELATTOUNSHIPS

If two data types A and B share a common attribute and are so closely related that a
record of type B 15 incomplete without a8 matching record of type A, then there 1s saud
. to be a mandatory relationship between A and B. We can distinguish two sorts of
e T A mandatory relationship: a 'loose' relationship in which an unattached type B record
. retains some significance in the absence of an associated type A record; and a 'taght’

. relatinonship in which an unattached type B record 1s nonsensical and tndicates corruplaoen
{ or lnas of part of the database. Appendix A gives some examples of mandatory
- relationships,
ADDAM allows the database designer to identify pavticalm relationships as mandatory, -
provided that tor any type B record there can r»+1st anly one matching type A record. - i
Where a mandatory relationship has been defined, ADDAM preventy o type B orecord from .i}.}
- being created unlesa the corresponding type A record can be found, and sutematically deletos o
X all corresponding type B records whenever o type A rtecod u o dedeted, or 1s found te e e
- migsi1ng duiing cronsiatency checking. T

.
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3, SELF-REGENERATION AND NETWORK REPAIR
3.1 INTRODUCTION

As already described, ADDAM monitors the number of copies of each page and maintains
enough coples to ensure survivability of data. Nodes holding subscriber copies of a page
reqgularly report to the node which is owner of the page, and the acknowledgements sent

by the owner are received by ail subscribers so that each 1s aware of the existence of

the others. If, through hardware failure, an owner node fails to respond to a subscriber,
ADDAM chooses the most suitable subscriber to become owner in a process known as an
election.

In a configuration with a single highway cannecting the nodes, a4 break in the highway
results in two part highways each with nodes running ADDAM softwuare: two separate
databases (consistent within themselves but not between themselves) are created on each
side of the break, the missing owners heing recreated by the election process and
completely missing pages by the consistency restoration process. In a database manager
like ADDAM it is in practice not passible to differentiate between the situation where
the highway has broken and the situation where one or more nudes have been totally lost
because each node "sees" the system by use of the highway. Therefore the break in the
highway means that users on each half will continue to alter data so that "duplicate”
pages on each side become more and more dissimilar and inconsistent with each other.
fach autonomous ADDAM database sees only some of the truansactions current on the real-
world entities represented in the database.

Although great importance is attached to consistency and survivability, of even greater
importance is that the system should be available: 1n extreme circumstances some
compromise on reliability is accepted in order to provide a continuing service to users.

Recent studies which we bhave carried out have considered what strateqy should he adopted
when a break in the highway is repaired and two different databases recombine. When a

user updates a seqment through ADDAM, the live segment 1s replaced in 1ts entirety by the
updated segment. This restriction enables ADDAM to aveid the consistency problems posed

by concurrent updating. Ffor this reason, ADDAM transactions are in general not commutative:
there is no way that the transactions of two ADDAM databases caould be resequenced on
recombination to properly take account of the changes to the real-world entities,

0On recombination, there will be pages for which there are two candidate surv: ving owners,
For each page, one owner copy will continue as owner and the distinctive information hel
on the nther copy will be deleted. In order to choose which owner must survive ADDAM has
to consider two factors:

a) Which owner is the most up-to-date or has had the most changes made to it.
b) Which owner comes from the same half of the network as other related owners.

The second factor is more important even than the first because the self consistency of
the surviving database relies upon it. There would not be much point 1n an awner caopy of
3 data page from one half of the network surviving toqgether with a related index page
from the other half.

3.2 DATA GROUP NDTIFICATION

The problem is solved 1n the following way. Firstly, it i1s recognised that many record
types and pages are mutually dependent and form a natural "data group”. An example of 2
data qroup might be the following records:

vehicle type data (mandatory)
aone tecerd for ach type of vehicle givang general detarls
e.q. endurance, performance

vehicle occurrence data
one record for each vehicle giving individaal detayis
e.q. callsign, fuel state, weapon state

vehicele accurrence data has
a prime index on key vehicle [D
a secondary index on key vehicle type

The database designer defines in the achema o data qronp foar cach tecord type and an
independent record type for each data group - oather types wrtian o group are termed
deprndent.  Secondly, each node reqularly broadeasts ta ather nodes o that cach s

aware of the other podes sharing the same part highway, el voch o aware of any change
tn the nades with whieh it is in contact.  These broadeast s dentuty the nodes with whion
the sending node 15 in contact, and an "alteration tactar” tar cach page Toral to the
sending node, The alteration factor is the prancaipal mean of decrding hetween two
candidate owner ropies: 3t depends on bath the namber of opdites made ta the page aod be
the oumber of records stared. Thardly the broadeast meaamp o teceaved st vach node arne
narted by datn group ao that the node can determine whether cooomhanat ron han just

accurred aad ‘whether any pages have multiple owners,
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't The following example shows how the data group monitoring protocaol ang the subscriber and
" owner monitoring protocol work together to maintain a counsistent database. In the
" example, the network consists of three nodes X, Y and /7 and recoynises two data groups
.. A (pages al (independent), a2) and B (pages bl (independent , b2, b3). The following
- table shows the distribution of pages and shows which ate owner at.d subscriber copies: )
- node
n X Y 2 -
L page al(s) al(o) 1
v al(s) a2(o)
e bi1(s) bi1fo)
b2(s) b2(o)
O b3(0) b3(s)
LS
Each node regularly broadcasts two messages, one for ecach data group. ftach node recerve:
I six messages which 1t sorts according to data group. In case a break in the highway
occurs, some quantity is required to identify the part-highway on which a node 1s < 4
2 located: from all the messages received a node selects the lowest node ID which acts as '.‘
4 a8 crude part-highway ID and 1s included in cach data group messaye that 1s broadcast. : T d
) The dats group messages contain the following information: T
. Y
. data group e
T : node ID o
E’ T lowest node ID - <
page number of page p

flag set 1f paye p is owner copy
alteration factor of page p . .
page number of page g L

< flag set if page q is owner copy .

- alteration factor of page g x

etc R

e d

E“ The following problems may arise on the network: !
o Iwo Owners o
gwf Each node analyses the messages received, taking one group at a time, JInitially when ro s

break occurs in the highway, all nodes agree on the lowest node ID and it can be seen b
inspection that each page has at most one owner. [If a page bas more than one owner than

. this is detected and quickly corrected. lhe owner with the greatest alteration factor 1s
chosen to survive and the other owner is deleted. Node ID is used as a tie breaker so thnt
a sole survivor may always be chosen.

.

A Break in the Highway

This situation is detected as part of the subscriber and owner monitoring protocol
(described in Section 1.3). If a break were tu separate X and Y in one half from 7 in
the other, then the following changes could occur. Ffirstly, lone subscriber pages elect
themselves owners, and new subscribers are coerced on other nodes. The new page
distribution is:

K node

.- X Y z

T . .

:*: page [ at(o) al(s) at(o)

- a2(s) a2(o)

LT ’ b1(s) b1(o0)

b2(s) b2(o) b2(o)

b~ bila) b3(s) b3(a)
: The database on X and Y in fact survives intact. Initially /7 15 owner of the independent -~ 9
K page a1l and the dependent pages b2 and b3, Consistency restoration then decides that -y
- there is no value in preserving b2 and b3 without the independent page bl, and so b2 acd i.:h
. b3 are deleted. An empty page a2l is created when an application on 7 needs to create o ey
L new record. T

"

.

- Highway Recombination

'
A andend

Network repair is detected when a data group message recenved contains a lowest node 10D -

e different to that recognised by the receiving node. Again, cach data group 1s considere:! . K

T separately. We believe that the alterations made to the data group are more significacnt -
than the updates to a single page. The problem in recovering from network repair is
egaentially that of deciding, for each data group, which pamit-taghway's pages are to be
kept. lo prerserve self consistency on recombination, it 14 eaaential that the set of all
pages in a date group should be chosen from the same part-highway: the example in Appen<d.s
B shows why this is the case, Having identified the "hest" part-highway, pages (of the

] given data group) from other part-highways must he deleted hecanse an general there ic no

o way of deteeting or resolving anomalies between pogea from datterent part-highways,

HAAQL LV (1ADNOOHA DY

E . IR IR ARSI . c e . SR
LIV Sl Y B W T T Rl S0y PP P LI YL S WD N PP DR R )




19-8

If a recombination of the network is detected in which all pages of the independent data
type within a group occur on one part-highway, then pages from that part-highway are
chosen to survive. If pages of the independent data type within a group occur on more
than one part-highway, then the average alteration factor for data puges is calculated for
each part-highway, each psge number being counted once only if more than one copy is
found: the pages from the part-highway with the greatest alteration factor are chosen to
survive, If the alteration factors for pages in our example are as follows:

node
X Y F4
page al(4) 312!}
alls? a2(8)
b1(3)
b2(5)
b3(7)

then the alteration factor (data group A) for part XY is 4, the alteration factor for
part Z is 5, :1d the copies of al and a2 on node Z will survive,

In the following further example, the network conisting of P, Q, R, 5 and 1 is formed Ly
joining P, Q and R with S and T. Data group € consists ot page numbers cl (independent!,
c2 (independent), c3 and c4. The table below shows the distribution of puges together

I Wwith their alteration factors:
node
P Q R S 1
page c1(1) c1(2) ct(5)
c2(4) c2(4)
c3(9) c3

c4(9) c4(8)

cEmrt v

If the highest alteration factor 'is counted for a page that occurs mare than once on a3
part-highway (owner and subscribers may not be synchronised), then the alteration tactor
. -

(data group €) far part PQR is (2 + & + 9)/3 = 5 and far part ST 15 % « 10 « 9./4 = 6.
This time, copies of c1, ¢3 and c4 on nodes 5 and 1 will survive.

:‘ S : We conclude that when network repair takes place, some loss of data 1s inevitable and
. ot : that the strategy described above minimises the consequences of that loss.

-

] 4. CONCLYSTON

. In high resilience applications we believe that a reliable distributed database management

3 system is vital but it brings with it significant costs in termns of computer and networtk

X usage. Our detailed designs show that this cost is naot prohibitive, and we believe that
the pressure for greater resilience and system modularity will demand the adoption of

: distributed data management techniques throughout military real-time netwarks.
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DATABASE
{ Partitionsd over Network }
Lt -
PAGE 1 PAGE 2 ——————— PAGEn
PAGE
{ Unit of Partitioning within Database )

v A —3
PAGE

HEADER RECORD | RECOAD | e o RECORD

RECORD
{ Unit of Creation & Deletion by Applications)

< )
RECORD
HEADER SEGMENT 1 SEGMENT 2 SEGMENTn
SEGMENT
P e N { Unit of Update by Applications)
ey T A . (—*-————_————g_.-—ﬂ\
! NT|DATA |DATA | ______ DATA
HEADER {FIELD | FIELD FIELD

Figure 1 - SUBDIVISIONS OF THE DATABASE
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Figure 2 - PARTITIONING AND REPLICATION
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DISTRIBUTION PHASE

Originator broadcasts individual fragments to owners

. Each owner broadcasts to its subscribers R
8 Subscribers reply to their owner "4
Cwners and subscribers store the fragments ) ¥

Owners reply to originator . |

COMMIT PHASE

] Originator broadcasts to all nodes 1
Owner nodes roll back any conflicting transaction B

.-y

Each owner broadcasts to its subscribers B

Subscribers reply to their owner
Owners reply to originator

COMPLETION PHASE

Originator broadcasts to all nodes
- Owner nodes copy fragments into database
| Each owner tells its subscribers to do the same
” Subscribers reply to their owner
' (owner need not wait for them)}
Owners reply to originator
(originator need only wait for one reply)

Al g ~
. / Figure 3 - THE RELIABILITY PROTOCOL

. AN o JDLABMMAAI IV (1D ITOHA Y

D o e e T, .
a’a’ s m’le a"a"a"s 4 ta‘atar.cL 0 N0




fe-11

APPENDIX A Examples of Mandatory Relationships

Example 1: loose

type A - track type:
one record describing attributes of objects a radar can detect
(e.g. DC-10, Exocet missile).

type B - radar track:
one record describing details of object detected by the radar
(i.e. position, height, speed and type).

Clearly every radar track should have an assoriated track type (even if only “unknown”
However if the track type data is lost (due to a highway break for example), the rader
track data is still significant,

o Example 2: tight

type A - job description:
one record describing the details of a task being carried out by members of
a ship's crew.

type B - crew member - job:
one record associating a crew member with a task.

Clearly it is meaningless for a crew member to be doing a job which has no description R
(type A being assumed to cover such items as “miscellaneous", “sick” etc), and the record NI
"crew member - job" is of no value if the "job description" data 1s unavailable.
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APPENDIX B Examples of Highway Recombination -

type A - track data: o]

one record for each object detected by a sensor. e

el type B -  track-track pairing data:
one record for each "pairing" relationship between two tracks.

There is a mandatory relationship between record types A and B - a pairing record is just
nonsense if either of the paired tracks does not exist.

Suppose that page al contains records of type A and page a2 contains records of type B.
A break occurs in The highway so that each part-highway has its own copy.of pages al and
az.

In each part-highway, new track records are created. After a time, track records with
the same ID in the two part-highways point to different objects. In one part-highway )
track 99 is paired with track 1; in the other part-highway track 99 is paired with . )
track 2.

N When recombination occurs, the wrong tracks will appear to be paired unless the surviving
RPN SO owner copies of pages al and a2 are chosen from the same part-highway.
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SIMULATION — ATOOL FOR COST-EFFECTIVE SYSTEMS
DESIGN AND LIVE TEST REDUCTION

by

Roland Gauggel, dipl. Phyw.
Missile Division
Bodenseewerk Geratetechmh GmbH
Postfach 11 20
D-7770 Uberlingen Bodensee
West Germany

Taking advanced passive infrared guided missiles ar an exanple the author claims
in his paper that missile system simulation - both software and realtime hardware-
in-the-loop including background - is a valuable tool to find cost-effective sys-
tem designs and also to drastically reduce costs of field tusting and live firing
trials. The author comes to the conclusion that the develcprment of complex missile
systems becomes questionable from a cost standpoint if the majority of the in-
creased test efforts for this type of missiles is not substituted by missile sys-
tem simulation.

The author addresses Bodenseewerk's missile system simulation philosophy, simu-
lation methods, high level programming language and the interfaces between the
involved hardware and software. An in-depth discussion of the influence of sim-
ulation onto the flight testing requirements of missile developments and the re-
sultant cost savings conclude this paper.

My contribution to the subject of 'Cost-effective Guidance and Control Systems' pertains
primarily to missile system simulation as a tool for cost-effective system design and
reduction of extensive and expensive live test campaigns and not to a low cost realiza-
tion or production of a specific design.

There is a great number of different domains of application for guidance and control
systems implying many different requirements. I would like to concentrate in this paper
on the field of unmanned weapon systems and here especially on tactical, passive IR hom-
ing missiles. The guidance and control problems occurring in such nissiles are very conm-
plex and the extreme requirements to be met stress the limits of physical as well as tech-
nical feasibility. Some of these requirements such as

- fire and forget
- multiple target discrimination
- low miss distance
- large range
require autonomous guidance, at least in the terminal flight phase. .
Presently available homing heads are governed by certain physical and technical limita-
tions. The required mission ranges, for instance, are much larger thar today's homing heoni

acquisition range performance above all in adverse background conditions. This forces us
oy to take a new approach, e.g. by introducing

- new homing heads with improved performance
that implies upgraded intelligence

and

~ an inertial midcourse guidance phase.

The introduction of an inertial midcourse guidance, wherec the missile receives certa.n
pre-launch target information from the aircraft and navigates incrtially until seeker lo: k-
on, circumvents homing head acquisition range limitations. (Fig. 1) For long missile
flight times and/or extreme dynamic engagement conditions an updating of the target in-
formation would be necessary.

It is obvious that the introduction of midcourse guidance driwves the complexity and
therefore the costs up instead of down. There is also very little potential to offset *‘h-
cost increase by re-arranging sensors and shifting come of their tasks into the computeon »
softwarc. Fiy. 2 shows an example.

In the conventional approach the seeker head and inertial reference system are basic o RN
ly two separat.: units. The inertial package is used ondy until the secker head has ac- e
quired the tarqet; then it serves as a sensor package for the antepilot function., The <
sceker head itazelf is designed as a gyro=stabilized platform thas representing an aa e
tional reference system, In today's pessible stropdown approach the mideourse and tie R
secker head atabilization are done with a single inertinl refercnce sy stem using boay
Cixed sengsors, Thus, the incertial reference systomn becowes part of the secker contrel ) [ ]
and retainsg ity full function throuqghout the entire f1ight, The Tine--f-cighit rate e ]
mation requiced for gutdance, which tn the convention s systes g paoveded by the Lecd o
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the comparison with live firings clearly shows that the all-math and HWIL simulation pr
vides an accurate description of the measured missile bohaviour. The measur od values 4
fer from the simulated values by less than 10%; this applics aleo {1 missiles having a
sensitive flioght behaviour and operating under extreme initial condsitions., The critichl
problem is (o provide exact target representations isv-lu vy the snmitrtude of natural
background ccenarios and artificial decoys.

The targ* and background representation has, howeveo, Leen cacwnnt neglectea an !
past . It amportance has never been underest imate d bar ¢ targo . b racterastics, natus
Lackground and artiticial decoys can vary to suchoan o0 ot that oo abhiatoe vepresent a
tion of w11 possible combinat fons Is almost not fea v 7o T the e bd of passive TR a0
o mnsiles Bedenneewerk introduced, some time age, aonos method whi b allows a mach
realdn, oo, realtame simulation of target/background, 1 oo ander dyece e condotions, 1
rentod thte dor tng the AGARD Nat tonal Day Sopdtecher T an Manach,
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All this shows that such measures have only a minor effect on cust and this effect is
even less significant when it is considered that the costs for the inertial refcrence
system are relatively low compared to the increasing homing hcad costs. For inertial iia-
course guidance a minimum number of rate gyros/free gyros and accelerometers arce always
required, independent of where they are located.

The requirements for

- maximum target acquisition range in adverse
background and IR countermeasure conditi.ncs

- multiple target discrimination

lead to increased complexity and costs in the field of loming hexd signal processing.
particularly as the homing head must be able to perform autocnatic losk-on in flight due
to its limited target acqguisition range. Homing heads of the prosent generation which are
mostly equipped with mechanical reticles do not meet these reguirerent Iraging homit-r
heads, however, promise the potential of providing a solution. Image processing impli
the necessity to use complex and costly signal processing electronics combined with ernor-
mous computing capability. Here we face the direct conflict between the requirement of
improved performance on the one hand and cost reduction on the other hand. The developr
of these advanced missile systems requires extremc technical and testing efforts in order
to achieve the development aim at all. Particularly the testing cvifort will be an order
of magnitude higher than with present generation IR missiles.

In my opinion the use of advanced simulation methods and facilities relieves the situ-
ation. This not only because simulation enables the successful development of such missilc
systems at all, but also because it actually provides the adequatc means for design opui-
mization, for keeping the development time within reasorable limits and for drastically
reducing the expensive test phases which are otherwise necessary during developrent.

As it was discussed in detail during the AGARD National Day Scptember 1983 in Munich,
two types of missile system simulation are important ( I'ig. 3 )

1. All math models simulations
2. Hardware-in-the-loop (HWIL) simulations.

In today's modern missile development the all math model simulation procedure uses a purc-
ly digital computational approach. In digital simulations the eguations are numerically
integrated requiring extremely fast computing capability. These extrcemely high computing
speeds are realized by using not only one large digital computer but an entire computer
network consisting of one general-purpose computer and scveral special-purpose processors
attached to it. This multi-processor system allows for the partitioning of an overall
simulation program into separate parts where each of thesc complex and time critical usub-
programs is assigned to one of the high-speed sate¢llite processcrs. This approach proviuae:
engineers the chance to include all essential guidance loop components, missile centrel
and target/background representation, programmed on a physical basis including detailel
error effects. .

HWIL simulation offers the advantage that the hardwarc replaces the model equations
allowing to test individual