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A new Bayesian procedure for factor analysis is developed in which factor scores as well as factor loadings and error variances are treated as parameters of interest. The presentation is fully Bayesian in the sense that all the parameters have prior distributions and the posterior mode of a subset of the parameters is used as the point estimate.

The model is a standard one where the observations are expressed as the sum of the linear combination of factor scores, with factor loadings being the weights, and a normal error term. As the prior distribution the following exchangeable form is assumed:
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Since the posterior marginal distribution of factor loadings and error variances can be expressed as the product of the covariance-based likelihood and the prior distributions of factor loadings and error variances the proposed method includes both the random and the fixed factor analysis models.

The mode of the hyperparameters is first derived from their posterior marginal distributions and conditional on those values the mode of error variance is derived from their posterior marginal distributions. Then, conditional of those estimates, the point estimate of factor scores and factor loadings are derived as the joint or the marginal mode of the posterior distribution of factor scores and factor loadings depending on the investigator's interest.

The marginalization is done via some variations of the EM algorithm and it is found that the different variations result in almost identical estimates. It is also found that the effect of the prior distribution of error variances is such that it reduces the number of local maxima. Finally, by specifying a priori zeros in the locational hyperparameters of factor loadings, a simple structure can be obtained without rotation.
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Bayesian Factor Analysis

CHAPTER I

INTRODUCTION

Factor analysis is a multivariate statistical method used to explain the relationships among observed variables. Simply stated, standard factor analysis assumes that each observed variable is a weighted sum of two sets of random variables, namely, common factor scores and unique scores, all of which are unobservable. The purpose of the method is to estimate the weights, or factor loadings associated with each variable and to estimate the factor scores associated with each person. A typical application of the factor analysis method consists of the calculation of a correlation/dispersion matrix of the observed variables, which contains the sufficient statistics under the usual model, estimation of the weights, statistical testing of the model, and interpretation of the derived latent variables. Therefore, much of the literature of factor analysis is concerned with how to estimate factor loadings, how to test the model statistically, and how to find a meaningful interpretation of those latent variables.

Sometimes, however, it is desirable to go further and to estimate the values of those latent variables associated with each observation. For example, the vector unfolding model, which is often used to analyze the underlying structure of preference among a set of stimuli, has essentially the same model, Carroll(1972), or Bechtel(1976), and the scale values of each
stimulus must be known in practical applications. In applications of Spearman's theory of general intelligence it is the value of 'g' that is of interest in all applications. Also, the congeneric test model in classical test theory uses the same model as the factor analysis, Lord and Novick (1968), where the true score is represented by the factor scores. Therefore, if the individual true scores are needed they must be estimated. (See Chapter III for the detail.) However, as we shall see in Chapter II, these values cannot be determined uniquely under the standard factor analytic model because they are not treated as parameters of the model but remain as random variables even after the factor loadings are estimated. This general problem is known as the indeterminacy of factor scores, which, was probably first pointed out by Wilson (1928) and later elaborated by Guttman (1955). In this sense the standard factor analytic model was called the random factor analytic (RFA) model by McDonald (1979) and Anderson (1984).

The development of a model which enables us to estimate the values of those hypothetical concepts, namely, the factor scores, is not new. For example, Lawley (1942), Whittle (1952), Anderson and Rubin (1956), Joreskog (1963), McDonald and Burr (1967), and McDonald (1979b), have considered this problem, although usual textbooks do not discuss this model in detail, (see, for example, Harman's (1976, sec.2.3) treatment.) However, none of those methods were successful in the sense of providing unique estimates of factor scores. As we shall see later, this is due to the fact that the likelihood function of the fixed factor analytic (FFA) model, in which the factor scores are treated as parameters, is unbounded above, which implies nonexistence of maximum likelihood estimates.
The purpose of this thesis is to develop a method that enables the estimation of factor scores as parameters. Due to the nature of the problem the treatment is based on Bayesian fixed factor analysis. In Chapter II we first provide a brief review of the random factor analytic model and its classical and Bayesian estimation procedures. Then, in Chapter III, the classical fixed factor analytic model is introduced and its new Bayesian treatment is discussed in Chapter IV. It is shown that the method proposed is more general in the sense that both the RFA and the FFA models are included as special cases. In Chapter V, an evaluation of the new method is presented based on some real and artificial data sets.
CHAPTER II

REVIEW OF THE RANDOM FACTOR ANALYTIC (RFA) MODEL

Model

Factor analysis is one of several multivariate statistical methods studying the underlying relationships between observed variables. It assumes that each observed variable, $y_j$, $j=1,2,...,p$, can be represented as a sum of three components:

\begin{equation}
(2.1.1) \quad y_j = m_j + \sum_{e=1}^{r} f_{e} a_{je} + u_j,
\end{equation}

where the $m_j$ is the overall mean of variable $j$, the $f_{e}$, $e=1,2,...,r$, $r < p$, are latent (unobserved) variables called common factors, the $a_{je}$, $e=1,2,...,r$, are the weights (called factor loadings) that link the $e$th factor to variable $j$, and the $u_j$ are other latent variables called unique factors for variable $j$. The number of latent common factors, $r$, is usually referred to the number of dimensions. Arranging $p$ observed variables together, (2.1.1) can be written as

\begin{equation}
(2.1.2) \quad \mathbf{y} = \mathbf{m} + \mathbf{Af} + \mathbf{u},
\end{equation}

where

$\mathbf{y} = [y_1, y_2, \ldots, y_p]'$, $p \times 1$,

$\mathbf{m} = [m_1, m_2, \ldots, m_p]'$, $p \times 1$,
Using $E$, $D$, and $C$ to represent expectation, dispersion and covariance operators, respectively, the following specifications are typically made:

- (2.1.3) $E(f) = 0$
- (2.1.4) $D(f) = C_p$

where $C_p$ is the $r \times r$ factor correlation matrix with $\text{diag}(C_p) = I_r$,

- (2.1.5) $E(u) = 0$,
- (2.1.6) $D(u) = D$,

where $D$ is the $p \times p$ diagonal matrix consisting of $d_j$'s,

- (2.1.7) $C(f,u) = 0$, (zero).

We call this model, following McDonald (1979b), the Random Factor Analysis (RFA) model, in the sense that $f$ is treated as a random variable.

Under the RFA model we can deduce the following:

- (2.1.8) $E(y) = m$,
- (2.1.9) $D(y) = \Omega = AC_p A' + D$,

$C(y,f) = AC_p$,

- (2.1.10) $E(y|f) = m + Af$,

and
The last relation, (2.1.11), is sometimes called 'partial linear independence', Joerreskog and Soerbom (1979, ch.1), or 'weak local independence', McDonald (1979a). The implication of (2.1.11) is that, given \( \mathbf{f} \), the unique scores are not correlated with each other and that with respect to \( \mathbf{f} \) the conditional variances of the unique scores are homoscedastic within each variable. It should be noted that the number of dimensions, \( r \), is defined by (2.1.11). That is, \( r \) is the minimum number of common factors such that the conditional dispersion matrix of the observed variables given the common factors is diagonal. The only substantive assumptions of the RFA model are that \( r < p \) and that the variables are conditionally independent and homoscedastic (2.1.11). Beyond that the model is simply a decomposition, cf. Lord and Novick, 1968, Ch. 24.

It can be shown that if the original variables are rescaled by \( p \times p \) diagonal matrix \( \mathbf{V} \) and a \( p \times 1 \) vector \( \mathbf{v} \) so that

\[
(2.1.12) \quad \mathbf{y}^* = \mathbf{V}(\mathbf{y} - \mathbf{v}),
\]

then the resulting variables have the mean and dispersion, respectively,

\[
(2.1.13) \quad \mathbf{E}(\mathbf{y}^*) = \mathbf{V}(\mathbf{m} - \mathbf{v}),
\]

\[
\mathbf{D}(\mathbf{y}^*) = \mathbf{V} \mathbf{D} \mathbf{V}.
\]

Therefore, the change of original scale results in the corresponding rescaling of the mean, factor loadings and unique variance, namely,

\[
\mathbf{m}^* = \mathbf{V}(\mathbf{m} - \mathbf{v}), \quad \mathbf{A}^* = \mathbf{V} \mathbf{A} \quad \text{and} \quad \mathbf{D}^* = \mathbf{V} \mathbf{D} \mathbf{V}.
\]
When we estimate parameters from the observations, whether this property holds among the estimates depends on what method of estimation is used. It is known that maximum likelihood estimates and Bayesian mean, median, and modal estimates have this property. Some other estimation procedures do not have this property.

It is well known that the model (2.1.2) through (2.1.7) is not unique.

Consider the transformation

\[(2.1.14) \quad \hat{f} = T^T \hat{f},\]

where \(T\) is the \(r \times r\) nonsingular matrix with \(\text{diag}(T'C_pT)=I_r\).

With this new latent variable we can rewrite the model as

\[(2.1.15) \quad y = \mu + B \hat{f} + u,\]

where \(B = A(T')^{-1}\),

which has the same form as the original model.

With this new parametrization, we have

\[(2.1.16) \quad E[\hat{f}] = 0,\]

\[(2.1.17) \quad D[\hat{f}] = T'C_pT,\]

\[(2.1.18) \quad D[y] = B T'C_p T B' + D,\]

and

\[(2.1.19) \quad C[y, \hat{f}] = B T'C_p T = AC_p T.\]

This implies that, given one set of factors, we can always transform them into a desired form by appropriately choosing the transformation matrix \(T\). This is known as rotational indeterminacy. For example, if the \(T\) matrix has the form
L4 Martin and McDonald's prior on D

Combining the prior distributions of A and C_P in L1 through L3 with the prior distribution of D of the form
the density of d_j is proportional to Exp[(-1/2)v_j/d_j],

j=1,2,...,p, independently,

where v_j's are prior constants,

we have L41, L42, and L43, say, respectively.

PR

For those elements of A of which we have strong prior
information,

\( \mathbf{a} \sim N(\mathbf{a}^*, \mathbf{G}) \),

where \( \mathbf{a} \) is the column roll-out of those elements of A.

For the rest of the elements of A, of which the information
is vague, a locally uniform prior is assumed.

For each element of D, independently,

the density of d_j proportional to \( 1/d_j^\mathbf{h} \),

is used.

\( \mathbf{a}^*, \mathbf{G}, \) and \( \mathbf{h} \) are the prior constants.

A and D are mutually independent.
A, C_p, and D are mutually independent.

**L2 Non exchangeable factor loadings**

For those elements of a_j e's not fixed, independently,

\[ a_{je} | a_{je}^2 \sim N(a_{je}^*, a_{je}^2), \]

\[ d_{je} w_{je}/a_{je}^2 \sim x^2(d_{je}). \]

For C_p and D the same priors as L1 is used.

\[ a_{je}^*, d_{je}, w_{je} \] for those elements of A not fixed,

are the prior constants.

A, C_p, and D are mutually independent.

**L3 Noninformative prior**

For those elements of A not fixed,

\[ a_{je} \sim \text{locally uniform.} \]

For C_p, hierarchically,

\[ C_F^{-1} | R \sim W_F(R, g), \]

density of R is proportional to \(|R|^{-(r+1)/2}. \)

\[ g \] is the prior constant.
2. Likelihood function

L1 through L4 and PR Sample dispersion matrix is assumed to have
the Wishart density in (2.2.9). The likelihood
L1 in (2.2.10) is used.

KP Same as above with nonzero off diagonal element of D.

WO The data matrix Y is assumed to have the Normal
density in (2.2.12). the likelihood L2 will be used.

3. Prior distribution

L1 Exchangeable factor loadings

For those $a_{je}'$s which are not fixed, hierarchically,

$$a_{je} | a^*, s^2 : N(a^*, s^2), \text{i.i.d.}$$

$$a^* : \text{locally uniform,}$$

$$wd/s^2 : X^2(d).$$

For $C_F$,

$$C_F^{-1} : W_c(R, g).$$

For each element of $D$, independently,

$$h_jv_j/d_j : X^2(h_j).$$

$d, w, R, g, v_j', a, h_j'$s are prior
constants.
Evaluate the posterior distribution in order to find some values of the parameters which best represent the posterior distribution, (location and dispersion.)

In the following section a step by step comparison of seven existing Bayesian methods will be presented. These methods are:

(PR) Press'(1982).

(Each method will be denoted by the abbreviation presented in the parenthesis.)

Because Martin and McDonald's(1975) method can be treated as a special case of Lee's method, it will not be considered explicitly.

Stepwise Comparison of Bayesian Methods

1. Parameters of interest

L1 through L4  $A, C_p, \text{ and } D$ with some of the elements of $A$ fixed.

PR $A$ and $D$.

KP $A$ and $D$, with $D$ not restricted to be a diagonal, $r$ not restricted to be less than $p$.

WO $w, A, \text{ and } D$. 
approximation to the $X^2$ distribution.

To test the hypothesis with some of the elements of $A$ or $C_F$ being fixed, say, to zero, a slightly different procedure is employed. This approach is called confirmatory factor analysis or the restricted model, [Joereskog (1969)]. Treating $C_F$ as a parameter in the model, if the pattern of the values fixed is such that it enables the unique maximum of the likelihood, the minimization is performed without restrictions (2.2.15) and (2.2.16) with respect to $D$ and those elements of $A$ and $C_F$ which are not fixed. If this is not the case the minimization will be performed subject to some additional condition which guarantees a unique solution. In either case, some adjustment of the degrees of freedom is necessary. Essentially, d.f. is equal to

$$p(p+1)/2 - \text{number of free parameters to be estimated}$$

$$+ \text{number of independent restrictions on the parameters.}$$

For further details, see Joereskog(1969).

**The Review of Bayesian Estimation Methods in EFA Model**

In this section a review of existing Bayesian estimation methods in the EFA model is presented. In general, Bayesian estimation proceeds as follows:

1. Identify the parameters of interest.
2. Specify the conditional distribution of data given parameters, namely, the likelihood function.
3. Specify the form of the prior distribution of the parameters.
4. Find the posterior distribution of the parameters given the data.
for the resulting normal equations. Since the grand mean $\mu$ is treated as known in their method, the result is the same as the MLE based on the $L^2$ likelihood.

Goodness of Fit Test in EFA Model

With large $N$, it is known, Joereskog (1967), that minus twice the log likelihood ratio

$$\text{LLR} = -2( L_1(A^+, D^+|S) )$$

$$-\ln( |S|^{-(N-1)/2} \exp[-(N-1)/2 \text{tr}(S^{-1}S)])$$

$$= (N-1)( F_1(A^+, D^+) - \ln(|S|) - p )$$

is distributed as

$$\text{LLR} : \chi^2( (p-r)^2 - (p+r)/2 ).$$

The inside of the second logarithm term is the value of $L_1$ evaluated at

$$\Omega = (N/(N-1))S.$$ Therefore, the hypothesis

$$H_r : \Omega = AC_p A' + D$$ with specified $r$,

can be tested against the alternative hypothesis

$$H_0 : \Omega \text{ is positive definite symmetric,}$$

with approximate significance level alpha, by comparing the value of LLR to the

$$(1-\alpha)\text{ percentile point of the } \chi^2 \text{ distribution, i.e., if LLR exceeds the percentage point, } H_r \text{ will be rejected. Bartlett}(1951) \text{ has suggested that the use of } N-1-(2p+5)/N-2r/3 \text{ in place of } N-1 \text{ in (2.3.1) in order to obtain a better}$$
matrix, thus, the $\Omega$ matrix, must be calculated by (2.2.23) each time $D$ is updated since we are treating $F_2$ as the function of $D$ only. The algorithm usually converges rapidly to a local minimum. It is known, however, that the minimum often lies on the region where some of the error variances are zero, i.e., a Heywood case.

Another approach to the ML estimation of the RFA model is found in Rubin and Thayer (1982) where the EM algorithm is used. (See Chapter IV for the explanation of the EM algorithm.) Their solution is the iteration of the following two steps:

The $E$-step:

(2.2.26) $W = ( D + AC_pA' )^{-1} AC_p$.

and

(2.2.27) $Q = ( W' SW + V )^{-1}$.

where

(2.2.28) $V = C_p - C_pA(D+AC_pA')^{-1}AC_p$.

The $M$-step:

(2.2.28) $A = SWQ$, and

(2.2.29) $D = \text{diag}( S - SWW'S )$.

The method is derived by writing the $L_3$ likelihood discussed in Chapter III in terms of the sufficient statistics, $S$, $(1/N)Y'F$, and $(1/N)F'F$, replacing the corresponding quantities by their conditional expectations given $Y$, namely, $S$, $SW$, and $Q^{-1}$, differentiating the result with respect to $A$ and $D$, and solving
should be taken. Also, from (2.2.18) we have, given A,

\[(2.2.24) \quad D = \text{diag}(S - ACA')\].

Therefore, the iteration of (2.2.23) and (2.2.24) gives the desired minimum of \(F_2\) when the process converges. However, this method given in Lawley and Maxwell (1963) is known to be very slow to converge. Therefore, the following method is usually used [Lawley and Maxwell (1971) or Joereskog (1967)].

Noticing the fact that the conditional minimum of \(F_2\) with respect to \(A\) given \(D\) is obtained analytically by (2.2.23) we may consider \(F_2\) as a function of \(D\) only. That is, the derivative of \(F_2\) with respect to \(D\) can be evaluated as

\[(2.2.25) \quad \frac{d F_2}{d d_j} = \frac{\partial F_2}{\partial A} \left[ \frac{\partial A}{\partial d_j} \right] + \text{tr}[\left(\frac{\partial F_2}{\partial A}\right) \left[\frac{\partial A}{\partial d_j}\right]],\]

\(j = 1,2,\ldots, p.\)

However, the second term vanishes at the point where (2.2.23) is satisfied since \(\partial F_2/\partial A\) is zero if the \(A\) matrix given in (2.2.23) is used to evaluate it. Therefore, the derivative of \(F_2\) with respect to \(D\), when it is regarded as a function of \(D\) only, is given by (2.2.18) with the \(A\) matrix, thus the \(\Omega\) matrix, defined by (2.2.23). Given the derivatives, the minimization of \(F_2\) can be performed via several existing numerical methods which do not require the information provided by the second derivative of \(F_2\) with respect to \(D\).

For example, the Fletcher-Powell method, which is advocated by Joereskog (1967), determines the direction of search for the minimum by approximating the inverse of the second derivative matrix using the information provided by the first derivatives only. It should be noted that when the evaluation of \(F_2\) is necessary, say, in the cubic search along the direction determined, the \(A\)
solution based on $F_2$ is as follows. The partial derivatives of $F_2$ with respect to $A$ and $D$ are:

(2.2.17) $\frac{\partial F_2}{\partial A} = 2(\Omega^{-1}A - \Omega^{-1}SD^{-1}A)$,

and

(2.2.18) $\frac{\partial F_2}{\partial D} = \text{diag}(\Omega^{-1} - \Omega^{-1}SD^{-1})$.

(See the Appendix for matrix differentiation.)

By setting (2.2.17) equal to zero we have

(2.2.19) $SD^{-1}A = A$.

But, by Lawley's trick in the Appendix, it can be reexpressed as

(2.2.20) $SD^{-1}A(I_x + A'D^{-1}A)^{-1} = A$,

thus,

(2.2.21) $SD^{-1}A = A(I_x + A'D^{-1}A)$,

or,

(2.2.22) $D^{-1/2}SD^{-1/2}D^{-1/2}A = D^{-1/2}A(I_x + A'D^{-1}A)$.

This form shows, with the restriction (2.2.15), that $(I_x + A'D^{-1}A)$ is the eigen values of $D^{-1/2}SD^{-1/2}$ and that $D^{-1/2}A$ is the associated eigen vectors. That is, given $D$, the $A$ matrix which minimizes $F_2$ can be written as

(2.2.23) $A = D^{1/2}Q(L+I_x)^{1/2}$,

where $L$ is the eigen value matrix of $D^{-1/2}SD^{-1/2}$ and $Q$ is the associated orthonormal eigen vectors.

It can be shown that in order to minimize $F_2$ the $r$ largest eigen values
\[ x \exp\left((-1/2) \text{tr}((Y^{-1}m')^{-1}(Y^{-1}m'))\right) \]

\[ = |\Omega|^{-N/2} x \exp\left((-N/2) \text{tr}(\Omega^{-1}S)\right) \]

\[ = \exp\left((-N/2)(\bar{Y} - \overline{\mu})'\Omega^{-1}(\bar{Y} - \overline{\mu})\right), \]

where \( \bar{Y} = (1/N) \sum_{i=1}^{N} Y_i \).

Noticing that regardless of the value of \( \Omega \), \( L_2 \) is maximized at

\[(2.2.13) \quad \Omega^+ = \bar{Y},\]

the MLE of \( A \) and \( D \) can be found by minimizing the monotone decreasing function of \( L_2 \),

\[(2.2.14) \quad F_2(A,D) = \ln|\Omega| + \text{tr}(\Omega^{-1}S).\]

Because \( F_2 \) is not a monotone function of \( F_1 \) the resulting solution, when \( N \) is not so large, is different.

In both methods, in order to remove the rotational indeterminancy the restrictions

\[(2.2.15) \quad A'D^{-1}A \text{ is diagonal}, \]

and

\[(2.2.16) \quad C_F = I_r, \]

are enforced. If the factors are assumed to be correlated, the correlated factor will be found by finding the transformation matrix \( P \) described in \((2.1.14) \) through \((2.1.20) \).

Several numerical methods are available, for example, see Lawley and Maxwell(1963, 1971) or Joreskog(1967, 1977). The outline of the
(2.2.6) \[ S = (1/N)Y'Y, \]

where

(2.2.7) \[ Y = [Y_1, Y_2, \ldots, Y_N]', \quad N \times p, \]

and

(2.2.8) \[ J = I_N - (1/N)1_N1_N', \]

has the Wishart distribution, Press (1972),

(2.2.9) \[ N \times S : W_p(A, C + D, N - 1), \]

where \( W_p(C, df) \) denotes the Wishart distribution with

the expectation \( df \times C \) and the degrees of freedom, \( df \).

The likelihood of \( A \) and \( D \) is proportional to

(2.2.10) \[ L_1(A, D|S) = \mid \Omega \mid^{-(N-1)/2} \exp\left[-(N/2)\text{tr}(\Omega^{-1}S)\right], \]

where the symbol \( \sim \) denotes the proportionality.

Therefore, in this formulation, the statistical estimation of the original EFA parameters reduces to the estimation of the covariance structure shown in (2.1.9) under the Wishart probability model. (Usually, \( \mu \) is estimated by the sample overall mean.) The maximum likelihood estimates (MLE) of \( A \) and \( D \) are found by minimizing a monotone decreasing function of \( L_1 \)

(2.2.11) \[ F_1(A, D) = \ln|\Omega| + \left(N/(N-1)\right)\text{tr}(\Omega^{-1}S). \]

Although this is the most commonly used ML solution there is another ML estimation procedure based on the original density of \( Y \) described in

Anderson and Rubin (1956) and Mardia, et., al. (1979). The likelihood of \( \mu, A, \]
and \( D \) given \( Y \) can be written as

(2.2.12) \[ L_2(\mu, A, D|Y) = \mid \Omega \mid^{-(N/2)} \]
where \( \Omega \) is defined in (2.1.9).

\[
\mathcal{N}_p(\mu, \Omega)
\]

denotes the \( p \)-variate normal distribution with the mean vector \( \mu \) and the dispersion matrix \( \Omega \),

and the symbol \( : \) is used to denote the distributional law.

By applying Rao's (1973) formulae 8a.3.1 and 8a.2.9, it can be shown that if we replace (2.1.7) by its stronger form,

(2.2.2) \( f \) and \( \eta \) are statistically independent,

then (2.2.1), together with (2.1.2) through (2.1.6), imply,

(2.2.3) \( f : \mathcal{N}_p(0, C_p) \)

and

(2.2.4) \( \eta : \mathcal{N}_p(0, D) \).

Therefore

(2.2.5) \( y | f : \mathcal{N}_p(m + Af, D) \).

Because of normality, (2.2.5) implies the local independence of \( y \) given \( f \) in the sense of Lord and Novick (1968, ch. 24). However, it is not true that the normality of \( y \) and the weak local independence in (2.1.11) imply the strong local independence in (2.2.5) and the independence of \( f \) and \( \eta \) in (2.2.2).

Conversely, in order to derive the normality of \( y \) in (2.2.1), we can start with (2.1.2), the independence of \( f \) and \( \eta \) in (2.2.2), and their normality in (2.2.3), and (2.2.4).

Having observed \( N \) independent observations, \( y_i, i=1,2,\ldots,N \), it follows that the sample dispersion matrix
random, and, therefore, cannot be determined. Some interesting discussions of this point from a Bayesian point of view are found in Bartholomew (1981) and Mardia, Kent, and Bibby (1979).

Historically, the RFA model is stated in terms of the correlation matrix, that is, using $[\text{diag}(\Omega)]^{-1/2}$ and $\overline{\mu}$ as the scaling constants $V$ and $\gamma$, respectively, in (2.1.12), (2.1.9) can be written as

$$(2.1.22) \quad D(x^*) = \text{diag}(\Omega)^{-1/2} \Omega \text{diag}(\Omega)^{-1/2} = R, \text{ say,}$$

where $R$ is the population correlation matrix of the observed variables.

However, instead of the population mean and standard deviation, which are not observable, if we use the sample analogues of those quantities as the scaling constants, (2.1.22) is no longer correct since $x^*$ is not a linear transformation of $x$. Similarly, if we treat those estimates as fixed scaling constants, (2.1.22) is not correct either since in this case $R$ is not the population correlation matrix but simply a rescaled covariance matrix.

Therefore throughout this paper we do not refer to the correlation matrix.

**Maximum Likelihood Estimation in RFA**

In this section we briefly review the Maximum Likelihood (ML) estimation procedure of the RFA parameters, namely $\mu$, $A$, and $D$. In order to perform ML estimation it is necessary to introduce the following full distributional assumption:

$$(2.2.1) \quad \chi \sim N_p(\mu, D)$$
(2.1.20) \( T = P N^{-1/2} Q N^{1/2} P' \),

where \( C_F' = P N P' \) is the normalized eigen decomposition of \( C_F \).

and \( Q \) is any \( r \times r \) orthonormal matrix,

the new variable \( f^* \) has the same correlation matrix \( C_F' \). If the \( T \) matrix

has the form

(2.1.21) \( T = P N^{-1/2} Q \),

the new variables become orthogonal, i.e., \( D[f^*] = I_r \).

It should be also noted that under the EFA model \( f \) is treated as a latent

random variable and therefore cannot be estimated in the usual statistical

sense, i.e., after \( y \), \( A \), and \( D \) have been estimated \( f \) and \( u \) still remain as

random quantities. The so called 'problem of factor score indeterminacy' stems

partly from this fact. Usually, in order to 'estimate' the value of \( f \)

associated with each object, \( i=1,2,...,N \), some arbitrary least squares

criterion is introduced and the value which minimizes the criterion, given the

estimate of \( A \) and \( D \), is sought. Without these additional criteria it is known,

Guttman(1955), that, as a linear combination of \( y \), the factor scores cannot be

uniquely determined even if we have estimated \( A \) and \( D \) uniquely. (See the

Appendix for the derivation of the Guttman/Ketselman formula.) That is, given

A and D, we can construct an infinite number of sets of \( f \) and \( u \) which satisfy

the model (2.1.2) through (2.1.7). Shiba (1969) has identified at least

sixteen methods with different criteria. Simply stated, given the particular A

matrix and conditioning on the observed value of \( y \), \( f \) and \( u \) in (2.1.2) remain
In this model, instead of using the \((A,D)\) parametrization, the prior density of \((A,\Omega)\) is assumed to be proportional to

\[
f(A,\Omega) = \text{Exp}\left[\left(-\frac{1}{2}\text{tr}(A-A_1')V_2(A-A_1')'\Omega\right)\right]\]

\[
\times |\Omega|^{-\left(h+p+1\right)/2}\text{Exp}\left[\left(-\frac{1}{2}\text{tr}(u^{-1}Q(A))\right)\right],
\]

where \(Q(A) = S_0 + (A-A_1)V_1(A-A_1)'.\)

and \(h, V_1, V_2, A_1, A_2, \) and \(S_0\) are the prior constants.

This form of density implies that given \(\Omega\), \(A\) is a truncated matrix normal distribution, and that given \(A\), \(\Omega\) is a truncated Wishart distribution. The truncations are done so that \(D = \Omega - AA'\) is positive definite.

For \(m\),

\[
m : N_p(0, \Omega_m), \Omega_m^{-1} \rightarrow 0\text{ (zero)}.
\]

For each element of \(A\), independently,

\[
a_{je} : N(0, \sigma^2_e), e=1,2,\ldots,r.
\]

Because the main purpose of Wong's study is the marginal maximum likelihood estimation of \(D\), no prior distribution of \(D\) is used.

\(m\) and \(A\) are mutually independent.
\( s^2 \)'s are the prior constants.

Wong also proposed a prior of the following form:

\( \sigma = \text{same as before.} \)

For each column element of \( A \), independently and hierarchically,

\[
\begin{align*}
\alpha_0 | s_0^2 & : N \left( \bar{\alpha}_0 - \frac{1}{\sigma_0^2}, \frac{1}{\sigma_0^2} \right), \\
\alpha_0^* & : N \left( 0, \sigma_0^2 \right), \quad \sigma_0^2 \rightarrow \text{infinite.} 
\end{align*}
\]

Empirical Bayes estimation of the prior constants, namely,

\( \sigma_0^2, \sigma = 1, 2, \ldots, r \), is discussed in his paper briefly.

4. Posterior distributions

After integrating \( \alpha^* \) and \( s^2 \) out,

\[
f(A, D, C_F | S) = L_1(A, D) 
\]

\[
= \prod_{\omega} \left[ \frac{1}{\sigma_0^2} \frac{1}{\sigma_0^2} \right] \frac{1}{\left( \sigma_0^2 \right)^{-1/2}} \operatorname{Exp} \left[ \left( -1/2 \right) \text{tr}(BC_F^{-1}) \right] 
\]

\[
\times \prod_{j=1}^{P} \frac{1}{d_j} \left[ d_j \left( h_j + 2 \right)^{1/2} \right] 
\]

where \( \prod_{\omega} \) denotes the product of those \( n_A \) elements of \( A \).
which are not fixed.

\[ L_2 \]

\[ f(A, D, C_P | S) = L_1(A, D) \]

\[ x \prod \left[ \left( a_j - a_j^0 \right)^2 + b_j v_j \right]^{(d_j e_j + 1) / 2} \]

\[ x \ ( \text{the last three factors of } L_1 ) \]

\[ L_3 \]

\[ f(A, D, C_P | S) = L_1(A, D) \]

\[ x |C_P|^{(r+1)/2} \]

\[ x \ ( \text{the last two factors of } L_1 ) \]

\[ L_{41}, L_{42}, \text{ and } L_{43} \]

\[ f(A, D, C_P | S) \text{ of these cases are the same as the ones in } L_1, L_2, \text{ and } L_3, \text{ respectively, with the last two factors replaced by } \prod_{j=1}^P \left[ \text{Exp}[(-1/2)v_j / d_j] \right]. \]

\[ PR \]

\[ f(A, D | S) = L_1(A, D) \]

\[ x |D|^{-k} \text{Exp}((-1/2)(a - a^0)'G(a - a^0)). \]

\[ KP \]

\[ f(A, D | S) = L_1(A, D)f(A, \Omega). \]

where \( f(A, \Omega) \) is defined in the above.
The marginal distribution of $A$ is proportional to

$$f(A|S) = F_1[AA']^{-(h+N-1)/2}$$

$$\times \exp\left\{ (-1/2) \text{tr}(G(A-A_2)V_2(A-A_2)' \right\},$$

where $F_1$ is the confluent hypergeometric function

of the arguments $(h+N)/2, h+N+p, -1/2(AA')^{-1}Q(A) + S_0$,

defined in Herz(1955).

After marginalization of $m$, the conditional
distribution of $A$ given $D$ and $Y$ is proportional to

$$f(A|D,Y) = L_1(A,D)$$

$$\times \exp\left\{ (-1/2) \sum_{o=1}^{R} \left( \frac{a_o 'a_o}{s_o^2} \right) \right\}.$$

5. Evaluation of the posterior distribution

Lee(1981) suggests the use of the joint mode as an estimate of each parameter. A numerical method analogous to the ML solution is proposed. However, this provides the location information only. Press(1982) does not suggest which values to be used as estimates. Kaufman and Press(1973) suggest the exact evaluation of the marginal mode and the normal approximation of the density. The approximation of the form

$$a|S : N_p \left( a^+, S_1 \right)$$

truncated so that

$$(N/(N-1))S-AA' \text{ is p.d.},$$
where $a$ is the column roll-out of $A$.

$$S^{-1}_1 = [V_1 \times S^{-1}] + [V_2 \times G],$$

$$S = (N(N-1)S/(N+N-1),$$

$$a^+ = S_1 [(V_1 \times S^{-1})a_1 + (V_2 \times G)a_2].$$

$a_1$ and $a_2$ are the column roll out of $A_1$ and $A_2$, respectively.

and $x$ denotes the Kronecker product.

Wong (1980) does not follow the usual Bayesian approach. Instead, he suggests the maximization of

$$L(D|Y) = \int f(A|D,Y) \, dA,$$

which is the marginal likelihood of $D$. He suggests the use of the EM algorithm with numerical integration with respect to $A$ above. For another set of the priors he also suggests the same algorithm to perform the hyperparameter estimation.

**Discussion**

As for the choice of the likelihood all the authors but Wong started with the sample dispersion matrix. This is due to the fact that $m$ is of no interest in typical applications. However, as shown in the posterior distribution of Wong’s method, the posterior distribution based on the likelihood of $S$, namely, $L_2$, can be obtained as a marginal posterior distribution of the $L_2$ based posterior distribution. In the limiting case when $O^{-1}m \to$ zero, it can be
shown that with the normal prior of $m$, the posterior marginal of $A$ and $D$ (and $C_p$) is the product of the Wishart kernel and the prior of $A$ and $D$ (, and $C_p$). Therefore, the method based on $L_2$ seems more general. On the contrary, the grand mean is so well estimated by the sample mean, it may be better to exclude $m$ from the set of parameters of interest in order to make the resulting posterior distribution simple.

The assumption employed in Kaufman and Press (1973) that the off diagonal elements of $D$ are not zero is a questionable one. It clearly contradicts the usual assumption of weak local independence, (2.11), or its strong form, (2.2.5). However, as Kaufmann and Press suggest, it accounts for the possibility of specification error, that is, if the posterior distribution of $D$ is not concentrated on the diagonal matrix then it implies that the number of dimensions specified, $r$, is too small to explain the covariance structure of the form in (2.1.9). Therefore, as long as we can evaluate the posterior distribution of $D$, the nonzero off-diagonal assumption of $D$ seems to provide useful information for determining the number of dimensions.

As for the form of prior distribution, the most interesting contrast exists between Lee's treatment of $A$ and that of Press. That is, while Lee assumes those elements of $A$ for which we have strong information to be fixed, Press places strong prior on those elements. Taking the specification error problem into account, Press' approach seems superior.

Finally, when the posterior distribution is complex, there always exists a problem of the choice between the exact modal estimate and the approximation of the posterior distribution by some evaluable density such as the multivariate
normal distribution. Although the exact evaluation of the (joint) mode provides an exact value of one indicator of the location of the posterior distribution, it does not provide the dispersion information at all. On the other hand, if we approximate the posterior distribution we can have both location and dispersion information with less accuracy in the sense that these are the approximations. In face of the complexity of the posterior distribution this is an open question.
As stated before the common factors $f$ are treated as random latent variables in the RFA model. This is due to the fact that the RFA model was developed in close relation to the classical test theory model in which each subject is often treated as a random observation and the assumption of normality is to some extent reasonable. However, there are some areas in which it is impossible to have a random sample of subjects, yet the model (2.1.1) seems reasonable. Also, the value of $f$ associated with each object, which is by definition impossible to estimate in the usual statistical sense under the RFA model, is often needed in many applications. In this chapter a model in which the common factors are treated as fixed quantities, namely, the Fixed Factor Analysis (FFA) model, will be reviewed.

The FFA model starts with (2.1.1) and its matrix equivalent form

$$Y = \frac{1}{N}m' + Fa' + U,$$

or, equivalently,

$$X_{(j)} = m_{jN} + F_{aj} + u_{(j)}, \quad j=1,2,\ldots,p,$$

where $Y = [x_1,x_2,\ldots,x_p]'$

$$= [x_{(1)},x_{(2)},\ldots,x_{(p)}]'$$
\[ F = [f_1, f_2, \ldots, f_N]' \]
\[ = [f_{(1)}, f_{(2)}, \ldots, f_{(r)}]' , \]
\[ A = [a_1, a_2, \ldots, a_p]' , \]
\[ m = [m_1, m_2, \ldots, m_p]' , \]
\[ U = [u_1, u_2, \ldots, u_N]' \]
\[ = [u_{(1)}, u_{(2)}, \ldots, u_{(p)}]' . \]

(When we refer to the columns of each matrix we attach parentheses to the subscript, that is, \( f_{(a)} \) and \( f_{(a)} \) stand for the \( i^{th} \) column and the \( i^{th} \) row of the \( F \) matrix, respectively.)

In order to avoid the redundancy of the parametrization the restrictions

\[(3.1.2) \quad 1'F = 0' , \]

and

\[(3.1.3) \quad (1/N)F'F = C_p' , \quad \text{where} \quad \text{diag}(C_p') = I_r , \]

are enforced. Since these restrictions are the counterparts of (2.1.3) and (2.1.4) in the EFA model, there still exists the rotational indeterminacy if \( C_p \) is identity. The distributional assumption

\[(3.1.4) \quad u_{(j)} : N_{p} (0 , \frac{d_j}{j} 1_N ) , j = 1, 2, \ldots , p . \]

is usually made. The equivalent form of this assumption is

\[(3.1.5) \quad u_{(i)} : N_{p} (0 , D ) , i = 1, 2, \ldots , N , \ i.i.d. , \]

where \( D \) is the \( p \times p \) matrix whose diagonal elements consist of \( d_j \)'s.

From (3.1.1) and (3.1.4) it is clear that the FFA model is equivalent to
the multivariate regression model with unknown regressor matrix and with diagonal error dispersion matrix, or to the \( m \)-group regression model with unknown common regressor matrix with heteroskedastic error variances.

[Novick, et., al. (1972).]

The likelihood of the set of parameters, namely, \( F, A, \beta, \) and \( D \), is given by

\[
(3.1.6) \quad L_3(m,F,A,D|Y) = \prod_{j=1}^{p} \left\{ f\left( \mathbf{Z}_{(j)} \mid m_j, F_j, A_j, d_j \right) \right\} = \prod_{j=1}^{p} \left\{ d_j^{-N/2} \exp\left( -\frac{1}{2d_j} Q_j \right) \right\},
\]

where

\[
Q_j = (\mathbf{Z}_{(j)} - m_j - F_j A_j)'(\mathbf{Z}_{(j)} - m_j - F_j A_j),
\]

or, equivalently,

\[
(3.1.7) \quad L_3(m,F,A,D|Y) = |D|^{-N/2} \exp\left( -\frac{1}{2} \text{tr}[D^{-1} Q] \right),
\]

where

\[
(3.1.8) \quad Q = (Y - \mathbf{1}m' - FA')'(Y - \mathbf{1}m' - FA').
\]

As pointed out by Anderson and Rubin(1956), however, this likelihood is not bounded above, that is, if any one of the quadratic forms, \( Q_j \), say, in the exponent is equal to zero the likelihood goes to infinity. The simplest way to avoid this problem is to extend the within-variable homosedasticity assumption (3.1.4) to across-variable homosedasticity, that is,

\[
(3.1.9) \quad \mathbf{u}_{(j)} : N_{N}^p(\mathbf{0}, \mathbf{d}_N\mathbf{I}_N), \quad j=1,2, \ldots, p,
\]

where \( \mathbf{d} \) is a scalar common to all the variables.
The MLE under this model with the restrictions (3.1.2) and (3.1.3) with \( C_F = I_r \) is given by the Eckart-Young (1936) decomposition of the data matrix \( Y \) after column centering. That is, the estimates of \( \mu, F, \) and \( A \) are given, respectively, by the column means of \( Y \) matrix, the first \( r \) eigen vectors of \( JTY'J \) normalized so as to satisfy (3.1.3), and the first \( r \) eigen vectors of the sample dispersion matrix \( S \) normalized so that \( A'A = L \), the eigen value matrix. This is also the least squares solution for the model (3.1.1) and the resulting \( F \) matrix is equivalent to the first \( r \) principal component scores of the matrix \( JY \). The distributional assumption (3.1.9), which assumes that all the variables have equal unique variances, however, seems to be too restrictive even if the original variables have the same variances. A better way is to assume either that the unique variances are known or that they are proportional to some known constants. For example, in case of supposedly unidimensional tests, the assumption that the error variance of each test is proportional to the length, as in Feldt (1975), may be used.

Another way to avoid the problem is to have replications. Denoting the \( k^{th} \) replication by \( Y^{(k)} \) and the corresponding error term by \( U^{(k)} \), \( k=1,2,\ldots,q \), the likelihood of the parameters given \( q \) replications is expressed as

\[
(3.1.10) \quad L_3(\mu,F,A,D|Y^{(1)},Y^{(2)},\ldots,Y^{(q)}) = |D|^{-qN/2} \exp\left\{ (-1/2) \text{tr}[D^{-1}Q_+D] \right\},
\]

where

\[
(3.1.11) \quad Q_+ = \sum_{k=1}^{q} Q^{(k)}.
\]
and

\[(3.1.12) \quad Q^{(k)} = (Y^{(k)} - 1m' - F'A)^\prime (Y^{(k)} - 1m' - F'A).\]

Since the diagonal elements of \(Q^+\) cannot be zero (assuming each \(Y^{(k)}\) is distinct) the likelihood is bounded above. The following estimating equations are given by taking the derivatives of the likelihood plus the Lagrange term to enforce (3.1.3) with \(C_F^r = I_r^r,\)

\[\text{tr}[(F'F - (N)I_N)L^*],\]

where \(L^*\) is the \(r \times r\) symmetric unknown matrix, and setting them equal to zero. (See the Appendix for matrix differentiation.)

\[(3.1.13) \quad m = (1/N)Y' \cdot 1,\]

where \(Y' = (1/q) \sum_{k=1}^q Y^{(k)}\).

\[(3.1.14) \quad D = (1/qN)\text{diag}(Q^+).\]

\[(3.1.15) \quad A = (1/N)Y' \cdot JF.\]

\[(3.1.16) \quad F = JY'D^{-1}A(A'D^{-1}A + L^*)^{-1}.\]

The last two equations reduce to

\[(3.1.17) \quad RD^{-1/2}AT = D^{-1/2}ATL,\]

where

\[R = (1/N)D^{-1/2}Y' \cdot JY'D^{-1/2},\]

\(L\) is a \(r \times r\) arbitrary diagonal matrix,

and \(T\) is a \(r \times r\) arbitrary orthonormal matrix,

and
(3.1.18) \( FT = N J Y^{-1}D^{-1}A^{-1}L^{-1} \).

Arbitrariness of \( T \) and \( L \) accounts for the orthogonal rotation. Therefore, by setting \( T = I_X \), the conditional estimate of \( A \) given \( D \) is given as the eigen vectors of \( R \) normalized such that \( A'D^{-1}A = L \), the eigen values.

Some other treatments of this problem have been proposed in Anderson and Rubin (1956), Anderson (1984), and McDonald (1979b). While the former two consider the estimation of the factor loadings and the error variances on the basis of the noncentral Wishart distribution with the restrictions (3.1.2) and (3.1.3) with \( C_P = I_X \), the latter estimates the factor scores as well as the factor loadings and the error variances by maximizing the likelihood ratio. However, the method fails to produce unique estimates of the factor scores in the sense that all the estimates that are produced by the Guttman/Kestelman formula in the Appendix also maximize the likelihood ratio.

A Bayesian treatment of this model will be proposed in the next Chapter.

The Congeneric Test Model

Consider the situation in which an instructor is to grade his/her students on the basis of, say, three examinations such as two midterms and one final. This is usually done by calculating a certain composite score such as

A) mean of raw scores,

or

B) mean of standardized scores.
When we assume that there is only one common factor, that is, \( r = 1 \), the FFA model becomes, by denoting the first column of \( F \) and \( A \) by \( f \) and \( a \), respectively,

\[
(3.2.1) \quad Y = l m' + f a' + U,
\]

or

\[
y_{ij} = m_j + f_j a_j + u_{ij}, \quad i=1,2,\ldots,N, \quad j=1,2,\ldots,p,
\]

which states, as in the general case, that the observed score is the sum of non-random and random parts, namely, \( m_j + f_j a_j \) and \( u_{ij} \), respectively, with a particular structure being enforced on the non-random part. However, the way we decompose the observed score into two parts is not unique. As pointed out by Lord and Novick 1968, Chapters 2 and 24, we can have another decomposition, namely, the classical test theoretic decomposition,

\[
(3.2.2) \quad y_{ij} = t_{ij} + e_{ij}, \quad i=1,2,\ldots,N, \quad j=1,2,\ldots,p,
\]

where \( t_{ij} \) is defined as a non-random part over the propensity distribution, i.e., replications. These two decompositions sometimes contradict each other since the factor analytic decomposition is usually made without any reference to the replications. That is, the unique score in the factor analytic decomposition may contain some of the non-random elements, namely, the specific score of each variable defined over replications. However, when we deal with only one set of observations, \( Y \), it is impossible to distinguish the specific score from the unique score. Therefore, we proceed for the present as if the specific scores are zero.

With this understanding in mind (3.2.1) states that the non-random part of the observed score of each test, the true score, is linearly related to each
(4.2.17) \( L_{D'} = \sum_{j=1}^{p} L_{Dj} + \text{const.} \),

where

(4.2.18) \( L_{Dj} = -n \ln(s/2) + 2 \ln \Gamma(n/2) + (n+2) \ln d_j + s/d_j. \)

For the second stage prior distributions we only assume the mutual
independence

(4.2.19) \( f(H \mid S) = f(H_F, H_A, H_D \mid S) \)

\[ = f(H_F \mid S_F) f(H_A \mid S_A) f(H_D \mid S_D), \]

and do not elaborate the specific form until it becomes necessary. When a
priori zeros are to be specified they should be so specified here. The easiest
way is to assume a spike function as the second stage prior distribution of the
hyperparameters whose elements are assumed to be concentrated around zero.

**Posterior Joint Distribution**

Using the Bayes' theorem the posterior joint distribution of \( F, A, D, \) and
\( H \) is given as

(4.3.1) \( f(F, A, D, H \mid S, Y) = f(Y \mid F, A, D) f(F, A, D \mid H) f(H \mid S), \)

Minus twice the log of this density is given by

(4.3.2) \( L = L_{FAD} + L_F + L_A + L_D + L_H + \text{const.} \)

\[ = \sum_{i=1}^{N} \left[ L_{AFi} + L_{Fi} \right] + L_A + L_D + L_H + \text{const}, \]

\[ = \sum_{j=1}^{p} \left[ L_{FAj} + L_{Aj} + L_{Dj} \right] + L_F + L_H + \text{const}, \]

where

(4.3.3) \( L_{FAD} = \text{tr}(Y-FA')D^{-1}(Y-FA')' + N \ln |D|. \)
(4.2.11) \( f(D | H_D) = \prod_{j=1}^{p} f(d_j | H_D) \).

where

(4.2.12) \( f(d_j | H_D) = (s/2)^{n/2}/\Gamma(n/2) d_j^{(-1/2)(n+2)} \times \exp\left(-1/2s/d_j\right), j=1,2,\ldots,p, \)

where \( \Gamma(x) \) is the gamma function.

Note that \( f \) and \( a \), which do not have any subscript or which do have subscript \( k \), are not parameters but hyperparameters.

The corresponding minus twice the log densities are,

(4.2.13) \( L_F = \sum_{i=1}^{N} \left[ L_{Fi} \right] + \text{const.} \)

where

(4.2.14) \( L_{Fi} = \ln |C_F| + f_i' C_F^{-1} f_i \),

if globally exchangeable, \( i=1,2,\ldots,N \),

= \( \ln |C_{Fi}| + (f_i - f_k)' C_{Fi}^{-1} (f_i - f_k) \),

if locally exchangeable and \( i \) belongs to subgroup \( k \), \( k=1,2,\ldots,G_p \),

(4.2.15) \( L_A = \sum_{j=1}^{p} \left[ L_{Aj} \right] + \text{const.} \)

where

(4.2.16) \( L_{Aj} = \ln |C_A| + (a_j - a)' C_A^{-1} (a_j - a) \),

if globally exchangeable, \( j=1,2,\ldots,p \),

= \( \ln |C_{Ak}| + (a_j - a_k)' C_{Ak}^{-1} (a_j - a_k) \),

if locally exchangeable and \( j \) belongs to subgroup \( k \), \( k=1,2,\ldots,G_p \).
on the first dimension, and the members of the second group have high loadings
on the second dimension, we may specify that $a_1$ and $a_2$ are concentrated
around $[a_{11}, 0]$ and $[0, a_{22}]$, respectively. This is a similar treatment of a
priori zeros described in Rubin and Thayer (1982) but more general in the sense
that this does not force the parameters to be zero, avoiding a potential
specification error.

The density functions are, respectively,

\[(4.2.7) f( F | H_F ) = \prod_{i=1}^{N} \left[ f( f_i | H_F ) \right] \]

where

\[(4.2.8) f( f_i | H_F ) = \begin{cases} |C_F|^{-1/2} \exp\left[\frac{-1}{2} (f_i^T C_F^{-1} f_i)\right], & \text{if globally exchangeable, } i=1,2,\ldots, N, \\ |C_{Fk}|^{-1/2} \exp\left[\frac{-1}{2} (f_i^T C_{Fk}^{-1} f_i)\right], & \text{if locally exchangeable and } i \text{ belongs to subgroup } k, k=1,2,\ldots, G_F. \end{cases} \]

\[(4.2.9) f( A | H_A ) = \prod_{j=1}^{p} \left[ f( a_j | H_A ) \right], \]

where

\[(4.2.10) f( a_j | H_A ) = \begin{cases} |C_A|^{-1/2} \exp\left[\frac{-1}{2} (a_j^T C_A^{-1} a_j)\right], & \text{if globally exchangeable, } j=1,2,\ldots, p, \\ |C_{Ak}|^{-1/2} \exp\left[\frac{-1}{2} (a_j^T C_{Ak}^{-1} a_j)\right], & \text{if locally exchangeable and } j \text{ belongs to subgroup } k, k=1,2,\ldots, G_A. \end{cases} \]
(4.2.6) \( s_j : N_r(s_k, C_{Ak}) \), iid, if \( j \) belongs to group \( k' \),
\[ k' = 1, 2, \ldots, G_A, \]
where \( s_k \) and \( C_{Ak} \) are, respectively, \( r \times 1 \) and \( r \times r \).

In this case we have
\[ H_F = \{ ( s_k, C_{Fk} ), k = 1, 2, \ldots, G_F \}, \]
and
\[ H_A = \{ ( s_k, C_{Ak} ), k = 1, 2, \ldots, G_A \}. \]

A locally exchangeable prior distribution for the error variance is not considered here since in real application they can almost always be considered to be globally exchangeable. We denote the number of observations in the \( k \)th locally exchangeable group by \( n_{Fk} \) and the number of variables in the \( k' \)th locally exchangeable group by \( n_{Ak} \). It should be noted that (4.2.5) and (4.3.6) can be used independently. That is, for example, we may have a globally exchangeable prior on the factor scores and a locally exchangeable prior on the factor loadings. Also, by setting one of the inverse matrices of the dispersion hyperparameters equal to zero, we can handle those observations/variables whose a priori grouping information is not clear. That is, those observations/variables with zero precision hyperparameter matrix are treated as having uniform prior distributions.

When some of the location hyperparameters are assumed to be concentrated around zero we may specify this in the specification of the second stage prior distribution. For example, if there are two locally exchangeable group of the variables and we believe that the members of the first group have high loadings
dispersion matrix,

(4.2.3) \( \mathbf{a}_j : N_r( \mathbf{a}, \mathbf{C}_a ) \), \( j=1,2,\ldots,p \), iid,

where \( \mathbf{a} \) is the \( r \times 1 \) vector of mean and \( \mathbf{C}_a \) is the \( r \times r \) dispersion matrix,

(4.2.4) \( d_j : X^{-2}(n, s) \),

where \( X^{-2}(n, s) \) indicates the inverted chi square distribution with the degrees of freedom \( n \) and mean \( s/(n-2) \).

With the previous notation we have

\[
H_F = [ f, C_F ], \]

\[
H_A = [ a, C_A ],
\]

and

\[
H_D = [ n, s ].
\]

The three sets of prior distributions, respectively, state that all the factor scores, factor loadings, and the error variances are globally exchangeable.

Since the model is based on column centered data and considering the multiplicative redundancy between \( F \) and \( A \), we set \( f=O_r \) and \( C_F=I_r \). The treatment of the oblique model will be stated later.

When the globally exchangeable prior distributions are not appropriate we may use the locally exchangeable prior distributions:

(4.2.5) \( f_i : N_r( f_k, C_{F_k} ) \), iid, if \( i \) belongs to group \( k \), \( k=1,2,\ldots,G_p \),

where \( f_k \) and \( C_{F_k} \) are, respectively, \( r \times 1 \) and \( r \times r \),
variables require heavy knowledge of vocabulary and the rest are more content
oriented. We may a priori assume that there are two locally exchangeable groups
of variables. Also, if we believe that there are some gender differences in
terms of the factor scores but that the factor loadings are invariant across
sex, we may assume the exchangeability of factor scores within boys and girls,
but not globally. The model proposed here is general enough to handle any of
these situations.

We consider the following forms for the prior distributions of the
parameters.

\[
(4.2.1) \quad f(F, A, D | H) = f(F|H_F) f(A|H_A) f(D|H_D),
\]

where \(H_F, H_A, \) and \(H_D\) are the first stage hyperparameters of the prior
distribution of \(F, A, \) and \(D, \) respectively. The independence assumption of \(F\)
and \((A, D)\) seems to be natural since knowledge of the characteristics of each
subject usually does not affect knowledge of the characteristics of variables.
The independence of \(A\) and \(D\) may not seem to represent the real situation
considering the fact that the expected dispersion matrix of the observation is
expressed as the sum of \(AA'\) and \(D,\) but this is not the case since the prior
distributions are to be specified prior to the data collection. That is, we
argue that \(A\) and \(D\) are independent until we calculate the sample dispersion
matrix.

For each component we first assume the following globally exchangeable
prior distributions:

\[
(4.2.2) \quad f_i : N_r( \mu_i, C_F), \quad i=1,2,\ldots,N, \text{ iid},
\]

where \(\mu\) is the \(r \times 1\) vector of mean and \(C_F\) is the \(r \times r\)
the formuals the range is not specified. The second stage hyperparameter $S$ is typically specified to provide a relatively flat prior distribution for the $H$, expressing ignorance about the location. This type of prior distribution is called an exchangeable prior distribution. It should be noted that the first stage hyperparameters $H$ can be constant if the distribution of $H$ is really tight.

As a variation of the exchangeable prior presented above, we may have the following locally exchangeable prior.

$$P_k : f(P_k | H), \text{ iid, if } k \text{ belongs to a subset } g,$$

$$H : f(H | S), \text{ g = 1, 2, ..., G, iid.}$$

That is, we divide $k$ parameters into $G$ subsets and assume the exchangeability within each subset. Since the exchangeability assumption is crucial in real data analysis much caution should be exercised when it is incorporated.

In the factor analytic context there are $N$ individuals, each of which is regarded as a population, and the location $f_i$ of each individual is to be estimated. Also, each of the $p$ variables represents $p$ populations and their parameters $a_j$'s and $d_j$'s are to be estimated. Unless we are to perform some confirmatory study it is often difficult to specify the informative prior distributions for all of $N+(r+1)p$ parameters. Also, it is often the case that we know that some of the tests or some of the subjects are very similar to each other prior to data collection. Therefore, the exchangeable prior seems to fit the typical application of the model very well. For example, if all the variables to be analyzed are supposed to measure reading skills we may a priori assume that those variables are exchangeable. However, if half of the
that is proper. Second, if we have very weak knowledge we use a noninformative prior distribution that is improper. The third case is that of an exchangeable prior distribution and is applicable when there are several of parameters which represent the same characteristics, say, location, of different populations and we believe those parameters are similar to each other. For example, when the means of $m$ normal populations are to be estimated, we may know, a priori, that those $m$ values are similar to each other but may not be able to precisely specify the 'mean' of these $m$ values.

The relative similarity of prior values can be expressed as the following hierarchical forms. According to the model stated above it is assumed that

$$
P_k : f( p_k \mid H ), k=1,2,\ldots,m, \text{iid},
$$

$$
H : f( H \mid S ),
$$

where $P = [p_1, p_2, \ldots, p_m]'$ is the $m \times 1$ parameter vector of interest, $H$ is the $n_l \times 1$ first stage hyperparameter vector and $S$ is the $n_2 \times 1$ second stage hyperparameter for the prior parameter $H$.

That is, we express the relative similarity of all parameters by assuming that they come from the same distribution and express the uncertainty of that distribution by the probabilistic structure of the hyperparameters. The prior distribution of the $p_k$'s can be expressed without using $H$ if we marginalize the joint distribution of $P$ and $H$ with respect to $H$. In this case the prior distribution of $P$ can be written as

$$
f( P \mid S ) = \int f( P \mid H ) f( H \mid S ) dH.
$$

Since it is usually the case that $n_2 < n_l < m$, it should be easier to specify the prior constant $S$. It should be understood that the range of integrations is the domain of the variables to be integrated out. To avoid complexity in
\[ f(\mathbf{x}_{(j)} \mid F, A, D) = f(\mathbf{x}_{(j)} \mid F, a_j, d_j) \]

\[ = d_j^{(-1/2)}N \]

\[ \times \text{Exp}\left( -\frac{1}{2} \right) \left( \mathbf{z}_{(j)} - \mathbf{F}_j \right)^\prime (\mathbf{z}_{(j)} - \mathbf{F}_j)/d_j \right). \]

Here, the symbol \(-\) is again used to denote the proportionality.

Minus twice the log likelihood is

\[ (4.1.5) \quad L_{\text{FAD}} = -2 \ln f(\mathbf{Y} \mid F, A, D) \]

\[ = \text{tr}(\mathbf{Y} - \mathbf{F} \mathbf{A}' D^-1 (\mathbf{Y} - \mathbf{F} \mathbf{A}')' + N \ln |D| + \text{const.} \]

\[ = \sum_{i=1}^{N} [ L_{\text{AFi}} ] + N \ln |D| + \text{const.}, \]

where

\[ L_{\text{AFi}} = (\mathbf{x}_i - \mathbf{A} \mathbf{f}_i)' D^{-1} (\mathbf{x}_i - \mathbf{A} \mathbf{f}_i), \]

\[ = \sum_{j=1}^{P} [ L_{\text{FAj}} ] + N \ln |D| + \text{const.}, \]

where

\[ L_{\text{FAj}} = (\mathbf{x}_{(j)} - \mathbf{F}_j)' (\mathbf{x}_{(j)} - \mathbf{F}_j)/d_j . \]

In the following sections the subscript \( i \) always refers to the observations, and the subscript \( j \) to the variables.

**Prior Distributions**

In general there are three ways to express our prior beliefs about the parameters of interest in a Bayesian estimation procedure. First, if we have strong knowledge of the parameters we use an informative prior distribution.
where

\( Y(j) \) is the \( N \times 1 \) vector of centered observations for the variable \( j \),

\( U(j) \) is the \( N \times 1 \) vector or the error terms for the variable \( j \),

\( F = [ f_1, f_2, \ldots, f_N ]' \) is the \( N \times r \) factor score matrix.

Collectively, we may write,

(4.1.3) \( Y = FA' + U \),

where

\[
Y = [ Y(1), Y(2), \ldots, Y(p) ] \\
= [ Y_1, Y_2, \ldots, Y_N ]', \quad N \times p,
\]

\[
U = [ U(1), U(2), \ldots, U(p) ] \\
= [ U_1, U_2, \ldots, U_N ]', \quad N \times p.
\]

Therefore, the likelihood of \( F, A, \) and \( D \) given \( Y \) can be written as

(4.1.4) \( f( Y | F, A, D ) = \)

\[
|D|^{(-1/2)N} \exp\left( -\frac{1}{2} \text{tr} \left( (Y-FA')D^{-1}(Y-FA')' \right) \right)
\]

\[
= \prod_{i=1}^{N} \left[ f( y_i | F, A, D ) \right],
\]

where

\[
f( y_i | F, A, D ) = f( y_i | f_i, A, D )
\]

\[
= |D|^{-1/2}
\]

\[
x \exp \left( -\frac{1}{2} \left( y_i - Af_i \right)'D^{-1}(y_i - Af_i) \right)
\]

\[
= \prod_{j=1}^{p} \left[ f( y(j) | F, A, D ) \right],
\]

where
and do not treat it as a model parameter in order to have simpler form. Therefore, it should be understood that the observations are centered, i.e., each observed variable has a zero sample mean.

We state the model as follows.

\[(4.1.1) \quad Y_i = A f_i + u_i, \quad i=1,2,...,N, \]

\[u_i \sim N_p(0, D), \quad i=1,2,...,N, \text{ iid,} \]

where

\[Y_i\] is the \(p \times 1\) vector of the column centered observations for subject \(i\),

\[u_i\] is the \(p \times 1\) vector of the error terms for subject \(i\),

\[f_i = [f_{i1}, f_{i2}, ..., f_{ir}]', \quad i=1,2,...,N, \]

is the \(r \times 1\) factor score vector for observation \(i\),

\[A = [a_1, a_2, ..., a_p]' \]

where \(a_j = [a_{j1}, a_{j2}, ..., a_{jr}]', \quad j=1,2,...,p, \]

is the \(r \times 1\) factor loading vector for the variable \(j\),

\[D = \text{diag}(d_1, d_2, ..., d_p)\]

is the \(p \times p\) diagonal dispersion matrix of the error term.

The diagonality of the \(D\) matrix enables us to reexpress the model variable wise as follows.

\[(4.1.2) \quad Y_{(j)} = F_{(j)} + u_{(j)}, \quad j=1,2,...,p, \]

\[u_{(j)} \sim N_p(0, D_{(j)}), \quad j=1,2,...,p, \text{ iid,} \]
CHAPTER IV
THE BAYESIAN FACTOR ANALYSIS

In this chapter a new Bayesian factor analytic model, where the factor scores as well as the factor loadings and the error variances are treated as one of the parameters to be estimated, is developed. The presentation is fully Bayesian in the sense that all the parameters have prior distributions and the inference is based on their posterior distributions. After the description of the model and the prior distributions the posterior joint distribution of all the parameters is derived. Then, the joint distribution is marginalized and/or conditionalized to obtain the point estimates. This enables us to reduce the factor score indeterminacy problem to the usual problem of the choice of point estimate, namely, mean, mode, or something else of the posterior distribution of the factor scores. Because the EM algorithm and its variations are used for the marginalization of the posterior joint distribution a brief description of the algorithm is provided after the derivation of the posterior distribution.

The Model

In this chapter a model similar to the one used in the fixed factor analysis is used. Since is defined as the grand mean we replace it by the sample mean, namely,
section. Thus, within the framework of MLE it is impossible to estimate the
parameters of the general congeneric model. Some modifications such as the
across test homoscedasticity in (3.1.9) or
\[(3.2.7) \quad a_j = 1, \quad j=1,2,\ldots,p,\]
and \(d_j\) is proportional to the observed score variance
of test \(j\),
are necessary to deal with the form more general than the parallel test model.
With the former assumption, with some restrictions concerning the scale and the
origin of the true score such as (3.1.2) and (3.1.3), we have the first eigen
vector of \(YY'j\) as the MLE of \(\theta\), and with the latter, we have \(B)\).

Therefore, if we are to calculate a composite score based on the general
congeneric test model, the Bayesian unidimensional FFA model proposed in the
next chapter is the only possible way. It should be also noted that
Lindley(1971a) has proposed a Bayesian solution to the parallel test model with
an exchangeable prior distribution of the factor score.
other. This is sometimes referred to the congeneric test model, Kristof (1974), Feldt (1975), and contains the parallel test model or the tau-equivalent test model as a special case. That is, if all the a's are equal we have the essentially tau-equivalent test model, if, in addition, all the m's are equal we have the tau-equivalent test model, and if, in addition, all the unique variances are equal we have the parallel test model. Although classical test theory does not assume the strong form of the distributional assumption nor within test homoscedasticity such as

\[(3.2.3) \ u_{ij} : N(0, d_j), i=1,2,...,N, j=1,2,...,p.\]

we assume this to facilitate the comparison. This assumption, which specifies the characteristic of the error term associated with each test, does not seem to be strong compared to the normality assumption of each subject's true score used in the FEA model.

With assumption (3.2.3) and the parallel test assumption,

\[(3.2.4) \ m_j = 0, j=1,2,...,p,\]
\[(3.2.5) \ a_j = 1, j=1,2,...,p,\]

and
\[(3.2.6) \ d_j = d, j=1,2,...,p,\]

it can be shown that the MLE of the factor score is given by A) in the example above.

However, if we allow the unique variance to vary freely in order to deal with the tau-equivalent models it can be shown that the MLE does not exist even with the restrictions (3.2.4) and (3.2.5). This is due to the same unboundedness of the \(L_3\) likelihood function described in the previous
(4.3.4) \[ L_{AP_i} = (Y_i - A_{F_i})' D^{-1} (Y_i - A_{F_i}), \]

(4.3.5) \[ L_{F_{A_j}} = (Y_{(j)} - F_{A_{j}})' (Y_{(j)} - F_{A_{j}}) / d_j, \]

(4.3.6) \[ L_D = \sum_{j=1}^{D} \{ L_{D_j} \}, \]

(4.3.7) \[
\begin{align*}
L_{D_j} &= L_{D_j} + N \ln d_j \\
&= -n \ln(s/2) + 2 \ln \text{Gamma}(n/2) + (N+n+2) \ln d_j + s/d_j,
\end{align*}
\]

and

(4.3.8) \[ L_H = -2 \ln f( H \mid S ). \]

Unlike the L₃ likelihood in Chapter III the posterior joint distribution is not unbounded above due to the term s/d₉ introduced by the prior distribution of the error variance. However, it is found that, unless we have the value of s which is comparable to the magnitude of the residual sum of squares,

\[ \text{RSS}_j = (Y_{(j)} - F_{A_{j}})' (Y_{(j)} - F_{A_{j}}), \]

the joint mode of (4.3.1) exists in the region where some of the error variances are close to zero.

Note that (4.3.1) also gives various conditional distributions by dropping the factors which consist purely of the parameters/hyperparameters on which we would like to condition. In terms of (4.3.2), minus twice the log posterior conditional distribution of, for example, the factor scores and the factor loadings given the error variances and the hyperparameters is given by

\[ L_{FAD} + L_{F} + L_{A} + \text{const}. \]
Posterior Marginal Distributions

When the globally exchangeable prior is used either for the factor scores or for the factor loadings, following two marginal distributions can be derived analytically.

\[ (4.4.1) \quad f(F, D, H | S, Y) = \int f(F, A, D, H | S, Y) \, f(A | S) \, dA \]
\[ = \int f(Y | F, A, D) \, f(A | H_A) \, dA \, f(F | H_F) \, f(D | H_D) \, f(H | S) \]
\[ = \prod_{j=1}^{p} \left[ \text{Gamma} \left( \frac{N+n}{2} \right) \right] \]
\[ \exp \left( -\frac{1}{2} \text{tr} \left( \frac{1}{p} A' A + D^{-1} \right) \right) \]
\[ \times f(A | H_A) \, f(D | H_D) \, f(H | S). \]

\[ (4.4.2) \quad f(A, D, H | S, Y) = \int f(F, A, D, H | S, Y) \, f(F | S) \, dF \]
\[ = \int f(Y | F, A, D) \, f(F | H_F) \, dF \, f(A | H_A) \, f(D | H_D) \, f(H | S) \]
\[ = \prod_{j=1}^{p} \left[ \text{Gamma} \left( \frac{N+n}{2} \right) \right] \]
\[ \times f(A | H_A) \, f(D | H_D) \, f(H | S). \]

Also, with the globally exchangeable prior of the error variances, we have

\[ (4.4.3) \quad f(F, A, H | S, Y) = \int f(F, A, D, H | S, Y) \, dD \]
\[ = \int f(Y | F, A, D) \, f(F | H_F) \, dF \, f(A | H_A) \, f(D | H_D) \, f(H | S) \]
\[ = \prod_{j=1}^{p} \left[ \text{Gamma} \left( \frac{N+n}{2} \right) \right] \]
\[ \times f(F | H_F) \, f(A | H_A) \, f(H | S), \]

where \( \text{RSS}_j = (Y(j) - F_a) (Y(j) - F_a)' \).

Note that the posterior marginal distribution of \( A, D, \) and \( H \) is...
essentially equivalent to the familiar likelihood on which the usual MLE is based. In this sense our approach includes both the random and the fixed factor analytic model reviewed in the previous chapters.

Theoretically, when we are interested in the estimation of the factor scores and the factor loadings we may be able to use the joint mode of the marginal distribution of the factor scores and the factor loadings as the point estimates. However, since the distribution given in (4.3.3) has the same tendency as the joint posterior distribution given in (4.3.1), it is not desirable to use the mode of (4.3.3) as the estimate. That is, the mode is close to the region where some of the $d_j$'s are zero. (It can be shown that (4.4.1) also has the same characteristic.) On the other hand, the marginal distributions given in (4.4.1) and (4.4.2) contain the location parameter $F$ or $A$ and the scale parameter $D$ together. Therefore, the modes of these densities are, in this sense, still joint modes (e.g. $(F,D)$ or $(A,D)$) and suffer the criticism of O'Hagan (1976), or Fienberg (1972). Also, Rubin and Thayer (1982), who derived the MLE from the equivalent likelihood, note that 'estimation of variances should be from their marginal likelihood.' The point is that the joint mode or the joint MLE tends to underestimate the error variances due to the lack of degrees of freedom adjustment, often resulting in the Heywood case. Therefore, some additional marginalization is necessary.

Since we have the hyperparameters in the posterior distribution we first marginalize all the parameters in order to have point estimates of the hyperparameters. That is, the point estimates of the hyperparameters are given by the mode of

\[ (4.4.4) \quad f(H \mid S, Y) = \int \int f(F, A, D, H \mid S, Y) \, dF \, dA \, dD. \]
Then, conditioned on the obtained values of the hyperparameters, the point estimate of the error variance is derived as the mode of

\[ f(D \mid H, S, Y) = \int \int f(F, A, D \mid H, S, Y) \, dF \, dA. \]

Then, conditioned on the point estimates of the error variances and the hyperparameters, we estimate the factor scores and the factor loadings as the mode of

\[ f(F \mid A, D, H, S, Y), \]

\[ f(F \mid D, H, S, Y) = \int f(F, A \mid D, H, S, Y) \, dA, \]

or

\[ f(A \mid D, H, S, Y) = \int f(F, A \mid D, H, S, Y) \, dF. \]

As O'Hagan (1976) noted, the above conditional modes are considered to be better estimate than the marginal mode. When the main interest of the analysis is the estimation of the factor loadings, the mode of (4.4.8) should be used. When the main interest of the analysis is the estimation of the factor scores the mode of (4.4.7) should be used. Finally, if both are of interest the mode of (4.4.6) should be used.

Since analytic marginalization is impossible we use some variations of the EM algorithm, Dempster, et. al. (1977), in the later section. A brief descriptions of the EM algorithm and its variations are presented in the next section.

**The EM Algorithm and Its Variations**

Given a set of random variables \((u, v)\), and their joint density function, \(f(u, v \mid p)\), where, \(p\) is the parameter which determines the density,
the EM algorithm can be used to find the maximum likelihood estimate (MLE) of \( p \) on the basis of the marginalized likelihood

\[
g(\mathbf{u} \mid p) = \int f(\mathbf{u}, \mathbf{v} \mid p) \, d\mathbf{v}.
\]

In the original article by Dempster, et al. (1977), a set \((\mathbf{u}, \mathbf{v})\) is referred to complete data, \(\mathbf{u}\), incomplete data, and \(\mathbf{v}\), missing data. The terminology makes sense when \(\mathbf{v}\) represents the portion of observations which are missing but in more general applications it should be understood that the random variables to be integrated out are referred to as missing data. (See the following examples.) The algorithm is an iterative process consisting of two steps, namely, the E-step and the M-step. Assuming that an estimate of \( p \), say, \( p_0 \), is given, for each iteration the E-step calculates the conditional expectation of \( \ln(f(\mathbf{u}, \mathbf{v} \mid p)) \) given \( \mathbf{v} \) and \( p_0 \), namely,

\[
E_v(\mathbf{u} \mid p) = \int \ln(f(\mathbf{u}, \mathbf{v} \mid p)) f(\mathbf{v} \mid u, p_0) \, d\mathbf{v},
\]

and in the M-step \( E_v(\mathbf{u} \mid p) \) is maximized with respect to \( p \) assuming the parameters of the conditional distribution of \( \mathbf{v} \), say \( \mathbf{v}^* \), are constant. That is, although the parameter \( \mathbf{v}^* \), which is a function of \( \mathbf{u} \), and \( p_0 \), is included in \( E_v(\mathbf{u} \mid p) \) it is treated as a constant when the derivative of \( E_v \) is taken. Notation such as \( E_v(\mathbf{u} \mid p) \) should not be confused with the simple expectation sign \( E[\cdot] \). The successive application of these two steps will usually result in the MLE of the marginal likelihood \( g(\mathbf{u} \mid p) \) when the process converges. It is assumed that some initial value of \( p \) is given prior to the
iteration. See Wu (1983) for the conditions required for the convergence.

When the complete data has the distribution which belongs to the regular exponential family the conditional expectation of the sufficient statistics, \( t(u, v) \), may be used for the calculation since the log likelihood can be written as

\[
\ln f(u, y | p) = p' t(u, y) + \ln a(p) + \text{const.},
\]

where \( a(p) \) is a function of \( p \) only,

and \( \text{const.} \) is a constant term which does not include \( p \).

When \( p \) has a prior distribution, \( f(p | H) \), the EM algorithm can be used to find the posterior mode of

\[
g(p | u, H) = \int f(p, y | u, H) \, dy
\]

\[
= \int f(u, y | p) \, dy \, f(p | H).
\]

In this case, the E-step calculates the conditional expectation with respect to \( f(y | u, p, H) \), that is,

\[
\text{E}_{y}(p | u, H) = \int \ln[f(u, y | p)] f(y | u, p, H) \, dy,
\]

and the M-step maximizes this with respect to \( p \) treating the parameter of the conditional distribution of \( y \) as a constant. When the process converges we presume to have the posterior marginal mode of \( p \) with \( y \) integrated out.

Now, suppose we have an observation \( Y \), whose distribution is described by \( f(Y | P) \), and a hierarchical prior distribution of \( P \) of the form \( f(P | H) f(H | S) \), where \( H \) is the first stage hyperparameter, and \( S \), the second stage hyperparameter. The posterior joint distribution of \( P \) and \( H \) is given by
\[ f(P, H \mid S) = f(Y \mid P) f(P \mid H) f(H \mid S), \]
and, the posterior marginal distribution of \( H \) with \( P \) integrated out by
\[ g(H \mid S) = \int f(P, H \mid S) \, dP. \]

In order to estimate the modal value of \( H \) of the marginal posterior distribution \( g \), we can also use the EM algorithm by identifying
\[ u = Y, \; v = P, \; \text{and} \; p = H. \]

When the minimization of minus (twice) the log likelihood is preferred to the maximization due to its simplicity, its expectation,
\[ E_V(u \mid p) = \langle -2 \rangle \int \ln f(u, v \mid p) f(v \mid u, p) \, dv, \]
should be calculated in the E-step and, in the M-step, it should be minimized with respect to \( p \).

One of the advantages of the EM algorithm over the direct maximization of \( g(u \mid p) \) is its simplicity. In the usual application, where \((u, v)\) have multivariate normal distribution, \( E_V \) is much easier to work with. That is, the maximization can be done analytically. Another advantage is its flexibility. Bock and Aitkin (1981) used its variation in order to have marginal MLE of the item parameters under the latent trait model where the conditional expectation of \( v \) is plugged into the complete log likelihood instead of taking its expectation. We propose another variation in order to marginalize with respect to several sets of missing data, say, \( Y_1, Y_2, \ldots \) in the later section.

In the following examples the actual application of the EM algorithm will be explained. The first example is a straightforward one where some of the observations are missing. The second example shows how we treat a subset of the parameters as the missing observations.
Example 1: Estimation of Multivariate Normal Parameters

Let $Z$ be the $n \times p$ data matrix containing $n$ observations from $N(m, W)$. Now, assume a part of $Z$ is missing. That is, let

$$Z = \begin{bmatrix} x_1' \\ x_2' \\ \vdots \\ \vdots \\ x_{n1}' \\ X_1' \\ X_2' \\ \vdots \\ \vdots \\ x_{n2}' \end{bmatrix},$$

where $N = n_1 + n_2$, and

- $x_i', \ i=1,2,\ldots,n_1$, be $p \times 1$ vector of observation,
- $X_i', \ i=1,2,\ldots,n_2$, be $p \times 1$ vector where
  $$X_i' = [a_i', b_i'],$$
  $a_i, \ i=1,2,\ldots,n_2$, and $b_i, \ i=1,2,\ldots,n_2$, are,
  respectively, $p_1 \times 1$ and $p_2 \times 1$ vectors and $p=p_1+p_2$.

It should be understood that $b_i$'s are missing.

With the notation used in the previous section, we have,
\[ a = \{ x_i, i=1,2,\ldots,n, \text{ and } a_i, i=1,2,\ldots,n2 \} , \]
\[ y = \{ b_i, i=1,2,\ldots,n2 \} , \]
and
\[ p = \{ m \text{ and } W \} , \]
and we would like to estimate \( m \) and \( W \) on the basis of
the marginal likelihood
\[ g(X, a_i, i=1,2,\ldots,n2 \mid m, W) = \int f(Z \mid m, W) \, d \theta. \]
See Orchard and Woodbury (1972) for theoretical basis of this method.
Now, minus twice the log likelihood of \((m, W)\) given \( Z \), the complete data, is
\[ L = n \ln |W| + \sum_{i=1}^{N} (x_i - m)^t W^{-1} (x_i - m) + \text{const}. \]
The E-step.
1. Conditional Distribution of \( b_i \)'s given \( X \) and \( A \).
The conditional distribution of \( b_i \) given \( X \) and \( a_i \) is
\[ b_i \mid X, A : N_p 2 ( b_i^*, V^* ) , \]
where
\[ b_i^* = m_2 + W_{21}W^{-1}_{11}(a_i - m_1) \]
\[ V^* = W_{22} - W_{21}W^{-1}_{11}W_{12} , \]
where
\[ m = [ m_1^t, m_2^t ]^t . \]
\[ 1 \times p1 1 \times p2 \]
and
\[ W = \begin{pmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{pmatrix}. \]

2. Conditional Expectation of $-2 \log$ likelihood.

With obvious notation
\[ W^{-1} = \begin{pmatrix} W_{11}^{11} & W_{12}^{12} \\ W_{21}^{21} & W_{22}^{22} \end{pmatrix}, \]
the $i^{th}$ term in the summation which includes $b_{i}$ can be decomposed as

\[ Q_{i} = ( x_{i}-\mu )' W^{-1} ( x_{i}-\mu ) \]
\[ = ( A_{i} - \bar{A} )' W_{11}^{11} ( A_{i} - \bar{A} ) \]
\[ + 2 ( A_{i} - \bar{A} )' W_{21}^{21} ( b_{i} - \bar{b} ) \]
\[ + ( b_{i} - \bar{b} )' W_{22}^{22} ( b_{i} - \bar{b} ). \]

Therefore, the conditional expectation of $Q_{i}$ is

\[ E( Q_{i} | X, A_{i}, i=1,2,...,n2 ) \]
\[ = E( Q_{i} | A_{i} ) \]
\[ = ( A_{i} - \bar{A} )' W_{11}^{11} ( A_{i} - \bar{A} ) \]
\[ + 2 ( A_{i} - \bar{A} )' W_{21}^{21} ( b_{i}^{*} - \bar{b} ) \]
\[ + ( b_{i}^{*} - \bar{b} )' W_{22}^{22} ( b_{i}^{*} - \bar{b} ). \]
+ \text{tr} W^2 V^*,
= (Y_i - \bar{m})' W^{-1} (Y_i - \bar{m}) + \text{tr} W^2 V^*.

where \( Y_i = [a_i, b_i]' \).

(See Appendix for the expectation of quadratic form.)

Therefore,
\[
E(L | X, \mu_i, i=1,2,\ldots,n^2) = E_B( \mu, W | X, A )
\]
\[
= \sum_{i=1}^{N} \left( (Y_i - \bar{m})' W^{-1} (Y_i - \bar{m}) \right) + \sum_{i=1}^{N} \left( (Y_i^* - \bar{m})' W^{-1} (Y_i^* - \bar{m}) \right) + n^2 \text{tr} W^2 V^* + \text{const}.
\]

The M-step

By differentiating \( E_B( \mu, W | X, \mu_i, i=1,2,\ldots,n^2 ) \)

with respect to \( \mu \) and \( W^{ij}, ij = 11, 12, \text{and } 22, \)

(see the Appendix for the Matrix Differentiation,)

and solving the resulting normal equations, we have

\[
\mu^+ = (1/n) [x', Y^*] 1_n,
\]

\[
W^{ij}_{ij} = (1/n) C_{ij}^*, \text{ij = 11, 12, and 21},
\]

and

\[
W^{+}_{22} = (1/n) (C_{22} + n^2 V^*),
\]

where \( C \) is the sample mean corrected sum of squares and cross product.
matrix and $C_{ij}$'s are its partition similar to the one for $W$.

Note that $b_i^*$'s and $V^*$ are treated as constants when taking the derivatives. The successive application of these two steps will results in the marginal MLE of $\mathbf{m}$ and $W$ with the missing data integrated out, namely, $\mathbf{m}^+$ and $W^+$, at the convergence point.

**Example 2: Two-Way Random Effect ANOVA without Interaction**

Let us consider the two way random effect ANOVA model without interactions.

$$y_{ij} = a_i + b_j + e_{ij}, \quad i=1,2,\ldots,p, \quad j=1,2,\ldots,q,$$

where

$$e_{ij} \sim N(0, \sigma_e^2), \quad i=1,2,\ldots,p, \quad j=1,2,\ldots,q, \quad iid,$$

$$a_i \sim N(m, \sigma_a^2), \quad i=1,2,\ldots,p, \quad iid,$$

and

$$b_j \sim N(0, \sigma_b^2), \quad j=1,2,\ldots,q, \quad iid.$$

Note that the overall mean is taken care of by the mean of parameters, $a_i$, namely, $m$. Also, to avoid the complexity, no replication is made.

Writing the model using the linear regression form, we have

$$\mathbf{y} = \mathbf{X}\mathbf{\beta} + \mathbf{e},$$

where

$$\mathbf{y} = \begin{bmatrix} y_{11}, y_{12}, \ldots, y_{1q}, y_{21}, \ldots, y_{pq} \end{bmatrix}', \quad pq \times 1,$$

$$\mathbf{e} = \begin{bmatrix} e_{11}, e_{12}, \ldots, e_{1q}, e_{21}, \ldots, e_{pq} \end{bmatrix}', \quad pq \times 1.$$
\[ x = \begin{bmatrix} I_q & I_q \\ I_q & I_q \\ \vdots & \vdots \\ I_q & I_q \end{bmatrix}, \quad p q \times (p+q), \]

\[ \beta = [a', b']', \quad (p+q) \times 1, \]

\[ a = [a_1, a_2, ..., a_p]', \quad p \times 1, \]

\[ b = [b_1, b_2, ..., b_q]', \quad q \times 1, \]

\[ \beta : N_{p+q}(m, C), \]

\[ m = [ml_p', 0_q']', \quad (p+q) \times 1, \]

\[ C = \begin{bmatrix} s_A I_p \\ s_B I_q \end{bmatrix}, \quad (p+q) \times (p+q). \]

By integrating \( \beta \) out analytically, we see that \( y \) has the \( pq \)-variate normal distribution with

mean of \( y_{ij} = m \),

and

\[ \text{cov}(y_{ij}, y_{k1}) = d_{ik}s_A + d_{j1}s_B + d_{ik}d_{j1}s_B, \]

where \( d_{ij} \) is the Kronecker's delta notation.

Instead of working directly on the marginal likelihood implied above, we proceed as follows.

Let us assume that \([y, \beta]\) is the complete data and \( \beta \) is the missing
part. That is

\[ u = y, \quad v = \beta, \quad \text{and} \quad p = [s_A, s_B, s_E, \text{and } m]. \]

Minus twice the log likelihood of the complete data is

\[ L = pq \ln(s_E) + (y-X\hat{\beta})'(y-X\hat{\beta}) / s_E \]

\[ + \ln |C| + (\hat{\beta}-m)'C^{-1}(\hat{\beta}-m) + \text{const}. \]

The E-step

1. Conditional Distribution of \( \hat{\beta} \) given \( y \).

By rearranging two quadratic forms we see that

\[ \hat{\beta} | y : N_{p \times q}( \bar{\beta}^*, V^* ), \]

where

\[ V^* = \left( s_E^{-1}X'X + C^{-1} \right)^{-1}, \]

and

\[ \bar{\beta}^* = V^* \left( s_E^{-1}X'y + C^{-1}m \right), \]

\[ = [a^*, b^*], \text{ say.} \]

( See the completion of sum of squares trick in the Appendix. )

2. Conditional Expectation of \( L \) given \( y \).

\[ E(L | y ) = E_p( m, s_A, s_B, s_E | y ) \]

\[ = pq \ln(s_E) + (y-X\hat{\beta})'(y-X\hat{\beta}) / s_E + \text{tr}X'XV^*/s_E \]

\[ + \ln |C| + (\hat{\beta}^*-m)'C^{-1}(\hat{\beta}^*-m) + \text{tr}C^{-1}V^* + \text{const} \]

\[ = pq \ln(s_E) + (y-X\hat{\beta})'(y-X\hat{\beta}) + \text{tr}X'XV^*/s_E \]
and
\[ a_j^+ = (F^*F)^{-1}F^*Y_{(j)}. \]

Therefore, conditioned on \( Y_{(j)}, d_j, H, \) and \( S, \) we have
\[ (4.6.3.3.) \quad a_j \mid D, H, S, Y : N_r( a_j^*, Q_j^* ), \]
and these conditional distributions are independent for \( j=1,2,\ldots,p. \) The joint density is denoted by \( f^*(A \mid D, H, S, Y), \) which is the product of each normal density in (4.6.3.3). When some of the elements of \( D \) is zero the calculation of \( Q_j^* \)'s should be performed using the matrix inversion formula 2 in the Appendix.

As we noted, depending on the method of quasi marginalization, we can either take the expectation of \( E_F(A, D, H \mid S, Y) \) with respect to the conditional distribution of \( A \) or we can analytically integrate \( A \) out. First we consider taking the expectation of \( E_F. \)

\[ (4.6.3.4) \quad E_{AF}(D, H \mid S, Y) = \int E_F(A, D, H \mid S, Y) f^*(A \mid D, H, S, Y) \, dA \]

\[ = \sum_{j=1}^{p} \left\{ \int \left( L_{F_j} a_j^* + L_{A_j} a_j + N_j V a_j^* \right) \, d a_j \right\} \]

\[ + L_{F^*} + L_D + L_H + \text{const.} \]

\[ = \sum_{j=1}^{p} \left\{ \left( \text{RSS}_j^* + \text{tr}[(F^*F + N V)Q_j^*] \right) \right. \]

\[ + \left. N_j a_j^* V a_j^* /d_j \right\} \]

\[ + L_{A^*} + L_{F^*} + L_D + L_H + \text{const.}, \]

where
Now consider $E_F(A, D, H \mid S, Y)$ in (4.6.2.1) as minus twice the log posterior density of $A$, $D$, and $H$ given $S$ and $Y$ and denote the density by $f^*(A, D, H \mid S, Y)$. Then, by writing variable wise, we have

(4.6.3.1) $E_F(A, D, H \mid S, Y)$

$$\sum_{j=1}^{p} \left\{ \frac{(RSS^* + Na_j'V^*a_j)}{d_j} + L_{A_j} \right\}$$

$$+ L_{F^*} + L_D + L_H + \text{const},$$

where

$$RSS^*_j = (\chi_{(j)}F^*a^*_j)'(\chi_{(j)}F^*a^*_j).$$

Again using the projection operator trick 1 and the sum of squares trick in the Appendix twice, we have

(4.6.3.2) $L_{F^*}A_j + L_{A_j} + N a_j'V^*a_j/d_j$

$$= (a_j-a_j^*)'Q_j^{-1}(a_j-a_j^*)$$

$$+ a_j^*F^*F^*a_j^*/d_j + a_j^*C_A^{-1}a_j$$

$$- a_j^*Q_j^{-1}a_j + \chi_{(j)}'P\chi_{(j)}/d_j,$$

where

$L_{F^*}A_j = RSS^*_j / d_j$,

$Q_j = (1/d_j)F^*F^* + C_A^{-1} + (N/d_j)V^*$,$^{-1}$,

$a_j^* = Q_j(1/d_j F^*\chi_{(j)} + C_A^{-1}a_j)$,

$P = I_N - F(F^*F^*)^{-1}F^*$. 

where

\[ L_{F_k^*} = \sum_{i \in k^*} \{ (f_i - f_k^*)^T C_k^{-1}(f_i - f_k^*) \} \]

\[ \quad + n_{F_k} \text{tr} C_k^{-1} V_k^* + n_{F_k} \text{ln}|C_k^*|. \]

The sign \( \sum_{i \in k^*} \) denotes the sum over those i's which belong to subgroup k.

In this case, the quantities to be stored are

\[ (4.6.2.6) \quad Y_k^* = (X_k + Y_k^* A)^{1/2} V_k^* \]

and

\[ (4.6.2.7) \quad F_k^* = V_k^* \left[ A_D^{-1} Y_k^* + D^{-1} A \right] \]

\[ + X_k + C_k^{-1} + C_k^{-1} X_k + D^{-1} A \]

\[ + n_{F_k} C_k^{-1} + C_k^{-1} X + D^{-1} A \]

\[ \text{where} \]

\[ Y_k^* = \sum_{i \in k^*} \{ Y_i \}. \]

Therefore, \( Y_k^* \) and \( Y_k' Y_k^* \), \( k=1,2,\ldots, F \), are sufficient in order to estimate the factor score weight.

Also, all the expressions in the following sections which contain the term \( N V^* \) must be corrected in the similar manner as (4.6.2.5) as well as \( L_{F_k^*} \).

Quasi Marginalization with respect to the Factor Loadings
inversion formula 1 in the Appendix. (See Technical Notes section below.) As noted before in the example of the EM algorithm, the MLE by the EM algorithm does not produce negative estimates of the error variances since the V matrix is positive semi definite.

Also, since F always appears as YF and F'F it is not necessary to store all the factor score estimates. That is,

\[(4.6.2.2) \quad YF = YYD^{-1}AV,\]

and

\[(4.6.2.3) \quad F'F = V A'D^{-1}YYD^{-1}AV,\]

are to be stored in the calculation. With those quantities, RSS in \[(4.6.3.1)\] can be reexpressed as

\[(4.6.2.4) \quad \text{RSS}_j = (Y'Y - 2[Y'F]'a_j + a_j'[F'F]a_j)\]

In this sense the mean corrected sum of squares and cross product matrix YY is sufficient for the estimation. (It is not sufficient for the estimation of the factor score, but sufficient for the scoring weight \(W = D^{-1}AV\).)

When the locally exchangeable prior is used for the factor scores \((4.6.2.1)\) should be replaced by

\[(4.6.2.5) \quad \text{E}_F(A, D, H | S, Y)
\]

\[= L_{FADE} + \text{tr}(A'D^{-1}A \sum_{k=1}^{\mathcal{G}F} [n_FkV_k])
\]

\[+ L_{FE} + L_A + L_D + L_H + \text{const}.,\]

where

\[L_{FE} = \sum_{k=1}^{\mathcal{G}F} L_{FK}.\]
(4.6.1.5) \( F^*_k = \left( \frac{1}{n} \sum_{k=1}^{n} \left( C_{F_k}^{-1} + Y_k D^{-1} A \right) V_k \right)^* \).

When some of the elements of \( D \) are zero the calculation of \( F^* \) should be performed using Lawley's trick in the Appendix.

Conditional Expectation of Minus Twice the Log Posterior Density

From (4.6.1.2) and (4.3.2) we have

\[
(4.6.2.1) \quad E_F(A, D, H, S, Y) = \int L f(F | A, D, H, S, Y) \, dF
\]

\[
= \sum_{i=1}^{N} \left[ L_{AF_i} + L_{F_i} \right] + N \text{tr} A' D^{-1} A
\]

\[+ N \text{tr} C_F^{-1} V + N \ln |C_F| + L_A + L_D + L_H + \text{const}, \]

where

\[
L_{AF_i} = (Y_i - A F_i) D^{-1} (Y_i - A F_i),
\]

and

\[
L_{F_i} = f_i C_F^{-1} f_i.
\]

\[
= L_{FADE} + N \text{tr} A' D^{-1} A
\]

\[+ L_F + L_A + L_D + L_H + \text{const}, \]

where

\[
L_{FADE} = \text{tr}(Y - F A') D^{-1} (Y - F A'),
\]

\[
L_F = \sum_{i=1}^{N} L_{F_i} + N \text{tr} C_F^{-1} V + N \ln |C_F|.
\]

Note that if we minimize this expectation with respect to \( A \) and \( D \) with uniform prior of \( A \) and \( D \), we have the same estimate as given in Rubin and Thayer (1982). This can be shown by using Lawley's trick and the matrix...
(4.6.1.2) \( f_{i}^{*} \mid x_{i}, A, D, H, S : \mathcal{N}_{r} \left( f_{i}^{*}, \Sigma \right) \),

and these conditional distributions are independent for \( i = 1, 2, \ldots, N \).

The joint density, which is the product of the normal density given above

is denoted by \( f(\mathbf{F} \mid A, D, H, S, Y) \).

We also write

(4.6.1.3) \( \mathbf{F}^{*} = \mathbf{Y} \mathbf{W} \),

where \( \mathbf{W} = D^{-1} A \mathbf{V}^{*} \).

When the locally exchangeable prior is used for the factor scores,

(4.6.1.2) and (4.6.1.3) should be replaced by

(4.6.1.4) \( f_{i}^{*} = \mathbf{v}_{k}^{*} \left( A'D^{-1}x_{i} + \mathbf{C}^{-1}_{F_k} \right) \),

if the observation \( i \) belongs to the \( k^{th} \) group,

where

\[
\mathbf{v}_{k}^{*} = (A'D^{-1}A + \mathbf{C}^{-1}_{F_k})^{-1}.
\]

Collectively, we also denote those \( f_{i}^{*} \)'s in (4.6.1.4) as \( \mathbf{F}^{*} \). If the

observations are arranged such that the first \( n_{F1} \) observations belong to the

group 1, the second \( n_{F2} \) observations belong to the group 2, and so on, we

write

\[ Y = [y_{1}', y_{2}', \ldots, y_{GF}']', \]

and

\[ \mathbf{F} = [f_{1}', f_{2}', \ldots, f_{GF}']'. \]

The same partition should be used for \( \mathbf{F}^{*} \) so that we may write
as well as the estimation procedure for the conditional mode of a subset of the parameters. Unless noted, the use of a globally exchangeable prior distribution for both the factor scores and the factor loadings is assumed.

Conditional Distribution of \( F \) Given \( A, D, H, S, \) and \( Y \)

By collecting \( L_{FI} \) and \( L_{AFI} \) from (4.2.14) and (4.3.4), respectively, and using the projection operator trick 2 and the sum of squares trick in the Appendix, we have

\[
(4.6.1.1) \quad L_{AI} + L_{FI}
\]

\[
= \chi_{A}^{a'}P_{X_{A}} + (f_{1} - f_{1}^{+})'(A'D^{-1}A(f_{1} - f_{1}^{+})
\]

\[
+ f_{1}^{+}C_{F}^{-1}f_{1} + \ln|C_{F}|.
\]

\[
= (f_{1} - f^{*})'V^{-1}(f_{1} - f^{*})
\]

+ the term not containing \( f_{1} \),

where

\[
P = I_{p} - D^{-1}A(A'D^{-1}A)^{-1}A'D^{-1}.
\]

\[
f_{1}^{+} = (A'D^{-1}A)^{-1}A'D^{-1}\chi_{A}.
\]

\[
V^{*} = (A'D^{-1}A + C_{F}^{-1})^{-1}.
\]

and

\[
f_{1}^{*} = V^{*}A'D^{-1}\chi_{A}.
\]

Therefore, we have
where the factor scores, the error variances and the factor loadings are integrated out in respective order in the E-step.

\[ A_{DE} \]

where the factor scores and the factor loadings are integrated out in respective order in the E-step and the error variances are integrated out analytically after the E-step,

\[ A_{DF} \]

where the factor loadings and the factor scores are integrated out in respective order in the E-step and the error variances are integrated out analytically after the E-step,

\[ A_{DA} \]

where the factor scores are integrated out in the E-step and the factor loadings and the error variances are integrated out analytically in respective order after the E-step.

**Point Estimation**

In this section the E-step is first described. First, the derivation of \( E_{ADF} \), \( E_{ADF} \), \( A_{DE} \), and \( A_{DA} \), where the factor scores are first marginalized, is presented. The derivation of \( E_{DF} \) and \( E_{DF} \), where the factor loadings are first marginalized, follows. Then, the description of the M-step, where the mode of the hyperparameters are to be estimated, is presented.
integrate $P_2$ analytically denoting the result by $f^*(H \mid S, Y)$.

Also, denote its log by $A_{P_2 E_{P_1}}(H \mid S, Y)$.

The $N$-step

Maximize $A_{P_2 E_{P_1}}(H \mid S, Y)$ with respect to $H$.

For the next iteration, $P_2$ should be replaced by the mode or the mean of $f^*(P_2, H \mid S, Y)$.

Since this variation is different from the one proposed before the agreement of the results should also support the convergence of those quasi marginalization schemes.

In the application to factor analysis, we partition the parameter $P$ into three subsets, namely,

$$P = \{ F, A, D \}.$$ 

Therefore, we have many ways to perform the quasi marginalization by changing the order of integration and the way the parameters are integrated out (by analytical method or taking expectation.) In the following section, only six of them are to be considered. Each of these variations are designated by the particular form which is to be maximized in the $N$-step. Namely,

$E_{DAF}$

where the factor scores, the factor loadings and the error variances are integrated out in respective order in the $E$-step,

$E_{DFA}$

where the factor loadings, the factor scores and the error variances are integrated out in respective order in the $E$-step,
the expectation. When the E-step is applied in the next iteration, the first part of $E_{P2P1}$ should be regarded as the complete log likelihood. That is, when calculating the conditional distribution of P1 given P2, H, S and Y, the values of the function of P2* should be used in place of P2.

The two expectations, $E_{h21}$ and $E_{P2P1}$, are different since the inclusion of P2 in P1* is neglected in the latter. Also, note

$$E_{h21} = E_{P2P1} \neq E_{P1P2},$$

where $E_{P1P2}$ denotes the same quasi marginalization scheme with P2 integrated out first. That is, the conditional expectation is affected by the order of integration. Although we cannot prove the convergence of this process to the desired marginal mode, to see that the two different methods, namely, the maximization of $E_{P2P1}$ and the maximization of $E_{P1P2}$, result in the same solution should support the convergence. If they do converge to the same solution we may as well conclude that the desired marginal mode of H is obtained by this variation of the original EM algorithm.

The quasi marginalization using the EM algorithm was originally suggested by Tom Leonard (personal communication) in the following form.

The E-step

Identify the conditional distribution of P1 given P2, H, S and Y

and denote the parameter by $P1^* = h1(P2, H, S, Y)$.

Evaluate the conditional expectation of log complete likelihood with respect to P1 and denote the result by $E_{P1}(P2, H | S, Y)$.

Consider $E_{P1}(P2, H | S, Y)$ as the log likelihood of the posterior joint density $f(P2, H | S, Y)$ with P1 integrated out and
However, when the second expectation is taken, it may be the case that it is
difficult to do so with $P_1^*$ treated as a function of $P_2$, but that it is
tractable with $P_1^*$ regarded as constant. If this were the case, we propose
the following as a variation of the original EM algorithm.

The E-step
Identify the conditional distribution of $P_1$ given $P_2$, $H$, $S$ and $Y$
and denote the parameter by $P_1^* = h_1(P_2, H, S, Y)$.
Evaluate the conditional expectation of the log complete data likelihood
with respect to $P_1$ and denote the result by $E_{P_1}(P_2, H | S, Y)$.
Consider $E_{P_1}(P_2, H | S, Y)$ as the log likelihood of the posterior
joint density $f^*(P_2, H | S, Y)$ with $P_1$ integrated out and
identify the conditional distribution of $P_2$ given $H$, $S$ and $Y$ and
denote the parameter by $P_2^* = h_2^*(H, S, Y)$.
Evaluate the conditional expectation of $E_{P_1}(P_2, H | S, Y)$
with respect to $P_2$ given $S$ and $Y$ treating $P_1^*$ in the expression as
constant and denote the result by $E_{P_2|P_1}(H | S, Y)$.

The M-step
Maximize $E_{P_2|P_1}(H | S, Y)$ with respect to $H$.

It is often the case that $E_{P_2|P_1}$ consists of two parts, namely, the part
which corresponds to the original complete log likelihood with $P_1$ and $P_2$
replaced by functions of $P_1^*$ and $P_2^*$, and the additional term due to taking
\[ f(P \mid H) = f(P_1 \mid H_1) f(P_2 \mid H_2). \]

When the posterior marginal mode of

\[ g(H \mid S, Y) = \int f(P, H \mid S, Y) \, dP \]

\[ = \int \int f(P, H \mid S, Y) \, dP_1 \, dP_2, \]

are to be estimated we may proceed as follows.

The E-step.

Identify the conditional distribution of \( P_1 \) given \( P_2, H, S \) and \( Y \)
and denote the parameter by \( P_1^* = h_1(P_2, H, S, Y) \).

Identify the conditional distribution of \( P_2 \) given \( H, S \) and \( Y \) and
denote the parameter by \( P_2^* = h_2(H, S, Y) \).

Evaluate the conditional expectation of the log complete data likelihood
with respect to \( P_1 \) given \( P_2, H, S \) and \( Y \) and denote the result by

\( E_{h_1}(P_2, H \mid S, Y). \)

Evaluate the conditional expectation of \( E_{h_1}(P_2, H \mid S, Y) \)
with respect to \( P_2 \) given \( H, S \) and \( Y \) noticing that \( P_1^* \) in the
expression is a function of \( P_2 \) and denote the result by \( E_{h_2}(H \mid S, Y) \).

The M-step

Maximize \( E_{h_2}(H \mid S, Y) \) with respect to \( H \)
treating \( P_2^* \) as constant.

This is an authentic application of the EM algorithm in which the expectation
is taken successively, i.e.,

Expectation with respect to \( P_1 \) and \( P_2 \)

\[ = \text{Expectation with respect to } P_2 \text{ of Expectation with respect to } P_1 \mid P_2 \]
is that they cannot be negative. This can be shown by noticing that RSS's are always non-negative and $V$ is positive semi-definite. Therefore, the solution by the EM algorithm may be different from the one by the direct maximization method such as the one employed in SAS (SAS User's Guide: Statistics, 1982 Edition.) How the algorithm behaves in the neighbourhood of zero is not known.

Also, as many Bayesian statisticians acknowledge, the distributional assumption on $[a, b]$ may be thought of as the prior distribution of those effect parameters. (Box (1980), Lindley (1971) Box and Tiao (1973), and Lindley and Smith (1972).) If we accept their view, then, what we have done may be regarded as Parametric Empirical Bayes estimation of the hyperparameters, where the hyperparameters, $m$, $a_A$, and $a_B$ are estimated on the basis of data $y$. (See Morris (1983).) Also, from the hierarchical Bayes point of view, the solution can be regarded as the marginal posterior mode of the hyperparameters when the hyperparameters, $m$ and $C$, have uniform second stage prior distributions.

**Quasi Marginalization by Some Variations of the EM Algorithm**

Consider the hierarchical model stated in the previous section, that is,

$$f(P, H \mid Y, S) = f(Y \mid P) f(P \mid H) f(H \mid S),$$

and suppose the partition of the form

$$P = [P_1, P_2], \quad H = [H_1, H_2],$$

and
\[ + p \ln(s_A) + q \ln(s_B) + (s^* - m^*)'(s^* - m^*)/ s_A \]
\[ + (b^* b^*) / s_B + \sum_{i=1}^{p} (v_{ii}) / s_A \]
\[ + \sum_{i=p+1}^{p+q} (v_{ii}) / s_B + \text{const.} \]

The \( M \)-step

By differentiating \( E_p(m, s_A, s_B, s_E|y) \) with respect to \( m, s_A, s_B \), and solving the resulting normal equations, we have,

\[ m^* = \frac{\sum_{i=1}^{p} (\beta_i^*)}{p}, \]
\[ s_E^* = (\text{RSS}_w + \text{tr} X'X^*) / pq, \]
\[ s_A^* = (\text{RSS}_A + \sum_{i=1}^{p} (v_{ii}) ) / p, \]
\[ s_B^* = (\text{RSS}_B + \sum_{i=p+1}^{p+q} (v_{ii}) ) / q, \]

where

\[ \text{RSS}_w = (\chi - X\beta^*)'(\chi - X\beta^*), \]
\[ \text{RSS}_A = \sum_{i=1}^{p} (s_i^* - m^2), \]
\[ \text{RSS}_B = \sum_{i=p+1}^{p+q} b_i^2. \]

The successive application of these two steps will result in the marginal

\( \text{MLE} \) of \( s_E^*, s_A^*, s_B^*, \) and \( m \), with \( \beta \) integrated out, namely, \( s_E^* \).

\( s_A^*, s_B^* \), and \( m^* \), at the convergence point.

One interesting characteristic of those \( \text{MLE's} \) of the component variances
\[ \text{RSS}_j = (\mathbf{y} - \mathbf{F}_j \mathbf{a}_j) \cdot (\mathbf{y} - \mathbf{F}_j \mathbf{a}_j), \]

\[ L_{A^*} = \sum_{j=1}^{p} [L_{A^*_{j \cdot j}} + p \ln|C_A|], \]

where \[ L_{A^*_{j \cdot j}} = (\mathbf{a}_j^* - \mathbf{a}_j)^\top C_A^{-1} (\mathbf{a}_j^* - \mathbf{a}_j) \]

\[ + \text{tr} C_A^{-1} Q_j^*. \]

When the locally exchangeable prior is used for the factor loadings \( \mathbf{Q}_j^* \) and \( \mathbf{a}_j^* \), they should be replaced by

\[ (4.6.3.5) \quad \mathbf{Q}_j^* = (1/d_j)\mathbf{F}_j^\top \mathbf{F}_j + C_A^{-1} + (N/d_j)\mathbf{V}^* \]

and

\[ \mathbf{a}_j^* = \mathbf{Q}_j^* (1/d_j)\mathbf{F}_j^\top \mathbf{y}_j + C_A^{-1} \mathbf{a}_k \]

if variable \( j \) belongs to the \( k \)th locally exchangeable group.

The conditional expectations should be

\[ (4.6.3.6) \quad \mathbb{E}_A(\mathbf{W} | \mathbf{X}, \mathbf{Y}) = \text{same as } (4.6.3.4) \]

with \( L_{A^*} \) replaced by

\[ L_{A^*} = \sum_{j=1}^{p} [L_{A^*_{j \cdot j}}], \]

where

\[ L_{A^*_{j \cdot j}} = (\mathbf{a}_j^* - \mathbf{a}_j - k)^\top C_A^{-1} (\mathbf{a}_j^* - \mathbf{a}_j - k) \]

\[ + \text{tr} C_A^{-1} Q_j^* + \ln|C_A|, \]

if variable \( j \) belongs to the \( k \)th group.
Next we consider the analytic marginalization.

\[(4.6.3.7) \quad \Lambda_{EF}(D, H \mid S, Y) = -2 \ln( \int \mathcal{F}(A, D, H \mid S, Y) \, dA)\]

\[= \sum_{j=1}^{p} \left\{ \frac{\lambda_j^*}{\lambda_j} + y(j)^* \mathcal{F}_j^* \lambda_j^*/\lambda_j \right. \]

\[+ \left. x(j)^* \mathcal{F}_j^*/d_j \right\} \]

\[+ \sum_{j=1}^{p} \left[ \ln |Q_j^*| \right] \]

\[+ p \lambda_j^* C_A^{-1} \lambda_j + p \ln |C_A| + L_{Fe} + L_D + L_H + \text{const.} \]

Now, when \( C_A \to 0 \), this expression reduces to

\[(4.6.3.8) \quad \Lambda_{EF}(D, H \mid S, Y) \]

\[= \sum_{j=1}^{p} \left\{ \left( x(j)^* \mathcal{F}_j^* \mathcal{F}_j^* \right)^{-1} \mathcal{F}_j^* x(j) \right. \]

\[+ \left. x(j)^* \mathcal{F}_j^*/d_j \right\} \]

\[- \sum_{j=1}^{p} \left[ x(j)^* \mathcal{F}_j^*/d_j \right] \]

\[+ \left. x(j)^* \mathcal{F}_j^*/d_j \right\} \]

\[+ \left. x(j)^* \mathcal{F}_j^*/d_j \right\} \]

\[\quad + \sum_{j=1}^{p} \left[ \ln |D| \right] \]

\[+ L_{Fe} + L_D + L_H + \text{const.} \]

Since, when \( C_A \to 0 \), we have

\[(4.6.3.9) \quad Q_j^* = d_j \left( \mathcal{F}_j^* \mathcal{F}_j^* + N \mathcal{V}_j^* \right)^{-1}, \]

\[\quad s_j^* = Q_j^* \left( \frac{1}{d_j} \right) \mathcal{F}_j^* \mathcal{F}_j^* \mathcal{F}_j^*/d_j \]
\[
= \left( F^*F^* + NV^* \right)^{-1} F^* Y(j),
\]
\[
\mathbf{a}_j^* \mathbf{Q}_j \mathbf{a}_j = \mathbf{a}_j^* F^* Y(j) / \sigma_j
\]
\[
= \left( \mathbf{a}_j^* (F^*F^* + NV^*) \mathbf{a}_j^* \right) / \sigma_j
\]
\[
= \mathbf{a}_j^* F^* \mathbf{a}_j + N \mathbf{a}_j^* V \mathbf{a}_j / \sigma_j.
\]

Therefore,
\[
(4.6.3.10) \quad \mathbf{X}(j)' \mathbf{X}(j) / \sigma_j - \mathbf{a}_j^* \mathbf{Q}_j \mathbf{a}_j
\]
\[
= \mathbf{X}(j)' \mathbf{X}(j) / \sigma_j - 2 \mathbf{a}_j^* \mathbf{Q}_j \mathbf{a}_j
\]
\[
+ \mathbf{a}_j^* \mathbf{Q}_j \mathbf{a}_j
\]
\[
= \left( \mathbf{X}(j)' \mathbf{X}(j) - 2 \mathbf{a}_j^* F^* \mathbf{X}(j) \right)
\]
\[
+ \mathbf{a}_j^* F^* \mathbf{a}_j + N \mathbf{a}_j^* V \mathbf{a}_j / \sigma_j
\]
\[
= \left( \text{RSS}^* + \mathbf{a}_j^* (NV^*) \mathbf{a}_j^* \right) / \sigma_j.
\]

Finally, we have, when \( C_A^{-1} \rightarrow \) zero,
\[
(4.6.3.11) \quad A_{\mathbf{F}}(D, H | S, Y )
\]
\[
= \sum_{j=1}^p \left( \text{RSS}^* + \mathbf{a}_j^* (NV^*) \mathbf{a}_j^* \right) / \sigma_j
\]
\[
+ L_{\mathbf{F}A} - r \ln |D| + L_D + L_H + \text{const}.
\]

Comparing (4.6.3.4) to (4.6.3.11) we notice that in the former expression
the additional term due to taking the expectation is added to the summational
term and that in the later the multiplicative factor to \( \ln |D| \) is reduced by \( r \).
In either case this corresponds to the adjustment for the degrees of freedom of
the error variance. See (4.6.9.1) and (4.6.9.2) in the later section. That is, in both cases, the estimate of D will be expanded.

It should also be noted that this method of quasi marginalization does not work when exchangeable prior is used for the factor loadings with nonzero

\[ C^{-1}_A. \]

Quasi Marginalization with respect to the Error Variacnes

Consider, again, that minus twice the log posterior density of D and H is given by \( E_{AF}(D, H|S, Y) \) or \( A_{AF}E_F(D, H|S, Y) \) and denote it by \( f^*(D, H|S, Y) \).

(The quasi marginalization of \( E_{FA}(D, H|S, Y) \) given in the next section is also considered here.) Here, again, we may either take the expectation or integrate D out analytically. We first consider taking the expectation.

Write minus twice the log density as

\[(4.6.4.1) \quad -2 \ln f^*(D, H|S, Y) \]

\[= \sum_{j=1}^{P} \left[ \left( u_j + s \right)/d_j + \left( N + m + 2 \right) \ln d_j \right] \]

\[- p(n \ln(s/2) - 2 \ln \Gamma(n/2)) \]

\[+ L_{FA} + L_{AE} + L_H, \]

where

\[ u_j = \text{RSS}_j + \text{tr}(F_j^* F_j + N_j V_j) + N_{aj} V_j. \]

if \( E_{AF} \) or \( E_{FA} \) in the later section is used,

\[ u_j = \text{RSS}_j + N_{aj} V_j. \]
If $A_{AF}$ is used.

Therefore, the conditional distribution of $d_j$ given $H$, $S$, and $Y$ is

$$(4.6.4.2) \quad d_j \mid H, S, Y : X^{-2}(N^* + n, u_j + s)$$

where $N^* = N$, if $E_{AF}$ or $E_{FA}$ is used, and

$N^* = N - r$, if $A_{EF}$ is used.

Since those distributions are independent for $j=1,2,...,p$, the joint density is given by the product of the inverted chi square distributions given. We denote the density by $f^*(D|H,S,Y)$.

The conditional expectation is given by

$$(4.6.4.3) \quad E_{DAF}^*(H|S,Y) \quad \text{or} \quad E_{DAF}^*(H|S,Y)$$

$$= -2 \int \ln f^*(D,H|S,Y) f^*(D|H,S,Y) dD$$

$$= \sum_{j=1}^{p} \left[ \frac{(u_j + s)}{d_j^*} + (N^* + n + 2) v_j^* \right]$$

$$- p( n \ln(s/2) - 2 \ln \Gamma(n/2) )$$

$$+ L_{FA}^* + L_{AE}^* + L_H + \text{const},$$

where

$$d_j^* = 1/E(1/d_j) = (u_j + s)/(N^* + n)$$

and

$$v_j^* = E(\ln d_j)$$

$$= \ln( (u_j + s)/2 ) - \psi( (N^* + n)/2 )$$

where $\psi(x)$ is the digamma function, i.e., $\psi(x) = d \ln \Gamma(x) / dx$, where $\Gamma(x)$ is the gamma function.
The term $L_{Ae}$ should be subtracted from (4.6.4.3) if $A_{co}$ is used.

Next, consider the analytic integration of $D$. The integration of $f^*(D;H|S,Y)$ with respect to $D$ is straightforward. The result is

$$f^*(H|S,Y) = \prod_{j=1}^{p} \left[ \frac{(s/2)^{n/2}}{\Gamma((u_j+s))^{(N^*+n)/2}} \frac{\Gamma((N^*+n)/2)}{\Gamma(n/2)} \right].$$

However, instead of straight integration we may approximate the result by using the log normal approximation used in Leonard (1985). That is, the form of $f^*(D;H|S,Y)$ suggests that

$$u_j | d_j : \chi^2(N^*, d_j),$$

and

$$d_j : \chi^2(n, s),$$

where $\chi^2(n, s)$ denote the chi square distribution with the degrees of freedom $n$ and the mean $ns$.

By approximating these distributions by the log normal distributions, Bartlett and Kendall (1946), we have,

$$\ln u_j | d_j : N(\ln d_j + \ln N^*, 2/N^*),$$

and

$$\ln d_j : N(\ln(s/n) + 2/n).$$

Therefore, marginally,

$$\ln u_j : N(\ln(s/n) + \ln N^*, 2/N^* + 2/n).$$
Finally, the result is,

\[(4.6.4.8) \quad A D E F_A B F (H|S,Y) \text{ or } A D E F_A D A P F (H|S,Y) \]

\[= \sum_{j=1}^{p} \left[ ( \ln(u_j) - (\ln(s/n) + \ln N^{**}) )^2 \right] / (2/N^* + 2/n) \]

\[+ L_{FA} + L_H ( + L_{A^*} ) + \text{const.} \]

When the quasi marginalization of the error variance by taking the expectation is performed prior to the quasi marginalization with respect to the factor loadings we have a similar formula for \(E_{ADF_A}\) namely,

\[(4.6.4.9) \quad E_{ADF_A} (H|S,Y) = \text{same as } E_{DAF_A} (H|S,Y) \]

with \(u_j = \text{RSS}_{j}^{**} + N_{3j}^{*} V_{3j}^{*} a_{3j} \),

where \(\text{RSS}_{j}^{**}\) is defined in \((4.6.3.4)\),

and for the calculation of all the terms \(d_{j}^{*}\) should be used.

Given \(E_{DAF_A} (H|S,Y), E_{ADF_A} (H|S,Y), A D E F_A (H|S,Y), \) or \(A D E F_A (H|S,Y), \)

we consider those as minus twice the log posterior density of the hyperparameters and the mode of those distributions are to be estimated in the subsequent N-step. However, we first consider the case where the factor loadings are first marginalized.

Conditional Distribution of A Given F, D, H, S, and Y

In this section the derivation of \(E_{DFA} \) and \(A D E F_A \), where the factor loadings are first marginalized by the EM algorithm will be presented.

By collecting \(L_{A}^{*} \) and \(L_{FA}^{*} \) from \((4.3.5)\) and \((4.2.16)\), respectively,
and using the same tricks as before, we have

\[(4.6.5.1) \quad L_{FA_j} + L_{A_j} = \]

\[\left( a_j - \bar{a}_j \right)^* Q_j^{-1} \left( a_j - \bar{a}_j \right) + \text{const,} \]

where

\[ Q_j^* = \left( (1/d_j)F'F + C_A^{-1} \right)^{-1}, \]

\[ \bar{a}_j^* = Q_j^* \left( (1/d_j)F'x_{(j)} + C_A^{-1} \bar{a}_j \right). \]

This indicates that given \( F, D, H, S, \) and \( Y, \)

\[(4.6.5.2) \quad a_j \mid F, D, H, S, Y : N_r(\bar{a}_j^*, Q_j^*). \]

Since these are independent for \( j=1,2,...,p, \) the joint density is the product of these densities and we denote it by \( f(A \mid F, D, H, S, Y). \)

When the locally exchangeable prior distribution is used for the factor loadings, similar correction as \((4.6.3.5)\) is necessary. That is, replace all the \( C_A'\)s and \( a'\)s by \( C_{Ak} \) and \( \bar{a}_k \) if the variable \( j \) belongs to the \( k\)th group.

**Conditional Expectation of Minus Twice the Log Posterior Density**

We have

\[(4.6.6.1) \quad E_A(F,D,H,S,Y) = \int L f(A \mid F,D,H,S,Y) \, dA \]

\[= \sum_{j=1}^{p} \left[ \left( RSS_j^* + \text{tr} F'Q_j^* \right) / d_j + L_{A_j}^* \right] \]

\[+ p \ln |C_A| + L_F + L_D + L_H + \text{const.}, \]

where

\[ RSS_j^* = (x_{(j)}' - \bar{x}_j^*)' (x_{(j)}' - \bar{x}_j^*), \]
\[ L_{A^*} = (A^* - e)'^{-1}(A^* - e) + \text{tr}(C_A^{-1}Q_j). \]

We write

\begin{equation}
(4.6.6.2) \quad L_{A^*} = \sum_{j=1}^{P} \left( L_{A^*} + p \ln|C_A| \right).
\end{equation}

When the locally exchangeable prior is used similar correction as (4.6.3.6) is necessary.

Quasi Marginalization with respect to the Factor Scores

Now consider \( E_A(F,D,H|S,Y) \) as minus twice the log of the posterior density of \( F,D,H \) and denote it by \( f^*(F,D,H|S,Y) \). Then, by writing observation wise, we have

\begin{equation}
(4.6.7.1) \quad E_A(F,D,H|S,Y)
\end{equation}

\[ = \sum_{i=1}^{N} \left( \left( Y_i - A^* f_i \right)'D^{-1}(Y_i - A^* f_i) \right. \\
\left. + f_i'(C_F^{-1} + Q./d.) f_i \right) \\
+ L_{A^*} + L_D + L_H + \text{const.}, \]

where

\[ Q./d. = \sum_{j=1}^{P} \left[ \frac{Q^*_j}{d_j} \right]. \]

Again, using the same tricks, we have

\begin{equation}
(4.6.7.2) \quad f_{i|1|D,H,S,Y} : N_{X} \left( \frac{f^*_i}{\lambda_1}, V^* \right)
\end{equation}

where

\[ V^* = \left( A^* 'D^{-1}A^* + Q./d. + C_F^{-1} \right)^{-1}. \]

and
\[ \tilde{f}_1^* = V^* A^* D^{-1} \chi_1. \]

Those conditional distributions are independent for i=1, 2, ..., N, the joint density is given by the product of those and we denote it by \( f^*(F|D, H, S, Y) \).

Also, we write,

\[ (4.6.7.3) \quad F^* = Y D^{-1} A^* V^*. \]

When the locally exchangeable prior is used for the factor scores a similar correction as (4.6.1.4) is necessary.

The conditional expectation of \( E_A(F, D, H|S, Y) \) is

\[ (4.6.7.4) \quad E_F(A(F, D, H|S, Y) = \int E_A(F, D, H|S, Y) f^*(F|D, H, S, Y) dF \]

\[ = \sum_{i=1}^{N} \left[ (\chi_i^* - \hat{A}^* \hat{f}_i^*)' D^{-1} (\chi_i^* - \hat{A}^* \hat{f}_i^*) \right. \]

\[ + \hat{f}_i^* (Q./d. + C_F^{-1}) \hat{f}_i^* ] \]

\[ + N \text{tr}(A^* D^{-1} A^* + Q./d. + C_F^{-1})V^* \]

\[ + \lambda_F + \lambda_A^* + \lambda_D + \lambda_H + \text{const.} \]

\[ = \sum_{j=1}^{p} \left[ (\text{RSS}_j^*) + \text{tr}(F^* F + N V^*)Q_j^* \right. \]

\[ + N \hat{a}_j^* V^* \hat{a}_j^* )/d_j ] \]

\[ + \lambda_F + \lambda_A^* + \lambda_D + \lambda_H + \text{const. not including } D, \]

where \( \text{RSS}_j^* = (y(j)^{-F^* \hat{a}_j^*})'(y(j)^{-F^* \hat{a}_j^*}). \)

and

\[ \lambda_F = \sum_{i=1}^{N} \left[ \hat{f}_i^* (Q./d. + C_F^{-1}) \hat{f}_i^* \right] \]

\[ + N \text{tr} C_F^{-1} V^* \]

...
When the locally exchangeable prior is used for the factor scores a similar correction as (4.6.2.5) is necessary. That is, replace all the occurrences of N times $V^*$ by $\sum_{k=1}^{G} \{a_k V_k^* \}$ and modify $L_{fe}$ to include $f_k$.

It should be noted that the final expression in (4.6.7.4), though it is the same as the one in (4.6.3.4), is a different one since the definition of $F^*$ and $A^*$ in them are different. With this difference in mind, we can perform the same quasi marginalization with respect to the error variance as before.

Estimation of the Hyperparameters: the M-step

Here, the minimization of minus twice the conditional expectation of the posterior density of $H$ given $S$ and $Y$ is considered. The expectations are given in (4.6.4.3), (4.6.4.8) and (4.6.4.9). It is now necessary to specify the form of $f(H|S)$. When some information is available we may use the conjugate form suggested in Lindley and Smith (1972) or Lindley (1971). When there are little information we can use uniform prior distribution for $H$. Although the use of uniform prior distribution in the case where many parameters are to be estimated is subject to criticism, we can argue that it does not hurt the estimation since the number of random variables which have uniform prior distribution is greatly reduced, Lindley (1975). Since the informative specification of the prior distribution of the hyperparameters is usually
difficult, throughout this section uniform prior is used for the hyperparameters.

First, we minimize with respect to the hyperparameters of the factor loadings, $H_A$. Since the term which includes $H_A$ is the same for all the cases, we have

\[(4.6.8.1) \quad \hat{a}^+ = \frac{\sum_{j=1}^{p} a_j^*}{p},\]

and

\[C^+_A = (A^*J^*A^* + \sum_{j=1}^{p} Q_j^*) / p,\]

where $J = I_p - (1/p)1_1^T$.

When the globally exchangeable prior is used for the factor scores with $\delta = 0$ and $C_F = I_x$, these modes are not unique in the sense that an orthogonal rotation of $A$ by an orthonormal matrix, say, $T$, results in a different mode $T'A$ and $T'C_A T$, which also gives the minimum of these expectations. Therefore, the off-diagonal elements of $C_A$ should be set equal to zero.

For the hyperparameters of the error variances, $H_D$, when the expectation method is used, we have the following derivatives.

\[(4.6.8.2)\]

\[\frac{\partial E}{\partial \eta} = \sum_{j=1}^{p} v_j^* - \eta (ln(\eta/2) - \text{psy}(\eta/2)),\]

\[\frac{\partial E}{\partial \delta} = \sum_{j=1}^{p} 1/\delta_j^* - \eta \delta,\]

\[\frac{\partial^2 E}{\partial \eta^2} = (1/2) \eta \text{psy}'(\eta/2),\]

\[\frac{\partial^2 E}{\partial \eta \delta} = - \delta/\eta.\]
where \( \psi'(x) \) is the trigamma function, Johnson and Kotz (1967).

With these derivatives we can solve for \( n^+ \) and \( s^+ \) by the Newton-Raphson method. Since there are only two parameters involved the process does not require much iterations.

When the log normal approximation is used the solution becomes much more simple. That is,

\[
(4.6.8.3) \quad n^+ = \frac{1}{1/2} \sum_{j=1}^{p} \left[ (\ln u_j - u.)^2 \right] / \ln N^*
\]

\[
s^+ = \exp \left[ \sum_{j=1}^{p} \left( u_j / p - \ln N^* \right) \right] x n^+
\]

where \( u. = \sum_{j=1}^{p} \left( \ln u_j \right) / p. \)

When the locally exchangeable prior for the factor loadings is used

(4.6.8.1) should be replaced by

\[
(4.6.8.4) \quad a^+_k = \sum_{j=1}^{q} \left[ \frac{x_j^+}{n_A^k} \right] \]

and

\[
C_{A^k} = A^k J_k \frac{A^k}{n_A^k} \sum_{j=1}^{q} \left[ Q_j^+ / n_A^k \right]
\]

where the same partition as \( P^* \) before is assumed for \( A^* \) and \( J_k \) is the \( n_{Ak} \times n_{Ak}^* \) centering operator. When a priori zeros are specified for some of the elements of \( a^*_k \)'s those must be set equal to zero in (4.6.8.4). This does not affect the estimation of \( C_{A^k} \)'s since this type of the restrictions of the location parameters can be handled independently of the scale parameters, Mardia, et.al. (1979).
When the locally exchangeable prior for the factor scores are used we have to estimate the hyperparameters. Differentiation of $L_F$ with correction in (4.6.2.5) gives

\[(4.6.8.5) \frac{d L^+}{d \theta} = \sum \frac{[f^*_1]}{n_{Fk}},\]

and

\[C^+_F = \frac{F_k^* J_k^* F_k^*}{n_{Fk}} + V_k^*,\]

where $J_k$ is the $n_{Fk} \times n_{Fk}$ centering operator.

To enforce the orthogonality of the model at least one of the $C_{Fk}$ matrices should be set equal to $I_r$. Also, to avoid the rotational indeterminacy, one of the $C_{Ak}$'s should be constrained to a diagonal matrix.

Marginal Mode of the Error Variances Given the Hyperparameters

Conditioned on the hyperparameters, the marginal mode of the error variances can be calculated by a variation of the EM algorithm. That is, depending on the method of quasi marginalization of the factor scores and the factor loadings, the mode of the error variances is given as follows. When $E_{AF}$ or $E_{FA}$ is used, from (4.6.3.4) and (4.6.7.4) we see the marginal mode of the error variance is given by

\[(4.6.9.1) d_j^+ = \frac{u_j + s}{N + n + 2}, j=1,2,\ldots,p,\]

where

\[u_j = RSS_j^{**} + tr(F^* F^* + N V^* Q_j^* + 2 V^* s_j^*),\]
and \( \text{RSS}_j \), \( \text{F}_j \), \( \text{V}_j \), \( \text{A}_j \), and \( Q_j \) are defined, in the corresponding E-step formulae, namely, either, in (4.6.3.4), (4.6.1.1), and (4.6.3.2) or in (4.6.7.4), (4.6.7.2), and (4.6.5.1) depending on the choice of \( E_{AF} \) or \( E_{FA} \), respectively. When the locally exchangeable prior is used corresponding corrections should be made.

When \( A_E F \) is used the estimate becomes, from (4.6.3.11),

\[
(4.6.9.2) \quad d_j^+ = \left( u_j + s \right) / (N + n - r + 2), \quad j=1,2,\ldots,p,
\]

where \( u_j = \text{RSS}_j + \tilde{z}_j^*(N \text{V}_j)\tilde{z}_j^* \).

As noted before, the lack of the term including \( Q_j \)'s, which comes from taking the expectation with respect to the factor loadings, is compensated by reducing the denominator in (4.6.9.2).

Marginal Mode of the Factor Scores Given the Error Variances

Conditioned on the error variances and the hyperparameters marginal mode of the factor scores can be calculated by the EM algorithm where the factor loadings are treated as the missing data. The result is given in (4.6.5.1), (4.6.6.1), (4.6.7.2), and (4.6.7.3). Here, the first two formulae are considered to be the E-step, and the last two, the M-step. (Due to the symmetry of the conditional density, \( F_j \) is not only the mean but also the mode.) It should be noted that this formula is not linear in terms of \( F_j \).
since $V'$ include $Q_j$'s which, in turn include $F'$. When the locally exchangeable prior distributions are used corresponding corrections should be made.

**Marginal Mode of the Factor Loadings Given the Error Variances**

Conditioned on the error variances and the hyperparameters marginal mode of the factor loadings can be calculated by the EM algorithm where the factor scores are treated as the missing data. The result is given in (4.6.1.1-3), (4.6.2.1), and (4.6.3.2). Here, the first four formulae are considered to be the E-step, and the last one, the M-step. (Due to the symmetry of the conditional density, $A'$ is not only the mean but also the mode.) When the locally exchangeable prior distributions are used corresponding corrections should be made.

**Joint Mode of the Factor Scores and the Factor Loadings**

Given the Error Variances

Conditional on the error variances and the hyperparameters, the joint mode of the factor scores and the factor loadings can be given by a straightforward minimization since there is nothing left for marginalization. Successive application of

\[(4.6.12.1) F^+ = Y D^{-1} A V^+,\]

where $V^+ = (A'D^{-1}A + \sigma_F^2)^{-1}$. 

and

\[(4.6.12.2) \quad \theta^+_j = Q^+_j \left( \frac{1}{d_j} F_j \sum_{i} + C^{-1}_A \right), \]

where \( Q^+_j = \left( \frac{1}{d_j} F_j F + C^{-1}_A \right)^{-1} \),
gives the joint mode. Note that no extra term due to taking the expectation is involved. When locally exchangeable prior distributions are used corresponding corrections should be made.

**Summary of the Algorithms**

A summary of the six methods proposed in the previous sections for the estimation of the modal value of the hyperparameters is found in Table 1. The necessary formulae are listed for each step, namely, the B-step and the quasi marginalization and the M-step. The two steps are iterated until the process converges.

**Technical Notes**

Unless specified otherwise the following initial configuration is used.

**Initial Factor Loadings**

(4.6.14.1) Principal Component Solution based on \((1/N)Y'Y\) matrix.

**Initial Error Variances**

(4.6.14.2) \( \text{diag} \left( \frac{1}{N} Y'Y - A'A \right) \), where \( A \) is the initial factor loadings.

**Initial Factor Scores**

(4.6.14.3) \( Y D^{-1} A \left( A' D^{-1} A + C^{-1}_F \right)^{-1} \).
When no a priori zeros are specified it may be efficient to orthogonally rotate the initial configuration given above so that

\[(4.6.14.4) \quad A'Y_A = \text{diagonal}\]

is satisfied and enforce the restriction

\[(4.6.14.5) \quad C_{A_k} = \text{diagonal}\]

in the N-step. When the hyperparameters have uniform prior distributions this restriction eliminates the rotational indeterminacy. When there are a priori zeros, the following orthogonal rotation to the target matrix $B$ should be performed on the initial configuration given in (4.6.14.1).

\[(4.6.14.6) \quad B = \begin{bmatrix} b_{je} \end{bmatrix}, \quad j = 1, 2, \ldots, p, \quad e = 1, 2, \ldots, r,\]

where $b_{je} = 0$ if $j$ belongs to $k$ and $a_{ke} = 0$,

= missing,

where $a_{ke}, k = 1, 2, \ldots, G_A, e = 1, 2, \ldots, r$, denotes the locational hyperparameter of the factor loadings.

The iteration process should be terminated when certain convergence criterions is satisfied. For the programs where the calculation is done with double precision numbers the criterion

Successive absolute difference of $n$ is less than or equal to .001,

and

Successive absolute difference of $d_j, j=1,2,\ldots,p$, is less than

or equal to .00001,

is used. Since the degrees of freedom, $n$, has a value comparable to the number of observations, the convergence criterion for $n$ should be adjusted according to the number of observations. Also, the convergence criterion for the error
variances should be adjusted according to the observed variance of each variable.

When performing the $E_{DFA}$ or $A_{DFA}$ method with a uniform prior distribution of the hyperparameters the conditional expectation of $F$ tends to shrink toward zero. This is due to the unboundedness of the marginal likelihood of $F$ and $D$ in (4.4.1). Therefore, some normalization such as

$$(4.6.14.7) \quad F^* F = N I_F,$$

and corresponding rescaling of $V^*, C_p, A^*, a, \text{ and } C_A$ is necessary.

Also, due to the unboundedness of (4.4.3) with uniform prior on $s$, algorithms such as $E_{AFD}$ or $E_{FAD}$ are impossible. The essential difference between those two cases is that in the latter case, where $D$ is marginalized first, the conditional expectation of $1/d_j$ or $d_j$ is a function of $RSS_j$ only and can easily become zero.

When no a priori zeros are specified we may be able to rotate the solution to a simple structure. This is possible because we have uniform prior distributions for the hyperparameters. It should be noted, however, that the rotation must be performed not only on the parameter matrices but also on the hyperparameters. That is, denoting the rotated matrices by $\#$, the result of the rotation defined in (2.1.14) is

$$(4.6.14.8) \quad F^# = FT, \quad A^# = A (T')^{-1}, \quad k = 1, 2, \ldots, G_A, \quad C_A^# = T^{-1} C_A (T')^{-1}, \quad k = 1, 2, \ldots, G_A.$$
\[ f_k^\# = T'f_k, \quad k = 1, 2, \ldots, G_F, \]

and \[ C_k^\# = T'C_k T, \quad k = 1, 2, \ldots, G_F. \]

It should be noted that the conditional dispersion matrices such as \( V^* \) and \( Q_j^* \) may be interpreted as the lower bound of the posterior marginal dispersion matrices of \( f_i \) or \( a_j \), respectively, in the sense that the real marginal dispersion matrices are larger than the conditional dispersion matrices. That is, if some of the conditional dispersion matrices are very large it indicates that the factor analytic model with the given dimensionality does not fit the data.

Also, the matrix \((1/N)F^*F^*\) is the sample dispersion matrix of the factor scores calculated from the estimate \( F^* \). Therefore, specification errors with respect to the number of dimensions may be checked by the diagonal elements of this matrix. That is, if some of the sample variances are small, it indicates that we might have specified too many factors. In this case the analysis should be performed with a smaller number of factors.

When some of the error variances are zero use

\[(4.6.14.9) \quad V^* = C_F - C_F A' (D + A C_A A')^{-1} A C_F,\]

\[ W = D^{-1} A V^* = (A C_F A' + D)^{-1} A C_F,\]

\[ Q_j = d_j (F^*F^* + N V^* + d_j C_A^{-1})^{-1},\]

and \[ a_j = (F^*F^* + N V^* + d_j C_A^{-1})^{-1} \]

\[ x (F^*Y_{(j)} + d_j C_A^{-1} a).]
The above expressions given above, which can be derived by using matrix inversion tricks and Lawley's trick, reduce to the expressions given by Rubin and Thayer (1982), namely, (2.2.26) through (2.2.28), when $C^{-1}_A$ is zero.
CHAPTER V
EVALUATION OF THE METHOD

Convergence

In order to check for convergence, the solutions using the following nine methods were compared.

1. M.L.E. by SAS
2. Marginal Estimate of the Error Variances
   i.e., $E_{FA}$ without marginalization with respect to $D$
3. Marginal Estimate of the Error Variances,
   i.e., $E_{AF}$ without marginalization with respect to $D$.

4. $A_{DA}E_F$
5. $A_{D}E_{AF}$
6. $A_{D}E_{FA}$
7. $E_{DAF}$
8. $E_{DFA}$
9. $E_{ADF}$

The three data matrices, namely, sixteen psychological tests from Harman (1976, pp123-124), ten artificial variables from Francis (1983), (see Seber(1984)), and five mathematics tests from Mardia, et., al. (1979) are analyzed with $r = 4$, 2, and 1, respectively. The first matrix is a correlation
matrix and the rest are dispersion matrices. The elements of the last matrix are divided by 1000 in order to keep the numbers in a reasonable range. For the factor loadings, in order to make the comparison possible, $C^{-1}$ zero is used.

For methods 2 and 3, the convergence criterion is such that the mean absolute difference of $d_j \leq .00001$.

For the last six methods, the criterion for convergence require the absolute difference of $n^+ \leq .001$.

The results are shown in Figures 1-3, where the mean and the variance of the estimated $d_j$'s are also shown. We can conclude from these Figures that six variations of the EM algorithm are almost similar. Therefore, the quasi marginalization may be regarded as a very good approximation to the real marginalization.

Since $E_{DAF}$ is easy to modify for the calculation of MLE and the marginal estimate of the error variances in the later analysis only $E_{DAF}$ is used.

Robustness to Initial Configuration

In order to evaluate the robustness or the sensitivity to the initial configuration the correlation matrix in Table 2(e) was analyzed with a variation of the $E_{DAF}$ method with several different initial configurations. The data matrix is calculated by Davis (1944) and used by Martin and McDonald (1975) and found to result in a Heywood case with zero error variance for the
first variable.
The variables are:
1. Knowledge of word meanings
2. Ability to select the appropriate meaning for a word or phrase in the light of its particular contextual setting
3. Ability to follow the organization of a passage and to identify antecedents and references in it.
4. Ability to select the main thought of a passage
5. Ability to answer questions that are specifically answered in a passage
6. Ability to answer questions that are answered in a passage but not in the words in which the question is asked
7. Ability to draw inferences from a passage about its content
8. Ability to recognize the literary devices used in a passage and to determine its tone and mood
9. Ability to determine a writer's purpose, intent, and point of view, i.e., to draw inference about a writer

A special version of the \( E_{DAF} \) program was developed which uses a uniform factor loadings prior, a globally exchangeable factor score prior, and a globally exchangeable error variance prior. The degrees of freedom and the scale parameter of the inverted chi square distributions are calculated with the \( E_{DAF} \) program using the same prior distributions as stated above for the factor scores and the factor loadings. Since the main interest here is to see the effect of the globally exchangeable prior distribution of the error variances on the analysis of a Heywood prone data matrix and the comparison
between the Bayesian solutions and the MLE, the marginalizations of the factor loadings and the error variances are not performed. That is, the program calculates the posterior joint mode of the factor loadings and the error variances with the prior distributions specified above. The only difference between this special program and the method proposed by Rubin and Thayer (1982) is that the former uses the inverted chi square prior distributions as the prior distribution of the error variances. It is assumed that the algorithm has converged when the mean partial derivative of (4.4.2) with respect to \( D \) is less than or equal to \( 0.00001 \).

Eleven different initial configurations of the factor loadings and the error variances are calculated as follows. (The initial configuration for the factor scores is calculated, given \( A \) and \( D \), by (4.6.14.3).)

1. HLR

Result of \( E_{DAF} \) with globally exchangeable factor score prior distribution and uniform factor loading and error variance prior distributions without marginalization of the factor loadings and the error variances. This is the MLE by the EM algorithm proposed by Rubin and Thayer (1982).

2. BLM

Result of \( E_{DAF} \) with globally exchangeable factor score prior distribution uniform factor loading and error variance prior distributions without marginalization of the factor loadings and the error variances. Instead of (4.6.14.2) its mean is used as the initial estimate of all the error variances.

This is also the MLE by the EM algorithm with a different initial estimate.

3. HIR
Result of $E_{DAF}$ with globally exchangeable factor score and error variance prior distributions and uniform factor loading prior distribution. The hyperparameters $n$ and $s$ are estimated here.

4. BHN

Result of $E_{DAF}$ with globally exchangeable factor score and error variance prior distributions and uniform factor loading prior distribution.

Instead of (4.6.14.2) its mean is used as the initial of all the error variances.

Although the hyperparameters are estimated here they are not used in the later analysis.

5. BMR

Result of $E_{DAF}$ with globally exchangeable factor score prior distribution and uniform factor loading and error variance prior distributions without marginalization of the error variances.

This is the marginal MLE of the error variances.

6. 

Result of $E_{DAF}$ with globally exchangeable factor score prior distribution and uniform factor loading and error variance prior distributions without marginalization of the error variances.

Instead of (4.6.14.2) its mean is used as the initial of all the error variances.

This is also the marginal MLE of the error variances.

7. SSNC

MLE by SAS PROC FACTOR with PRIOR SNC option.
\[
\frac{\partial f}{\partial x} = \partial(\text{tr}[\frac{\partial f}{\partial Y}]_c Y) / \partial x.
\]

Proof

\[
\frac{\partial f}{\partial x}_{pq} = \sum_{i,j} \left( \frac{\partial f}{\partial y_{ij}} \frac{\partial y_{ij}}{\partial x_{pq}} \right)
= \text{tr} \left[ \frac{\partial f}{\partial Y} \right]' \left[ \frac{\partial y}{\partial x} \right]_{pq},
= \partial(\text{tr}[\frac{\partial f}{\partial Y}]_c Y) / \partial x_{pq},
\]

where \([ \frac{\partial y}{\partial x} ] = [ \frac{\partial y_{ij}}{\partial x_{pq}} ], a \times b. \]

When evaluating \([ \frac{\partial f}{\partial Y} ]_c \) treat \( Y \) as if all of its elements are distinct even if \( Y \) is symmetric.

As a special case of \( b=1 \) and \( d=1 \) we have

\[
\frac{\partial f}{\partial x} = \left[ \frac{\partial f}{\partial Y} \right]' \left[ \frac{\partial y}{\partial x} \right],
\]

where \([ \frac{\partial y}{\partial x} ] = [ \frac{\partial y_i}{\partial x_j}, i=1,2,\ldots,a, j=1,2,\ldots,c, a \times c. \]

Also, when \( Y = x I \), we have

\[
\left[ \frac{\partial f}{\partial x} \right] = \text{tr}(\partial(\text{tr}[\frac{\partial f}{\partial Y}]_c) / \partial x ).
\]

For some specific forms of \( f \) we have

\[
\frac{\partial \text{tr}A}{\partial x} = A', \text{ if } X \text{ is distinct},
\]

\[
= A+A'-\text{diag}(A), \text{ if } X \text{ is symmetric}.
\]

\[
\frac{\partial \text{tr}XAX}{\partial x} = (A+A')X, \text{ if } X \text{ is distinct},
\]

\[
= (A+A')X+X(A+A')-\text{diag}((A+A')X), \text{ if } X \text{ is symmetric}.
\]

\[
\frac{\partial \text{tr}XAX'}{\partial x} = X(A+A'), \text{ if } X \text{ is distinct},
\]

\[
= X(A+A')+(A+A')X-\text{diag}((A+A')X), \text{ if } X \text{ is symmetric}.
\]

\[
\frac{\partial \text{tr}XAXB}{\partial x} = AXB+A'XB', \text{ if } X \text{ is distinct},
\]

\[
= AXB+BXA+A'XB'-B'XA'-\text{diag}(AXB)-\text{diag}(BXA), \text{ if } X \text{ is symmetric}.
\]

\[
\frac{\partial X^{-1}A}{\partial x} = -(X^{-1}A'X^{-1})', \text{ if } X \text{ is distinct}.
\]
\[
\frac{\partial f}{\partial y} = \{ \frac{\partial f}{\partial y_{ij}} \}, \quad i=1,2,\ldots,a, \quad j=1,2,\ldots,b, \quad a \times b,
\]
and, the derivative of \( f \) with respect to \( X \),
\[
\frac{\partial f}{\partial X} = \{ \frac{\partial f}{\partial x_{ij}} \}, \quad i=1,2,\ldots,c, \quad j=1,2,\ldots,d, \quad c \times d.
\]
Therefore, the derivative with respect to \( Y' \) is
\[
\frac{\partial f}{\partial Y'} = \{ \frac{\partial f}{\partial Y} \}', \quad b \times a.
\]
Also, when \( Y \) is diagonal,
\[
\frac{\partial f}{\partial Y} = \text{diag} \{ \frac{\partial f}{\partial Y} \}.
\]
Using the following properties of trace we have two useful rules for differentiation.
\[
\text{tr}UV = \text{tr}VU = \text{tr}V'^{U'} = \text{tr}U'^{V'}, \quad \text{and} \quad \text{tr}UV = \sum_{i,j}(u_{ij}v_{ji}).
\]
1. Product Rule

Let \( U \) and \( V \) be functions of \( X \). Then,
\[
\frac{\partial \text{tr}UV}{\partial X} = \frac{\partial \text{tr}UV}{\partial x} + \frac{\partial \text{tr}U}{\partial x} \text{V}, \quad \text{where subscript c denotes that the matrix with c is to be held constant for the purpose of differentiation.}
\]
Proof
\[
\frac{\partial \text{tr}UV}{\partial x_{pq}} = \frac{\partial}{\partial x_{pq}}(\sum_{i,j}(u_{ij}v_{ji})) = \sum_{i,j} \left( \frac{\partial u_{ij}}{\partial x_{pq}} v_{ji} + u_{ij} \frac{\partial v_{ji}}{\partial x_{pq}} \right)
\]
\[
= \sum_{i,j} \left( \frac{\partial u_{ij}}{\partial x_{pq}} v_{ji} + u_{ij} \frac{\partial v_{ji}}{\partial x_{pq}} \right)
\]
\[
= \frac{\partial \text{tr}U}{\partial x_{pq}} \text{V} + \frac{\partial \text{tr}V}{\partial x_{pq}} \text{U}.
\]
2. Chain Rule

Let \( Y \) be a function of \( X \). Then,
\[
E( \sum_{i,j} (c_{ij} y_{ij}) ) \\
= \sum_{i,j} (c_{ij} E(y_{ij}) ) \\
= \text{tr} CE(Y) \\
= \text{tr} CE(xx') \\
= \text{tr} C (V + E(z)E(x)' ) \\
= \text{tr} C (V + x x') \\
= \text{tr} CV + \text{tr} C x x' \\
= \text{tr} CV + x' Cx'.
\]

---

**Partial Differentiation of Some Functions of Matrices**

Following rules and formulae are collected from Schoenemann (1965), Rao (1973), Press (1982), and Nel (1980).

**Definition:**

Let \( f = f(Y) \),

where \( f \) is a matrix to scalar function,

\[
Y = [ y_{ij} ], \quad i=1,2,\ldots,a, \quad j=1,2,\ldots,b, \quad a \times b,
\]

\[
X = [ x_{ij} ], \quad i=1,2,\ldots,c, \quad j=1,2,\ldots,d, \quad c \times d,
\]

\[
y_{ij} = s_{ij}(X),
\]

where \( s_{ij}, \quad i=1,2,\ldots,a, \quad j=1,2,\ldots,b, \) is a matrix to scalar function.

Then, the derivative of \( f \) with respect to \( Y \) is defined as
\[ = D^{-1}A(A'D^{-1}A)^{-1}(C_F^{-1}+A'D^{-1}A)-D^{-1}A \]
\[ = D^{-1}A(A'D^{-1}A)^{-1}C_F^{-1}. \]

Therefore,
\[ \Omega^{-1}A((A'D^{-1}A)^{-1}+C_F)C_F^{-1} = D^{-1}A(A'D^{-1}A)^{-1}C_F^{-1}. \]
\[ \Omega^{-1}A((A'D^{-1}A)^{-1}+C_F) = D^{-1}A(A'D^{-1}A)^{-1}. \]
\[ \Omega^{-1}A(I+C_FA'D^{-1}A) = D^{-1}A. \]
\[ \Omega^{-1}A = D^{-1}A(I+C_FA'D^{-1}A)^{-1}. \]
\[ = D^{-1}A(C_F^{-1}+A'D^{-1}A)^{-1}C_F^{-1}. \]

**Expectation of Quadratic Form**

Let \( E(z) = \bar{z}^* \) and \( D(z) = V^*. \)

Then \( E( z'Cz ) = \bar{z}^*C\bar{z}^* + \text{tr}CV^*. \)

Proof

\[ z'Cz = \text{tr}Cxx' \]
\[ = \sum_{i,j} (c_{ij}y_{ij}), \]
where \( Y = xx' \).

Therefore,
\[ E(z'Cz) = E( \text{tr}CY ) \]
Let $A$, $B$, and $C$ be, respectively, $p \times p$, $p \times q$, and $q \times p$. Then,

3. $|A + BC| = |A^{-1}| |I_p + A^{-1}BC|$

   $= |A^{-1}| |I_q + CA^{-1}B|$.

**Lawley’s Trick**

$\Omega^{-1} = D^{-1}A (C^{-1} + A'D^{-1}A)^{-1} C^{-1}_F$, 

where $\Omega = A C^{-1} A' + D$.

**Proof**

By the Matrix Inversion Formula 1 we have

$\Omega^{-1} = D^{-1} - D^{-1}A(C^{-1} + A'D^{-1}A)^{-1} A'D^{-1}$.

Multiply $A(A'D^{-1}A)^{-1}(C^{-1} + A'D^{-1}A)$ from the right. Then,

left $= \Omega^{-1} A(AD^{-1}A)^{-1}(C^{-1} + A'D^{-1}A)$

   $= \Omega^{-1} A(A'D^{-1}A)^{-1}C^{-1}_F + \Omega^{-1} A$

   $= \Omega^{-1} A((A'D^{-1}A)^{-1}C^{-1}_F + I)$

   $= \Omega^{-1} A((A'D^{-1}A)^{-1} + C^{-1}_F)C^{-1}_F$.

right $= D^{-1} A(A'D^{-1}A)^{-1}(C^{-1} + A'D^{-1}A)$

   $= D^{-1} (C^{-1} + A'D^{-1}A)^{-1} A'D^{-1} A(A'D^{-1}A)^{-1}(C^{-1} + A'D^{-1}A)$
Sum of Squares Completion Trick

Let \( z, a, \) and \( b \) be \( p \times 1 \), and \( A \) and \( B \) be \( p \times p \) symmetric.

Then,
\[
q = (z-a)'A(z-a) + (z-b)'B(z-b)
\]
\[
= (z-d)'D(z-d) + c,
\]
where,
\[
D = A + B,
\]
\[
d = D^{-1}(Aa + Bb),
\]
and
\[
c = a'Aa + b'Bb - d'Dd.
\]

Proof
\[
q = x'(A+B)x - 2x'(Aa+Bb) + a'Aa + b'Bb
\]
\[
= (x-(A+B)^{-1}(Aa+Bb))'(A+B)(x-(A+B)^{-1}(Aa+Bb))
\]
\[
-(Aa+Bb)(A+B)^{-1}(Aa+Bb) + a'Aa + b'Bb. \|
\]

Matrix Inversion and Determinant Trick

Let \( A \) and \( B \) be square. Then,

1. \((A + UBV)^{-1} = A^{-1} - A^{-1}U(B^{-1} + VA^{-1}U)^{-1}VA^{-1}\).

2. \((A + B)^{-1} = A^{-1} (A^{-1} + B^{-1})^{-1} B^{-1}\).
But,
\[ Y^+ - XB = XB^+ - XB = X( B^+ - B), \]

and
\[ U^+(Y^+XB) = Y^+PX(B^+ - B) = \text{zero}, \]

since PX = zero. \[ \|

\textbf{Projection Operator Trick 2}

Let \( Z \) be \( n \times p \), \( V \), \( n \times r \), \( B \), \( r \times p \), and \( A \), \( p \times p \).

Then,
\[ Q = (Z - VB')^{-1} (Z - VB) \]
\[ = Z'A^{-1/2}PA^{-1/2}Z + (B - B^+)\', V'A^{-1}V (B - B^+), \]

where,
\[ P = I_n - A^{-1/2}V (V'A^{-1}V)^{-1} - V'A^{-1/2}, \]

and
\[ B^+ = (V'A^{-1}V)^{-1}V'A^{-1}Z. \]

Proof

Apply the trick 1 to the transformed variables
\[ Y = A^{-1/2}Z \quad \text{and} \quad X = A^{-1/2}V. \]
Projection Operator Trick

Let $Y$ be $n \times p$, $X$, $n \times r$, and $B$, $r \times p$.

Then,

$$ Q = (Y - XB)'(Y - XB) $$

$$ = Y'PY + (B - B^+)'X'X(B - B^+), $$

where

$$ P = I_n - X(X'X)^{-1}X, $$

$$ B^+ = (X'X)^{-1}X'Y, $$

and

$A^-$ is a generalized inverse of $A$.

Proof

Let $Y^+ = XB^+ = X(X'X)^{-1}X'Y$,

and $U^+ = Y - Y^+ = PY$.

Then,

$$ Q = (Y-Y^+Y^+XB)'(Y-Y^+Y^+XB) $$

$$ = (U^+ + Y^+XB)'(U^+ - Y^+XB) $$

$$ = U^+U^+ + U^+(Y^+XB) + (Y^+XB)U^+ + (Y^+XB)'(Y^+XB). $$
the later stage. As we expect, the modal values are slightly larger than the expected values. Next, we observe more shrinkage toward the mean in the marginal estimate. This can be checked by the sample variances of each set of the parameters. This is also expected since the further we marginalize the smaller the conditional dispersion matrix becomes. For the factor scores compare V's in (4.6.12.1) and (4.6.7.3) and for the factor loadings, Q's in (4.6.12.2) and (4.6.3.2).

As far as this data set is concerned, it can be said that the choice of a particular set of the estimates is purely subjective.

Conclusions

It is found that six methods to marginalize parameters behave very similarly. Therefore, the use of the simplest and the most natural method, namely, the EDAE method, is recommended. It is also found that the method is robust to the choice of initial estimates. Finally, use of locally exchangeable prior distribution for the factor loadings is highly recommended when there are some grouping information of the variables prior to the analysis.
3. Flags
4. General Information
5. Paragraph Comprehension
6. Sentence Completion
7. Word Classification
8. Word Meaning
9. Addition
10. Code
11. Counting Dots
12. Straight-Curved Capitals
13. Word Recognition
14. Number Recognition
15. Object-Number
16. Number-Figure

Since it is known that the variables form four clusters, [Shiba (1979)], the following four locally exchangeable groups with a priori zeros are used:

Group 1. Variables 1, 2, and 3, with zeros in dimensions 2, 3, and 4.

Group 2. Variables 4, 5, 6, 7, and 8, with zeros in dimensions 1, 3, and 4.

Group 3. Variables 9, 10, 11, and 12, with zeros in dimensions 1, 2, and 4.

Group 4. Variables 13, 14, 15, and 16, with zeros in dimensions 1, 2, and 3.

With this prior specification the data set was analyzed with the $E_{DAF}$ method and the results of each stage are shown in Tables 6(a) through 6(h).

We first notice that the difference between the first stage and the second stage is not large. Therefore, it may be reasonable to skip the second stage and use the conditional expectation of (reciprocal of) the error variance in
Choice of Estimates

As noted before, the choice of the estimates depends on the investigator's interest. If we are interested in both the factor scores and the factor loadings, the joint mode should be used. However, if we are interested in one of them the marginal mode should be used. Also, in each stage of the estimation procedure, that is,

Stage 1. Marginal Mode of the Hyperparameters
Stage 2. Marginal Mode of the Error Variances Conditional on the Hyperparameters
Stage 3. Joint Mode of the Factor Scores and the Factor Loadings Conditional on the Error Variances and the Hyperparameters
Stage 4. Marginal Mode of the Factor Loadings Conditional on the Error Variances and the Hyperparameters
Stage 5. Marginal Mode of the Factor Scores Conditional on the Error Variances and the Hyperparameters

all the parameter values are available, if not as the mode, as the conditional expectation. Therefore, it may be reasonable not to perform all the analysis if those parameter values are similar.

In order to check this aspect of the procedure the correlation matrix in Table 2(a) was analyzed. The variables used are:

1. Visual Perception
2. Paper Form Board
9. Mechanical Comprehension

10. Electronics Information

The data were analyzed by the $A_D E_{AP}$ method with three different prior distributions of factor loadings, namely, the locally exchangeable prior with a priori zeros in the hyperparameters, the locally exchangeable prior with the same groupings but without a priori zeros, and the globally exchangeable prior. The grouping of the variables and the locations of the a priori zeros are

Group 1: Variables 1, 3 and 4, zeros in Dimensions 2, 3, and 4.
Group 2: Variables 7, 9, and 10, zeros in Dimensions 1, 3, and 4.
Group 3: Variables 2 and 8, zeros in Dimensions 1, 2, and 4.
Group 4: Variables 5 and 6, zeros in Dimensions 1, 2, and 3.

These grouping and a priori zeros are suggested by the analysis by Roe, et.al. (1981). The globally exchangeable prior distribution of the error variance is used and the hyperparameters, $a$ and $s$, are estimated first. Then, conditioned on those values and the final value of $D$, the marginal mode of the factor loadings are calculated. The marginal mode of $D$ is not used since, at least with this data, it is very similar to the final value of $D$.

The results are shown in Tables 5(a) through 5(d) with an additional solution from SAS PROC FACTOR MLE with PRIOR SMC option, Table 5(e), and the oblique solution in Roe, et.al. (1981), Table 5(f). The results in Tables 5(b) through 5(e) are rotated by the VARIMAX method. By comparing Table 5(a) and 5(b) it is obvious that just by specifying a priori grouping and zeros in the hyperparameters we can attain simple structure. Ironically, in this case, the VARIMAX solution seems to be worse than the unrotated solution. The rest of the Table 5 also shows the same pattern of simple structure.
It can be concluded that the method is very robust to the different initial configurations. Also, this finding strongly demonstrates the superiority of the Bayesian factor analysis proposed in the Chapter IV over the usual MLE. Five different MLE's found by SAS PROC FACTOR are reduced to two different Bayesian solutions just by assuming an informative prior distribution of the error variances. Intuitively, it can be said that the prior distribution has the effect of deemphasizing local minima. A similar result may be expected from the use of the prior distributions of the factor loadings.

**Effect of the Locally Exchangeable Prior Distributions**

**of the Factor Loadings**

In order to demonstrate the effect of the locally exchangeable prior distributions of the factor loadings, the correlation matrix of ASVAB Form 8a in Table 2(e) is analyzed. The data were collected by Ree, Mullins, Mathews, and Massey (1981) with 2620 subjects and consists of scores on the following ten tests:

1. General Science
2. Arithmetic Reasoning
3. Word Knowledge
4. Paragraph Comprehension
5. Numerical Operations (speeded)
6. Coding Speed (speeded)
7. Auto-Shop Information
8. Mathematics Knowledge
8. SBLR

MLE by SAS PROC FACTOR with PRIOR uniquenesses given by the result of BLR.

9. SX#2

MLE by SAS PROC FACTOR with the following PRIOR uniquenesses

\[ .5 \quad .001 \quad .5 \quad .5 \quad .5 \quad .5 \quad .5 \quad .5 \]

10. SX#7

MLE by SAS PROC FACTOR with the following PRIOR uniquenesses

\[ .5 \quad .5 \quad .5 \quad .5 \quad .001 \quad .5 \quad .5 \]

11. SX#9

MLE by SAS PROC FACTOR with the following PRIOR uniquenesses

\[ .5 \quad .5 \quad .5 \quad .5 \quad .5 \quad .5 \quad .5 \quad .001 \]

The SAS results with the PRIOR uniquenesses given by the results of BLM, BHR, BHN, BM, and BM are the same as SSNC. The initial configurations are shown in Table 3.

Each initial configuration above was submitted to the special program to check the robustness. The values \( n = 15.0139 \) and \( s = 5.48453 \) were used for all the calculations. As shown in Fig. 4 and Tables 4(a) through 4(d), the program resulted in only two different solutions. The first group, where variable 4 has low error variance, consists of BKBLR, BKBR, BKBN, and BKBSR, where BK is attached to indicate the results of the special program. The second group, where variable 4 has high error variance, consists of BKBLM, BKBM, BKSSM, BKSEM, BKESBR, BKSDEM, BKSHEM, BKSHEM, BKSS#2, BKSS#7, and BKSS#9. The solutions within each group are identical to each other to six digits.
\[ \partial Y^{-1}/\partial X = -\partial \text{tr}(Y^{-1}AX^{-1})/\partial X. \]

\[ \partial \ln |X|/\partial X = (X^{-1})', \text{ if } X \text{ is distinct.} \]

\[ = 2X^{-1} - \text{diag}(X^{-1}), \text{ if } X \text{ is symmetric.} \]

\[ \partial \ln |Y|/\partial X = \partial \text{tr}(Y^{-1}Y)/\partial X. \]

\textbf{The Guttman/Kestelman Formula}

Let the following factor analytic model hold.

\[ y = Af + Dz, \]

where \( y \) is \( p \times 1 \), \( f \) is \( r \times 1 \), \( z \) is \( p \times 1 \).

\( A \) is \( p \times r \), and \( D \) is \( p \times p \) diagonal,

\[ E(f) = E(z) = 0, \]

\[ D(f) = I_r, D(z) = I_p', \]

\[ \text{Cov}(f, z) = \text{zero}. \]

These imply

\[ E(y) = 0, \text{ and } D(y) = AA' + D^2 =, \text{ say, } \Omega. \]

Note that the error variances are denoted by \( D^2 \).

Kestelman(1952) and Guttman(1955) showed that, given \( A \) and \( D \),

the model is not unique in the sense that the variables

\[ f^* = A'\Omega^{-1}Y + Ps, \]
and

\[ z^* = DQ^{-1}x - D^{-1}Ap. \]

where

\[ PP' = I - A'Q^{-1}A, \]

and \( z \) is any variable which satisfies

\[ E(z) = 0, \quad D(z) = I, \quad \text{and} \quad Cov(y, z) = \text{zero}, \]

also satisfy the model requirement stated above.

Proof

\[ y^* = A\hat{x} + Dz^* \]

\[ = A(A'Q^{-1}y + Pb) + D(DQ^{-1}x - D^{-1}Ap) \]

\[ = AA'Q^{-1}y + AP + D^2Q^{-1}x - AP \]

\[ = (AA' + D^2)Q^{-1}y \]

\[ = y. \]

\[ E(f^*) = A'Q^{-1}E(y) + PE(z) \]

\[ = 0. \]

\[ E(z^*) = DQ^{-1}E(y) + D^{-1}Pz \]

\[ = 0. \]

\[ D(f^*) = A'Q^{-1}Q^{-1}A + PIP' \]

\[ = A'A^{-1} + I - A'A^{-1}. \]
\[ D(x^*) = D^{-1} \Omega^{-1} x D^{-1} + D^{-1}AP \ I \ P'A'D^{-1} \]

\[ = D^{-1}D + D^{-1}(I-A'\Omega^{-1}A)A'D^{-1} \]

\[ = D^{-1}(D^2\Omega^{-1}D^2 + AA' - AA'\Omega^{-1}AA')D^{-1} \]

\[ = D^{-1}(D^2\Omega^{-1}D^2 + AA' - (Q-D^2)\Omega^{-1}AA')D^{-1} \]

\[ = D^{-1}(D^2\Omega^{-1}D^2 + AA' - AA' + D^2\Omega^{-1}AA')D^{-1} \]

\[ = D^{-1}(D^2\Omega^{-1}D^2 + D^2\Omega^{-1}QD^2)D^{-1} \]

\[ = D^{-1}(Q - AA')D^{-1} \]

\[ = I. \]

\[ \text{Cov}(x^*, z^*) = \text{Cov}(A'\Omega^{-1}x, D\Omega^{-1}x - D^{-1}APz) \]

\[ = A'\Omega^{-1} \Omega^{-1}x - PP'A'D^{-1} \]

\[ = A'\Omega^{-1}D - (I - A'\Omega^{-1}A)A'D^{-1} \]

\[ = A'(\Omega^{-1}D - D^{-1} + \Omega^{-1}AA'D^{-1}) \]

\[ = A'(\Omega^{-1}D - D^{-1} + \Omega^{-1}AA'D^{-1}) \ D^{-1} \]

\[ = A'(\Omega^{-1}D^2 - I + Q^{-1}AA') \ D^{-1} \]

\[ = A'(\Omega^{-1}(D^2 + AA') - I) \ D^{-1} \]

\[ = A'(\Omega^{-1}Q - I) \ D^{-1} \]

\[ = \text{zero}. \]
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Table 1 Summary of the Algorithm
Prior Distributions of F and A
Globally Exchangeable  Locally Exchangeable

<table>
<thead>
<tr>
<th>E_DAF</th>
<th>4.6.1.1</th>
<th>4.6.1.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
</tr>
<tr>
<td>Y'F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
</tr>
<tr>
<td>F''F</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>A</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>Q</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>D</td>
<td>4.6.4.3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The E-step</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>4.6.1.1</td>
<td>4.6.1.4</td>
</tr>
<tr>
<td>Y'F</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
</tr>
<tr>
<td>F''F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
</tr>
<tr>
<td>A</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>Q</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>D</td>
<td>4.6.4.3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The M-step</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
</tr>
<tr>
<td>C_A</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
</tr>
<tr>
<td>f</td>
<td>fixed</td>
<td>4.6.8.5</td>
</tr>
<tr>
<td>C_F</td>
<td>fixed</td>
<td>4.6.8.5</td>
</tr>
<tr>
<td>n</td>
<td>4.6.8.2 with u and N* in 4.6.4.1 and 4.6.4.2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E_DFA</th>
<th>4.6.5.1</th>
<th>4.6.3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.6.5.1</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>Q</td>
<td>4.6.5.1</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>V</td>
<td>4.6.7.2</td>
<td>4.6.2.5</td>
</tr>
<tr>
<td>Y'F</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
</tr>
<tr>
<td>F''F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
</tr>
<tr>
<td>D</td>
<td>4.6.4.3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The E-step</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.6.5.1</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>Q</td>
<td>4.6.5.1</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>V</td>
<td>4.6.7.2</td>
<td>4.6.2.5</td>
</tr>
<tr>
<td>Y'F</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
</tr>
<tr>
<td>F''F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
</tr>
<tr>
<td>D</td>
<td>4.6.4.3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The M-step</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
</tr>
<tr>
<td>C_A</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
</tr>
<tr>
<td>f</td>
<td>fixed</td>
<td>4.6.8.5</td>
</tr>
<tr>
<td>C_F</td>
<td>fixed</td>
<td>4.6.8.5</td>
</tr>
<tr>
<td>n</td>
<td>4.6.8.2 with u and N* in 4.6.4.1 and 4.6.4.2</td>
<td></td>
</tr>
</tbody>
</table>

'*' after the formula number indicates analogous correction.
Table 1 (continued)

Prior Distributions of F and A
Globally Exchangeable  Locally Exchangeable

<table>
<thead>
<tr>
<th>E*ADF</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>The E-step</td>
<td>4.6.1.1</td>
<td>4.6.1.4</td>
</tr>
<tr>
<td>V*</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
</tr>
<tr>
<td>Y*F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
</tr>
<tr>
<td>F*F</td>
<td>4.6.4.9</td>
<td></td>
</tr>
<tr>
<td>D*</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>A*</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>Q*</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>The N-step</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
</tr>
<tr>
<td>a*</td>
<td>4.6.8.2</td>
<td>4.6.8.5</td>
</tr>
<tr>
<td>C_A</td>
<td>fixed</td>
<td>fixed</td>
</tr>
<tr>
<td>fixed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>4.6.8.2 with u and N* in 4.6.4.9 and 4.6.4.2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A*DF</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>The E-step</td>
<td>4.6.1.1</td>
<td>4.6.1.4</td>
</tr>
<tr>
<td>V*</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
</tr>
<tr>
<td>Y*F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
</tr>
<tr>
<td>F*F</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>D*</td>
<td>4.6.3.2</td>
<td>4.6.3.5</td>
</tr>
<tr>
<td>A*</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
</tr>
<tr>
<td>Q*</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
</tr>
<tr>
<td>The N-step</td>
<td>4.6.8.3</td>
<td>4.6.8.5</td>
</tr>
<tr>
<td>a*</td>
<td>4.6.8.3</td>
<td>4.6.8.5</td>
</tr>
<tr>
<td>C_A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>4.6.8.3 with u and N* in 4.6.4.1 and 4.6.4.2</td>
<td></td>
</tr>
</tbody>
</table>

For the next iteration use
\[ d_j = \frac{u_j + a}{N + n + 2}. \]
Table 1 (continued)

Prior Distributions of F and A
Globally Exchangeable  Locally Exchangeable

<table>
<thead>
<tr>
<th>A, E</th>
<th>D, FA</th>
</tr>
</thead>
</table>

**The E-step**

<table>
<thead>
<tr>
<th>Variable</th>
<th>A*</th>
<th>4.6.5.1</th>
<th>F*</th>
<th>4.6.3.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>4.6.5.1</td>
<td>4.6.3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>4.6.7.2</td>
<td>4.6.2.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y'F</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F'F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**The M-step**

<table>
<thead>
<tr>
<th>Variable</th>
<th>a</th>
<th>4.6.8.1</th>
<th>4.6.8.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A C A</td>
<td>4.6.8.1</td>
<td>4.6.8.4</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>fixed</td>
<td>4.6.8.5</td>
<td></td>
</tr>
<tr>
<td>C F</td>
<td>fixed</td>
<td>4.6.8.5</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>4.6.8.3 with u and N* in 4.6.4.1 and 4.6.4.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the next iteration use
\[ d_j = (u_j + s) / (N + n + 2). \]

**The E-step**

<table>
<thead>
<tr>
<th>Variable</th>
<th>V*</th>
<th>4.6.1.1</th>
<th>4.6.3.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y'F</td>
<td>4.6.2.2</td>
<td>4.6.2.6</td>
<td></td>
</tr>
<tr>
<td>F'F</td>
<td>4.6.2.3</td>
<td>4.6.2.7</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>4.6.3.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>4.6.3.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**The M-step**

<table>
<thead>
<tr>
<th>Variable</th>
<th>f</th>
<th>fixed</th>
<th>4.6.8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>C F</td>
<td>fixed</td>
<td>4.6.8.5</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>4.6.8.3 with u and N* in 4.6.4.1 and 4.6.4.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the next iteration use
\[ d_j = (u_j + s) / (N + n - r + 2). \]
Table 2 Data Matrices

(a) Correlation Matrix from Harman (1976)

\[
\begin{array}{cccc}
1.000 & .403 & 1.000 \\
.468 & .305 & 1.000 \\
.321 & .247 & .227 & 1.000 \\
.335 & .268 & .327 & .622 & 1.000 \\
.304 & .223 & .335 & .656 & .722 & 1.000 \\
.332 & .382 & .391 & .578 & .527 & .619 & 1.000 \\
.326 & .184 & .325 & .723 & .714 & .685 & .532 & 1.000 \\
.116 & .075 & .099 & .311 & .203 & .246 & .285 & .170 & 1.000 \\
.308 & .091 & .110 & .344 & .353 & .232 & .300 & .280 & .484 & 1.000 \\
.489 & .321 & .327 & .344 & .309 & .345 & .395 & .280 & .408 & .533 & .512 \\
1.000 \\
.125 & .177 & .066 & .280 & .292 & .236 & .252 & .260 & .172 & .350 & .131 \\
.195 & 1.000 \\
.139 & .370 & 1.000 \\
.194 & .341 & .345 & 1.000 \\
.368 & .211 & .251 & .263 & .167 & .159 & .250 & .208 & .317 & .350 & .349 \\
.323 & .201 & .334 & .448 & 1.000 \\
\end{array}
\]

(b) Dispersion Matrix from Francis (1983).

\[
\begin{array}{cccc}
10.934 \\
8.104 & 10.709 \\
10.468 & 8.623 & 14.528 \\
-0.047 & 0.025 & 0.901 & 1.892 & -0.092 & 15.804 \\
-0.626 & -0.166 & 0.867 & 1.466 & 0.684 & 15.001 & 15.426 & 24.436 \\
\end{array}
\]

(c) Dispersion Matrix from Mardis, et.al. (1979).

\[
\begin{array}{cccc}
.3023 \\
.1258 & .1709 \\
.1004 & .0842 & .1116 \\
.1051 & .0936 & .1108 & .2179 \\
.1161 & .0979 & .1205 & .1538 & .2944 \\
\end{array}
\]

All the entries are divided by 1000.
Table 2 (continued)

(d) Correlation Matrix of ASVAP Form 8a.

<table>
<thead>
<tr>
<th></th>
<th>1.00</th>
<th>.71</th>
<th>.83</th>
<th>.74</th>
<th>.48</th>
<th>.43</th>
<th>.70</th>
<th>.65</th>
<th>.71</th>
<th>.78</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td></td>
<td>.71</td>
<td>.83</td>
<td>.74</td>
<td>.48</td>
<td>.43</td>
<td>.70</td>
<td>.65</td>
<td>.71</td>
<td>.78</td>
</tr>
<tr>
<td>.71</td>
<td></td>
<td>.71</td>
<td>.74</td>
<td>.48</td>
<td>.43</td>
<td>.70</td>
<td>.65</td>
<td>.71</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>.83</td>
<td>.71</td>
<td></td>
<td>.71</td>
<td>.74</td>
<td>.48</td>
<td>.43</td>
<td>.70</td>
<td>.65</td>
<td>.71</td>
<td>.78</td>
</tr>
<tr>
<td>.74</td>
<td>.83</td>
<td>.74</td>
<td></td>
<td>.71</td>
<td>.48</td>
<td>.43</td>
<td>.70</td>
<td>.65</td>
<td>.71</td>
<td>.78</td>
</tr>
<tr>
<td>.48</td>
<td>.74</td>
<td>.48</td>
<td>.71</td>
<td>.74</td>
<td></td>
<td>.70</td>
<td>.65</td>
<td>.71</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>.43</td>
<td>.48</td>
<td>.43</td>
<td>.43</td>
<td>.43</td>
<td>.70</td>
<td></td>
<td>.71</td>
<td>.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.70</td>
<td>.70</td>
<td>.70</td>
<td>.70</td>
<td>.70</td>
<td>.70</td>
<td>.70</td>
<td></td>
<td>.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(e) Correlation Matrix from Davis (1944).

<table>
<thead>
<tr>
<th></th>
<th>1.00</th>
<th>.72</th>
<th>.41</th>
<th>.28</th>
<th>.52</th>
<th>.71</th>
<th>.68</th>
<th>.51</th>
<th>.68</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td></td>
<td>.72</td>
<td>.41</td>
<td>.28</td>
<td>.52</td>
<td>.71</td>
<td>.68</td>
<td>.51</td>
<td>.68</td>
</tr>
<tr>
<td>.72</td>
<td></td>
<td></td>
<td>.72</td>
<td>.41</td>
<td>.28</td>
<td>.52</td>
<td>.71</td>
<td>.68</td>
<td>.51</td>
</tr>
<tr>
<td>.41</td>
<td>.41</td>
<td></td>
<td>.41</td>
<td>.41</td>
<td>.41</td>
<td>.41</td>
<td>.41</td>
<td>.41</td>
<td>.41</td>
</tr>
<tr>
<td>.28</td>
<td>.28</td>
<td>.28</td>
<td></td>
<td>.28</td>
<td>.28</td>
<td>.28</td>
<td>.28</td>
<td>.28</td>
<td>.28</td>
</tr>
<tr>
<td>.52</td>
<td>.52</td>
<td>.52</td>
<td>.52</td>
<td></td>
<td>.52</td>
<td>.52</td>
<td>.52</td>
<td>.52</td>
<td>.52</td>
</tr>
<tr>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td></td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
<td>.71</td>
</tr>
<tr>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td></td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
</tr>
<tr>
<td>.51</td>
<td>.51</td>
<td>.51</td>
<td>.51</td>
<td>.51</td>
<td>.51</td>
<td>.51</td>
<td></td>
<td>.51</td>
<td>.51</td>
</tr>
<tr>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td></td>
<td>.68</td>
</tr>
</tbody>
</table>

N = 2620

N = 421
Table 3  Analysis of Davis' Data: Initial Factor Loadings and Error Variances

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.812843</td>
<td>-0.114657</td>
<td>0.331688</td>
</tr>
<tr>
<td>2</td>
<td>0.816658</td>
<td>-0.014656</td>
<td>0.338511</td>
</tr>
<tr>
<td>3</td>
<td>0.477504</td>
<td>-0.077121</td>
<td>0.767954</td>
</tr>
<tr>
<td>4</td>
<td>0.453904</td>
<td>0.741009</td>
<td>0.246798</td>
</tr>
<tr>
<td>5</td>
<td>0.676648</td>
<td>-0.005734</td>
<td>0.546000</td>
</tr>
<tr>
<td>6</td>
<td>0.896015</td>
<td>-0.056022</td>
<td>0.200804</td>
</tr>
<tr>
<td>7</td>
<td>0.842199</td>
<td>-0.039545</td>
<td>0.295139</td>
</tr>
<tr>
<td>8</td>
<td>0.660842</td>
<td>-0.005573</td>
<td>0.566964</td>
</tr>
<tr>
<td>9</td>
<td>0.841190</td>
<td>-0.025113</td>
<td>0.297765</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.855872</td>
<td>-0.440427</td>
<td>0.073185</td>
</tr>
<tr>
<td>2</td>
<td>0.810301</td>
<td>-0.057998</td>
<td>0.339893</td>
</tr>
<tr>
<td>3</td>
<td>0.476637</td>
<td>0.000079</td>
<td>0.772769</td>
</tr>
<tr>
<td>4</td>
<td>0.405390</td>
<td>0.146887</td>
<td>0.814058</td>
</tr>
<tr>
<td>5</td>
<td>0.672354</td>
<td>0.128670</td>
<td>0.531306</td>
</tr>
<tr>
<td>6</td>
<td>0.893300</td>
<td>0.124247</td>
<td>0.186432</td>
</tr>
<tr>
<td>7</td>
<td>0.834940</td>
<td>0.078102</td>
<td>0.296642</td>
</tr>
<tr>
<td>8</td>
<td>0.654167</td>
<td>0.112733</td>
<td>0.559281</td>
</tr>
<tr>
<td>9</td>
<td>0.833737</td>
<td>0.076118</td>
<td>0.298954</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.810807</td>
<td>-0.122295</td>
<td>0.330455</td>
</tr>
<tr>
<td>2</td>
<td>0.813890</td>
<td>-0.010746</td>
<td>0.339987</td>
</tr>
<tr>
<td>3</td>
<td>0.476344</td>
<td>-0.087920</td>
<td>0.755056</td>
</tr>
<tr>
<td>4</td>
<td>0.439384</td>
<td>0.620345</td>
<td>0.422007</td>
</tr>
<tr>
<td>5</td>
<td>0.674253</td>
<td>0.008224</td>
<td>0.541602</td>
</tr>
<tr>
<td>6</td>
<td>0.889749</td>
<td>-0.043316</td>
<td>0.212918</td>
</tr>
<tr>
<td>7</td>
<td>0.838562</td>
<td>-0.030976</td>
<td>0.299621</td>
</tr>
<tr>
<td>8</td>
<td>0.659494</td>
<td>0.012749</td>
<td>0.560605</td>
</tr>
<tr>
<td>9</td>
<td>0.837584</td>
<td>-0.013738</td>
<td>0.301959</td>
</tr>
</tbody>
</table>
Table 6 (continued)

(b) Factor Loadings and Factor Scoring Weights
Values at the End of Marginal Estimation of Error Variance.

<table>
<thead>
<tr>
<th>Factor Loadings</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0.584022 -0.337871 0.044703 0.088162</td>
<td>2 0.541687 -0.254189 -0.023022 0.048515</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 0.536513 -0.324311 -0.032304 0.060920</td>
<td>4 0.005327 -0.712261 0.005046 -0.000537</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 -0.024393 -0.734924 -0.021617 0.002592</td>
<td>6 -0.018424 -0.730419 -0.016213 0.001663</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 0.085915 -0.651269 0.075602 -0.008608</td>
<td>8 -0.049310 -0.753803 -0.043608 0.005107</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 0.000102 -0.190575 0.598915 0.132620</td>
<td>10 0.060305 -0.291032 0.599291 0.170080</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 0.158430 -0.185615 0.561312 0.043399</td>
<td>12 0.395364 -0.321665 0.524598 0.007841</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 -0.012577 -0.220312 0.118324 0.511894</td>
<td>14 0.010144 -0.169255 0.105527 0.508116</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 0.061011 -0.227214 0.177197 0.504992</td>
<td>16 0.206767 -0.183465 0.260190 0.488820</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sample Mean and Dispersion of Factor Loadings

<table>
<thead>
<tr>
<th>Sample Mean and Dispersion of Factor Loadings</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.158805 -0.393011 0.183371 0.160349</td>
<td>1 0.047588 0.017093 -0.003962 -0.009201</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 0.017093 0.050459 0.029291 0.028556</td>
<td>3 -0.003962 0.029291 0.056644 0.004383</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 -0.009201 0.028556 0.004383 0.041575</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6 (continued)

(a) (continued)

<table>
<thead>
<tr>
<th>Factor Scoring Weight</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.394413</td>
<td>-0.030042</td>
<td>-0.079415</td>
<td>0.017196</td>
</tr>
<tr>
<td>2</td>
<td>0.281880</td>
<td>-0.013292</td>
<td>-0.077284</td>
<td>0.001809</td>
</tr>
<tr>
<td>3</td>
<td>0.300054</td>
<td>-0.029260</td>
<td>-0.093438</td>
<td>0.009034</td>
</tr>
<tr>
<td>4</td>
<td>-0.068900</td>
<td>-0.220555</td>
<td>-0.044782</td>
<td>-0.049292</td>
</tr>
<tr>
<td>5</td>
<td>-0.101037</td>
<td>-0.249806</td>
<td>-0.067369</td>
<td>-0.042865</td>
</tr>
<tr>
<td>6</td>
<td>-0.098456</td>
<td>-0.254434</td>
<td>-0.065290</td>
<td>-0.046505</td>
</tr>
<tr>
<td>7</td>
<td>-0.000655</td>
<td>-0.150542</td>
<td>0.001760</td>
<td>-0.059018</td>
</tr>
<tr>
<td>8</td>
<td>-0.133333</td>
<td>-0.280495</td>
<td>-0.089655</td>
<td>-0.037181</td>
</tr>
<tr>
<td>9</td>
<td>-0.090953</td>
<td>-0.007862</td>
<td>0.321248</td>
<td>-0.005793</td>
</tr>
<tr>
<td>10</td>
<td>-0.060997</td>
<td>-0.026252</td>
<td>0.312716</td>
<td>0.016743</td>
</tr>
<tr>
<td>11</td>
<td>0.028308</td>
<td>-0.000603</td>
<td>0.294939</td>
<td>-0.078495</td>
</tr>
<tr>
<td>12</td>
<td>0.225164</td>
<td>-0.021997</td>
<td>0.293564</td>
<td>-0.143138</td>
</tr>
<tr>
<td>13</td>
<td>-0.050183</td>
<td>-0.016455</td>
<td>-0.021071</td>
<td>0.291471</td>
</tr>
<tr>
<td>14</td>
<td>-0.035100</td>
<td>-0.006594</td>
<td>-0.027347</td>
<td>0.303153</td>
</tr>
<tr>
<td>15</td>
<td>-0.018764</td>
<td>-0.012775</td>
<td>-0.000553</td>
<td>0.315139</td>
</tr>
<tr>
<td>16</td>
<td>0.064876</td>
<td>0.009493</td>
<td>0.031664</td>
<td>0.288458</td>
</tr>
</tbody>
</table>

Sample Dispersion of Factor Scores

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.655222</td>
<td>-0.073111</td>
<td>0.088669</td>
<td>0.023238</td>
</tr>
<tr>
<td>2</td>
<td>-0.073111</td>
<td>1.085088</td>
<td>-0.083745</td>
<td>-0.105452</td>
</tr>
<tr>
<td>3</td>
<td>0.088669</td>
<td>-0.083745</td>
<td>0.777002</td>
<td>0.089481</td>
</tr>
<tr>
<td>4</td>
<td>0.023238</td>
<td>-0.105452</td>
<td>0.089481</td>
<td>0.597317</td>
</tr>
</tbody>
</table>
Table 6 Analysis of Harman’s Data

(a) Factor Loadings and Factor Scoring Weights
Values at the End of Estimation of Hyperparameters.

Factor Loadings

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.583695</td>
<td>-0.337757</td>
<td>0.044130</td>
<td>0.087959</td>
</tr>
<tr>
<td>2</td>
<td>0.541807</td>
<td>-0.254016</td>
<td>-0.022888</td>
<td>0.048518</td>
</tr>
<tr>
<td>3</td>
<td>0.536692</td>
<td>-0.324043</td>
<td>-0.032077</td>
<td>0.060933</td>
</tr>
<tr>
<td>4</td>
<td>0.005473</td>
<td>-0.712123</td>
<td>0.005168</td>
<td>-0.000551</td>
</tr>
<tr>
<td>5</td>
<td>-0.023985</td>
<td>-0.734585</td>
<td>-0.021257</td>
<td>0.002549</td>
</tr>
<tr>
<td>6</td>
<td>-0.018178</td>
<td>-0.730202</td>
<td>-0.015998</td>
<td>0.001643</td>
</tr>
<tr>
<td>7</td>
<td>0.085502</td>
<td>-0.651552</td>
<td>0.073240</td>
<td>-0.008566</td>
</tr>
<tr>
<td>8</td>
<td>-0.048773</td>
<td>-0.753366</td>
<td>-0.043133</td>
<td>0.005051</td>
</tr>
<tr>
<td>9</td>
<td>0.001400</td>
<td>-0.190835</td>
<td>0.598659</td>
<td>0.132125</td>
</tr>
<tr>
<td>10</td>
<td>0.061218</td>
<td>-0.291066</td>
<td>0.590099</td>
<td>0.169649</td>
</tr>
<tr>
<td>11</td>
<td>0.158644</td>
<td>-0.185795</td>
<td>0.561296</td>
<td>0.043424</td>
</tr>
<tr>
<td>12</td>
<td>0.394458</td>
<td>-0.321751</td>
<td>0.524847</td>
<td>0.008443</td>
</tr>
<tr>
<td>13</td>
<td>-0.011712</td>
<td>-0.200081</td>
<td>0.118846</td>
<td>0.511821</td>
</tr>
<tr>
<td>14</td>
<td>0.010753</td>
<td>-0.169247</td>
<td>0.105990</td>
<td>0.508071</td>
</tr>
<tr>
<td>15</td>
<td>0.061607</td>
<td>-0.227154</td>
<td>0.177626</td>
<td>0.504945</td>
</tr>
<tr>
<td>16</td>
<td>0.206248</td>
<td>-0.183886</td>
<td>0.260088</td>
<td>0.488898</td>
</tr>
</tbody>
</table>

Sample Mean and Dispersion of Factor Loadings

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.159053</td>
<td>-0.392966</td>
<td>0.183477</td>
<td>0.160307</td>
</tr>
<tr>
<td>2</td>
<td>0.047453</td>
<td>0.017109</td>
<td>-0.003968</td>
<td>-0.009156</td>
</tr>
<tr>
<td>3</td>
<td>0.017109</td>
<td>0.050408</td>
<td>0.029247</td>
<td>0.028539</td>
</tr>
<tr>
<td>4</td>
<td>-0.003968</td>
<td>0.029247</td>
<td>0.056395</td>
<td>0.004396</td>
</tr>
<tr>
<td>5</td>
<td>-0.009156</td>
<td>0.028539</td>
<td>0.004396</td>
<td>0.041564</td>
</tr>
</tbody>
</table>
Table 5 (continued)

(g) (continued)

Group 4: Variables 5 and 6.

\[ s_4 = [ .0, .0, .0, \, 665442 ]. \]

\[
\begin{array}{cccc}
    & 1 & 2 & 3 & 4 \\
S_{A4} & 0.091414 & -0.056729 & -0.089281 & -0.002489 \\
C_{A4} & -0.056729 & 0.038457 & 0.054028 & -0.001978 \\
      & -0.089281 & 0.054028 & 0.087783 & 0.003923 \\
      & -0.002489 & -0.001978 & 0.003923 & 0.003883 \\
\end{array}
\]

Hyperparameters for the Error Variances

\[ n = 16.058422 \quad s = 3.429397 \]
Table 5 (continued)

(g) Hyperparameters
With Locally Exchangeable Prior with A Priori Zeros

Hyperparameters for the Factor Loadings

Group 1: Variables 1, 3 and 4.

$$\beta_1 = [0.724779, 0.0, 0.0, 0.0]$$.

$$C_{A1}$$

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.004785</td>
<td>0.002168</td>
<td>0.002714</td>
<td>0.001054</td>
</tr>
<tr>
<td>2</td>
<td>0.002168</td>
<td>0.179911</td>
<td>0.113805</td>
<td>-0.066294</td>
</tr>
<tr>
<td>3</td>
<td>0.002714</td>
<td>0.113805</td>
<td>0.072865</td>
<td>-0.043123</td>
</tr>
<tr>
<td>4</td>
<td>0.001054</td>
<td>-0.066294</td>
<td>-0.043123</td>
<td>0.031040</td>
</tr>
</tbody>
</table>

Group 2: Variables 7, 9 and 10.

$$\beta_2 = [0.0, -0.716819, 0.0, 0.0]$$.

$$C_{A2}$$

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.172095</td>
<td>0.000920</td>
<td>-0.102238</td>
<td>0.060819</td>
</tr>
<tr>
<td>2</td>
<td>0.000920</td>
<td>0.002812</td>
<td>-0.004285</td>
<td>0.000267</td>
</tr>
<tr>
<td>3</td>
<td>-0.102238</td>
<td>-0.004285</td>
<td>0.070773</td>
<td>-0.037518</td>
</tr>
<tr>
<td>4</td>
<td>0.060819</td>
<td>0.000267</td>
<td>-0.037518</td>
<td>0.021920</td>
</tr>
</tbody>
</table>

Group 3: Variables 2 and 8.

$$\beta_3 = [0.0, 0.0, -0.664751, 0.0]$$.

$$C_{A3}$$

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.165055</td>
<td>-0.141059</td>
<td>0.001925</td>
<td>0.101284</td>
</tr>
<tr>
<td>2</td>
<td>-0.141059</td>
<td>0.120626</td>
<td>-0.001293</td>
<td>-0.086814</td>
</tr>
<tr>
<td>3</td>
<td>0.001925</td>
<td>-0.001293</td>
<td>0.001697</td>
<td>-0.000033</td>
</tr>
<tr>
<td>4</td>
<td>0.101284</td>
<td>-0.086814</td>
<td>-0.000033</td>
<td>0.063032</td>
</tr>
</tbody>
</table>
Table 5 (continued)

(e) Factor Loadings (Varimax Rotation)
MLE by SAS PROC FACTOR with SMC Option

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.52646</td>
<td>0.58392</td>
<td>0.21769</td>
<td>0.36209</td>
</tr>
<tr>
<td>2</td>
<td>0.37697</td>
<td>0.35478</td>
<td>0.38362</td>
<td>0.62558</td>
</tr>
<tr>
<td>3</td>
<td>0.42621</td>
<td>0.77377</td>
<td>0.28933</td>
<td>0.24984</td>
</tr>
<tr>
<td>4</td>
<td>0.39202</td>
<td>0.61580</td>
<td>0.56376</td>
<td>0.28062</td>
</tr>
<tr>
<td>5</td>
<td>0.15159</td>
<td>0.22804</td>
<td>0.73929</td>
<td>0.27133</td>
</tr>
<tr>
<td>6</td>
<td>0.23203</td>
<td>0.17051</td>
<td>0.70087</td>
<td>0.17277</td>
</tr>
<tr>
<td>7</td>
<td>0.81020</td>
<td>0.29513</td>
<td>0.22335</td>
<td>0.16403</td>
</tr>
<tr>
<td>8</td>
<td>0.29348</td>
<td>0.26396</td>
<td>0.38636</td>
<td>0.69531</td>
</tr>
<tr>
<td>9</td>
<td>0.67360</td>
<td>0.27751</td>
<td>0.25067</td>
<td>0.38481</td>
</tr>
<tr>
<td>10</td>
<td>0.69873</td>
<td>0.41570</td>
<td>0.24666</td>
<td>0.28149</td>
</tr>
</tbody>
</table>

(f) Factor Loadings
(Oblique Rotation from Ree, et al. (1981))

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.54</td>
<td>.27</td>
<td>.26</td>
</tr>
<tr>
<td>2</td>
<td>.21</td>
<td>.15</td>
<td>.59</td>
</tr>
<tr>
<td>3</td>
<td>.70</td>
<td>.16</td>
<td>.13</td>
</tr>
<tr>
<td>4</td>
<td>.62</td>
<td>.12</td>
<td>.15</td>
</tr>
<tr>
<td>5</td>
<td>.13</td>
<td>.08</td>
<td>.19</td>
</tr>
<tr>
<td>6</td>
<td>.07</td>
<td>.20</td>
<td>.10</td>
</tr>
<tr>
<td>7</td>
<td>.23</td>
<td>.68</td>
<td>.04</td>
</tr>
<tr>
<td>8</td>
<td>.10</td>
<td>.12</td>
<td>.62</td>
</tr>
<tr>
<td>9</td>
<td>.13</td>
<td>.58</td>
<td>.29</td>
</tr>
<tr>
<td>10</td>
<td>.33</td>
<td>.56</td>
<td>.14</td>
</tr>
</tbody>
</table>
Table 5 (continued)

(c) Factor Loadings (Varimax Rotation)
With Locally Exchangeable Prior

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5440</td>
<td>0.2128</td>
<td>-0.3580</td>
<td>-0.5906</td>
</tr>
<tr>
<td>2</td>
<td>0.3905</td>
<td>0.3750</td>
<td>-0.6304</td>
<td>-0.3650</td>
</tr>
<tr>
<td>3</td>
<td>0.4487</td>
<td>0.2879</td>
<td>-0.2563</td>
<td>-0.7573</td>
</tr>
<tr>
<td>4</td>
<td>0.4006</td>
<td>0.3459</td>
<td>-0.2893</td>
<td>-0.6332</td>
</tr>
<tr>
<td>5</td>
<td>0.1639</td>
<td>0.6747</td>
<td>-0.3099</td>
<td>-0.2516</td>
</tr>
<tr>
<td>6</td>
<td>0.2259</td>
<td>0.7870</td>
<td>-0.1666</td>
<td>-0.1626</td>
</tr>
<tr>
<td>7</td>
<td>0.8133</td>
<td>0.2143</td>
<td>-0.1720</td>
<td>-0.2960</td>
</tr>
<tr>
<td>8</td>
<td>0.3180</td>
<td>0.3782</td>
<td>-0.7160</td>
<td>-0.2700</td>
</tr>
<tr>
<td>9</td>
<td>0.6899</td>
<td>0.2480</td>
<td>-0.3850</td>
<td>-0.2776</td>
</tr>
<tr>
<td>10</td>
<td>0.7143</td>
<td>0.2449</td>
<td>-0.2797</td>
<td>-0.4131</td>
</tr>
</tbody>
</table>

(d) Factor Loadings (Varimax Rotation)
With Globally Exchangeable Prior

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5311</td>
<td>0.2211</td>
<td>-0.3624</td>
<td>-0.5924</td>
</tr>
<tr>
<td>2</td>
<td>0.3720</td>
<td>0.3724</td>
<td>-0.6205</td>
<td>-0.3583</td>
</tr>
<tr>
<td>3</td>
<td>0.4328</td>
<td>0.2894</td>
<td>-0.2534</td>
<td>-0.7586</td>
</tr>
<tr>
<td>4</td>
<td>0.3913</td>
<td>0.3621</td>
<td>-0.2788</td>
<td>-0.6252</td>
</tr>
<tr>
<td>5</td>
<td>0.1521</td>
<td>0.7155</td>
<td>-0.2794</td>
<td>-0.2350</td>
</tr>
<tr>
<td>6</td>
<td>0.2347</td>
<td>0.7190</td>
<td>-0.1691</td>
<td>-0.1677</td>
</tr>
<tr>
<td>7</td>
<td>0.8105</td>
<td>0.2242</td>
<td>-0.1670</td>
<td>-0.2968</td>
</tr>
<tr>
<td>8</td>
<td>0.3059</td>
<td>0.3921</td>
<td>-0.6988</td>
<td>-0.2665</td>
</tr>
<tr>
<td>9</td>
<td>0.6746</td>
<td>0.2508</td>
<td>-0.3830</td>
<td>-0.2788</td>
</tr>
<tr>
<td>10</td>
<td>0.6936</td>
<td>0.2382</td>
<td>-0.2799</td>
<td>-0.4174</td>
</tr>
</tbody>
</table>
### Table 5 Analysis of ASVAB Form BA

(a) Factor Loadings (without Rotation)
With Locally Exchangeable Prior with A Priori Zeros

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6581</td>
<td>-0.5029</td>
<td>-0.3158</td>
<td>0.0948</td>
</tr>
<tr>
<td>2</td>
<td>0.4516</td>
<td>-0.3784</td>
<td>-0.6236</td>
<td>0.2511</td>
</tr>
<tr>
<td>3</td>
<td>0.8200</td>
<td>-0.3936</td>
<td>-0.2161</td>
<td>0.1678</td>
</tr>
<tr>
<td>4</td>
<td>0.6998</td>
<td>-0.3598</td>
<td>-0.2662</td>
<td>0.2375</td>
</tr>
<tr>
<td>5</td>
<td>0.3398</td>
<td>-0.1627</td>
<td>-0.3523</td>
<td>0.6040</td>
</tr>
<tr>
<td>6</td>
<td>0.2394</td>
<td>-0.2249</td>
<td>-0.2263</td>
<td>0.7275</td>
</tr>
<tr>
<td>7</td>
<td>0.3784</td>
<td>-0.7902</td>
<td>-0.1407</td>
<td>0.1401</td>
</tr>
<tr>
<td>8</td>
<td>0.3574</td>
<td>-0.3147</td>
<td>-0.7048</td>
<td>0.2514</td>
</tr>
<tr>
<td>9</td>
<td>0.3641</td>
<td>-0.6724</td>
<td>-0.3596</td>
<td>0.1529</td>
</tr>
<tr>
<td>10</td>
<td>0.4950</td>
<td>-0.6877</td>
<td>-0.2474</td>
<td>0.1507</td>
</tr>
</tbody>
</table>
Table 4 (continued)

(d) Final Value of $P^* F^*$.

Solution with Low Error Variance on Variable #4.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.937479</td>
<td>0.005313</td>
</tr>
<tr>
<td>2</td>
<td>0.005313</td>
<td>0.607890</td>
</tr>
</tbody>
</table>

Solution with High Error Variance on Variable #4.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.940400</td>
<td>-0.019373</td>
</tr>
<tr>
<td>2</td>
<td>-0.019373</td>
<td>0.364831</td>
</tr>
</tbody>
</table>
Table 4 (continued)

(o) Final Conditional Expectation of Factor Score Weights.

Solution with Low Error Variance on Variable #4.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.155969</td>
<td>-0.153019</td>
</tr>
<tr>
<td>2</td>
<td>0.151353</td>
<td>-0.027197</td>
</tr>
<tr>
<td>3</td>
<td>0.040342</td>
<td>-0.046109</td>
</tr>
<tr>
<td>4</td>
<td>0.075110</td>
<td>0.833996</td>
</tr>
<tr>
<td>5</td>
<td>0.078564</td>
<td>-0.006782</td>
</tr>
<tr>
<td>6</td>
<td>0.266449</td>
<td>-0.116043</td>
</tr>
<tr>
<td>7</td>
<td>0.177608</td>
<td>-0.062457</td>
</tr>
<tr>
<td>8</td>
<td>0.074163</td>
<td>-0.005465</td>
</tr>
<tr>
<td>9</td>
<td>0.175636</td>
<td>-0.041495</td>
</tr>
</tbody>
</table>

Solution with High Error Variance on Variable #4.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.185876</td>
<td>-0.762509</td>
</tr>
<tr>
<td>2</td>
<td>0.144439</td>
<td>-0.246647</td>
</tr>
<tr>
<td>3</td>
<td>0.037639</td>
<td>0.009005</td>
</tr>
<tr>
<td>4</td>
<td>0.034176</td>
<td>0.118204</td>
</tr>
<tr>
<td>5</td>
<td>0.083909</td>
<td>0.198785</td>
</tr>
<tr>
<td>6</td>
<td>0.276851</td>
<td>0.363198</td>
</tr>
<tr>
<td>7</td>
<td>0.170171</td>
<td>0.126135</td>
</tr>
<tr>
<td>8</td>
<td>0.075363</td>
<td>0.136785</td>
</tr>
<tr>
<td>9</td>
<td>0.168515</td>
<td>0.121119</td>
</tr>
</tbody>
</table>
Table 4 Analysis of Davis' Data: Results

(a) Final Conditional Expectation of Error Variances

Solution with Low Error Variances on Variable #4.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.328924</td>
<td>0.336681</td>
<td>0.749110</td>
<td>0.322409</td>
<td>0.536633</td>
<td>0.209846</td>
</tr>
<tr>
<td></td>
<td>0.296318</td>
<td>0.555788</td>
<td>0.298808</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Solution with High Error Variances on Variable #4.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.232446</td>
<td>0.316048</td>
<td>0.754362</td>
<td>0.793634</td>
<td>0.513588</td>
<td>0.198474</td>
</tr>
<tr>
<td></td>
<td>0.297366</td>
<td>0.546577</td>
<td>0.299606</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Final Conditional Expectation of Factor Loadings.

Solution with Low Error Variances on Variable #4.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.810576</td>
<td>-0.117377</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.813995</td>
<td>-0.012322</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.476424</td>
<td>-0.081633</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.446113</td>
<td>0.691789</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.674320</td>
<td>-0.000144</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.890054</td>
<td>-0.050043</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.838720</td>
<td>-0.035834</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.659376</td>
<td>0.001189</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.837695</td>
<td>-0.020270</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Solution with High Error Variances on Variable #4.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.823812</td>
<td>-0.304174</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.813901</td>
<td>-0.147551</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.477665</td>
<td>-0.003874</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.411161</td>
<td>0.135154</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.677542</td>
<td>0.140070</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.893923</td>
<td>0.086225</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.838166</td>
<td>0.033489</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.639422</td>
<td>0.097594</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.836848</td>
<td>0.031608</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3 (continued)

**SX#7**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.680000</td>
<td>0.443260</td>
<td>0.341120</td>
</tr>
<tr>
<td>2</td>
<td>0.680000</td>
<td>0.447630</td>
<td>0.337230</td>
</tr>
<tr>
<td>3</td>
<td>0.420000</td>
<td>0.222940</td>
<td>0.773900</td>
</tr>
<tr>
<td>4</td>
<td>0.350000</td>
<td>0.212910</td>
<td>0.832170</td>
</tr>
<tr>
<td>5</td>
<td>0.550000</td>
<td>0.393430</td>
<td>0.542710</td>
</tr>
<tr>
<td>6</td>
<td>0.760000</td>
<td>0.464740</td>
<td>0.206240</td>
</tr>
<tr>
<td>7</td>
<td>1.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>8</td>
<td>0.590000</td>
<td>0.287690</td>
<td>0.569130</td>
</tr>
<tr>
<td>9</td>
<td>0.680000</td>
<td>0.507700</td>
<td>0.279840</td>
</tr>
</tbody>
</table>

**SX#9**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.680000</td>
<td>0.442940</td>
<td>0.341400</td>
</tr>
<tr>
<td>2</td>
<td>0.680000</td>
<td>0.446050</td>
<td>0.338640</td>
</tr>
<tr>
<td>3</td>
<td>0.410000</td>
<td>0.243240</td>
<td>0.772730</td>
</tr>
<tr>
<td>4</td>
<td>0.360000</td>
<td>0.192510</td>
<td>0.889333</td>
</tr>
<tr>
<td>5</td>
<td>0.550000</td>
<td>0.392760</td>
<td>0.543240</td>
</tr>
<tr>
<td>6</td>
<td>0.760000</td>
<td>0.464030</td>
<td>0.207070</td>
</tr>
<tr>
<td>7</td>
<td>0.680000</td>
<td>0.510450</td>
<td>0.277040</td>
</tr>
<tr>
<td>8</td>
<td>0.580000</td>
<td>0.307850</td>
<td>0.568830</td>
</tr>
<tr>
<td>9</td>
<td>1.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
</tbody>
</table>
Table 3 (continued)

SSMC, SELM, SEBH, SBHM, SEBR, and SEBH

<table>
<thead>
<tr>
<th></th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000000</td>
</tr>
<tr>
<td>2</td>
<td>0.720000</td>
</tr>
<tr>
<td>3</td>
<td>0.410000</td>
</tr>
<tr>
<td>4</td>
<td>0.280000</td>
</tr>
<tr>
<td>5</td>
<td>0.520000</td>
</tr>
<tr>
<td>6</td>
<td>0.710000</td>
</tr>
<tr>
<td>7</td>
<td>0.680000</td>
</tr>
<tr>
<td>8</td>
<td>0.510000</td>
</tr>
<tr>
<td>9</td>
<td>0.680000</td>
</tr>
</tbody>
</table>

SBHR

<table>
<thead>
<tr>
<th></th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.280000</td>
</tr>
<tr>
<td>2</td>
<td>0.360000</td>
</tr>
<tr>
<td>3</td>
<td>0.160000</td>
</tr>
<tr>
<td>4</td>
<td>1.000000</td>
</tr>
<tr>
<td>5</td>
<td>0.300000</td>
</tr>
<tr>
<td>6</td>
<td>0.360000</td>
</tr>
<tr>
<td>7</td>
<td>0.350000</td>
</tr>
<tr>
<td>8</td>
<td>0.290000</td>
</tr>
<tr>
<td>9</td>
<td>0.360000</td>
</tr>
</tbody>
</table>

SBR/2

<table>
<thead>
<tr>
<th></th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.720000</td>
</tr>
<tr>
<td>2</td>
<td>1.000000</td>
</tr>
<tr>
<td>3</td>
<td>0.340000</td>
</tr>
<tr>
<td>4</td>
<td>0.360000</td>
</tr>
<tr>
<td>5</td>
<td>0.530000</td>
</tr>
<tr>
<td>6</td>
<td>0.710000</td>
</tr>
<tr>
<td>7</td>
<td>0.680000</td>
</tr>
<tr>
<td>8</td>
<td>0.520000</td>
</tr>
<tr>
<td>9</td>
<td>0.680000</td>
</tr>
</tbody>
</table>
### Table 3 (continued)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.811119</td>
<td>-0.121935</td>
<td>0.330069</td>
</tr>
<tr>
<td>2</td>
<td>0.813922</td>
<td>-0.009310</td>
<td>0.339990</td>
</tr>
<tr>
<td>3</td>
<td>0.476510</td>
<td>-0.088143</td>
<td>0.754991</td>
</tr>
<tr>
<td>4</td>
<td>0.437326</td>
<td>0.610792</td>
<td>0.435266</td>
</tr>
<tr>
<td>5</td>
<td>0.674248</td>
<td>0.010934</td>
<td>0.541635</td>
</tr>
<tr>
<td>6</td>
<td>0.889839</td>
<td>-0.040549</td>
<td>0.212984</td>
</tr>
<tr>
<td>7</td>
<td>0.838630</td>
<td>-0.028670</td>
<td>0.299661</td>
</tr>
<tr>
<td>8</td>
<td>0.659503</td>
<td>0.016008</td>
<td>0.560582</td>
</tr>
<tr>
<td>9</td>
<td>0.837628</td>
<td>-0.011161</td>
<td>0.301968</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.836022</td>
<td>-0.382014</td>
<td>0.155784</td>
</tr>
<tr>
<td>2</td>
<td>0.811075</td>
<td>-0.103317</td>
<td>0.333018</td>
</tr>
<tr>
<td>3</td>
<td>0.476852</td>
<td>-0.012453</td>
<td>0.776130</td>
</tr>
<tr>
<td>4</td>
<td>0.408311</td>
<td>0.139907</td>
<td>0.817584</td>
</tr>
<tr>
<td>5</td>
<td>0.675165</td>
<td>0.123325</td>
<td>0.531444</td>
</tr>
<tr>
<td>6</td>
<td>0.896054</td>
<td>0.102585</td>
<td>0.187412</td>
</tr>
<tr>
<td>7</td>
<td>0.836854</td>
<td>0.049606</td>
<td>0.298595</td>
</tr>
<tr>
<td>8</td>
<td>0.656418</td>
<td>0.097122</td>
<td>0.562332</td>
</tr>
<tr>
<td>9</td>
<td>0.835626</td>
<td>0.047953</td>
<td>0.300820</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.836910</td>
<td>-0.380007</td>
<td>0.155828</td>
</tr>
<tr>
<td>2</td>
<td>0.811316</td>
<td>-0.101433</td>
<td>0.333012</td>
</tr>
<tr>
<td>3</td>
<td>0.476880</td>
<td>-0.011333</td>
<td>0.776130</td>
</tr>
<tr>
<td>4</td>
<td>0.407981</td>
<td>0.140862</td>
<td>0.817585</td>
</tr>
<tr>
<td>5</td>
<td>0.674874</td>
<td>0.124915</td>
<td>0.531442</td>
</tr>
<tr>
<td>6</td>
<td>0.895811</td>
<td>0.104686</td>
<td>0.187411</td>
</tr>
<tr>
<td>7</td>
<td>0.836735</td>
<td>0.051562</td>
<td>0.298595</td>
</tr>
<tr>
<td>8</td>
<td>0.656188</td>
<td>0.098659</td>
<td>0.562332</td>
</tr>
<tr>
<td>9</td>
<td>0.835511</td>
<td>0.049907</td>
<td>0.300820</td>
</tr>
</tbody>
</table>
Table 6 (continued)

(b) (continued)

<table>
<thead>
<tr>
<th>Factor Scoring Weight</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.396668</td>
<td>-0.030005</td>
<td>-0.079840</td>
<td>0.017604</td>
</tr>
<tr>
<td>2</td>
<td>0.282561</td>
<td>-0.013289</td>
<td>-0.077726</td>
<td>0.002023</td>
</tr>
<tr>
<td>3</td>
<td>0.300887</td>
<td>-0.029298</td>
<td>-0.094023</td>
<td>0.009303</td>
</tr>
<tr>
<td>4</td>
<td>-0.069127</td>
<td>-0.220696</td>
<td>-0.044808</td>
<td>-0.049597</td>
</tr>
<tr>
<td>5</td>
<td>-0.101663</td>
<td>-0.250306</td>
<td>-0.067666</td>
<td>-0.043101</td>
</tr>
<tr>
<td>6</td>
<td>-0.098912</td>
<td>-0.254818</td>
<td>-0.065462</td>
<td>-0.046813</td>
</tr>
<tr>
<td>7</td>
<td>-0.000359</td>
<td>-0.150332</td>
<td>0.002056</td>
<td>-0.059417</td>
</tr>
<tr>
<td>8</td>
<td>-0.134299</td>
<td>-0.281308</td>
<td>-0.090174</td>
<td>-0.037372</td>
</tr>
<tr>
<td>9</td>
<td>-0.092510</td>
<td>-0.007878</td>
<td>0.322904</td>
<td>-0.005700</td>
</tr>
<tr>
<td>10</td>
<td>-0.062101</td>
<td>-0.026296</td>
<td>0.313909</td>
<td>0.016912</td>
</tr>
<tr>
<td>11</td>
<td>0.028051</td>
<td>-0.000590</td>
<td>0.296059</td>
<td>-0.079150</td>
</tr>
<tr>
<td>12</td>
<td>0.226944</td>
<td>-0.022005</td>
<td>0.294864</td>
<td>-0.144876</td>
</tr>
<tr>
<td>13</td>
<td>-0.050628</td>
<td>-0.016448</td>
<td>-0.021576</td>
<td>0.292930</td>
</tr>
<tr>
<td>14</td>
<td>-0.035381</td>
<td>-0.006523</td>
<td>-0.027898</td>
<td>0.304816</td>
</tr>
<tr>
<td>15</td>
<td>-0.019035</td>
<td>-0.012715</td>
<td>-0.001049</td>
<td>0.316910</td>
</tr>
<tr>
<td>16</td>
<td>0.065308</td>
<td>0.009780</td>
<td>0.031427</td>
<td>0.289864</td>
</tr>
</tbody>
</table>

Sample Dispersion of Factor Scores

<table>
<thead>
<tr>
<th>Sample Dispersion of Factor Scores</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.661182</td>
<td>-0.072420</td>
<td>0.088229</td>
<td>0.022859</td>
</tr>
<tr>
<td>2</td>
<td>-0.072420</td>
<td>1.087983</td>
<td>-0.083686</td>
<td>-0.105571</td>
</tr>
<tr>
<td>3</td>
<td>0.088229</td>
<td>-0.083686</td>
<td>0.783112</td>
<td>0.088769</td>
</tr>
<tr>
<td>4</td>
<td>0.022859</td>
<td>-0.105571</td>
<td>0.088769</td>
<td>0.603667</td>
</tr>
</tbody>
</table>
### Factor Loadings and Factor Scoring Weights

Values at the End of Joint Estimation of Factor Scores and Factor Loadings.

#### Factor Loadings

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.612345</td>
<td>-0.599289</td>
<td>0.087146</td>
<td>0.158986</td>
</tr>
<tr>
<td>2</td>
<td>0.564085</td>
<td>-0.457232</td>
<td>0.010543</td>
<td>0.103659</td>
</tr>
<tr>
<td>3</td>
<td>0.558300</td>
<td>-0.540573</td>
<td>0.000103</td>
<td>0.118598</td>
</tr>
<tr>
<td>4</td>
<td>-0.114895</td>
<td>-0.803456</td>
<td>-0.100861</td>
<td>0.011532</td>
</tr>
<tr>
<td>5</td>
<td>-0.147203</td>
<td>-0.820653</td>
<td>-0.129800</td>
<td>0.014875</td>
</tr>
<tr>
<td>6</td>
<td>-0.137196</td>
<td>-0.820510</td>
<td>-0.120796</td>
<td>0.013547</td>
</tr>
<tr>
<td>7</td>
<td>-0.005696</td>
<td>-0.720830</td>
<td>-0.004974</td>
<td>0.000636</td>
</tr>
<tr>
<td>8</td>
<td>-0.175978</td>
<td>-0.849867</td>
<td>-0.155236</td>
<td>0.017726</td>
</tr>
<tr>
<td>9</td>
<td>-0.331131</td>
<td>-0.159671</td>
<td>0.672917</td>
<td>0.292350</td>
</tr>
<tr>
<td>10</td>
<td>-0.188156</td>
<td>-0.314258</td>
<td>0.661643</td>
<td>0.322302</td>
</tr>
<tr>
<td>11</td>
<td>-0.018781</td>
<td>-0.272320</td>
<td>0.616332</td>
<td>0.201005</td>
</tr>
<tr>
<td>12</td>
<td>0.429215</td>
<td>-0.554887</td>
<td>0.551572</td>
<td>0.152400</td>
</tr>
<tr>
<td>13</td>
<td>-0.184234</td>
<td>-0.112750</td>
<td>-0.071843</td>
<td>0.525962</td>
</tr>
<tr>
<td>14</td>
<td>-0.158000</td>
<td>-0.059276</td>
<td>-0.083435</td>
<td>0.521776</td>
</tr>
<tr>
<td>15</td>
<td>-0.103943</td>
<td>-0.162369</td>
<td>0.016787</td>
<td>0.519876</td>
</tr>
<tr>
<td>16</td>
<td>0.129169</td>
<td>-0.209889</td>
<td>0.217741</td>
<td>0.498008</td>
</tr>
</tbody>
</table>

#### Sample Mean and Dispersion of Factor Loadings

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.045494</td>
<td>-0.466578</td>
<td>0.135490</td>
<td>0.217077</td>
</tr>
<tr>
<td>2</td>
<td>0.092029</td>
<td>-0.012986</td>
<td>-0.002124</td>
<td>-0.013083</td>
</tr>
<tr>
<td>3</td>
<td>-0.012986</td>
<td>0.076038</td>
<td>0.034554</td>
<td>0.049943</td>
</tr>
<tr>
<td>4</td>
<td>-0.002124</td>
<td>0.034554</td>
<td>0.088389</td>
<td>0.011916</td>
</tr>
<tr>
<td>5</td>
<td>-0.013083</td>
<td>0.049943</td>
<td>0.011916</td>
<td>0.038570</td>
</tr>
</tbody>
</table>
Table 6 (continued)
(c) (continued)

<table>
<thead>
<tr>
<th>Factor Scoring Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4</td>
</tr>
<tr>
<td>1 0.321475 -0.076134 -0.011602 0.073320</td>
</tr>
<tr>
<td>2 0.221562 -0.041760 -0.028399 0.043020</td>
</tr>
<tr>
<td>3 0.237909 -0.056945 -0.037947 0.051954</td>
</tr>
<tr>
<td>4 -0.101998 -0.180280 -0.062740 -0.053232</td>
</tr>
<tr>
<td>5 -0.132437 -0.200977 -0.086976 -0.050169</td>
</tr>
<tr>
<td>6 -0.129012 -0.204547 -0.083143 -0.054189</td>
</tr>
<tr>
<td>7 -0.024690 -0.126345 -0.002552 -0.059505</td>
</tr>
<tr>
<td>8 -0.164554 -0.223292 -0.112158 -0.047452</td>
</tr>
<tr>
<td>9 -0.190523 -0.013054 0.289455 0.047816</td>
</tr>
<tr>
<td>10 -0.123135 -0.033973 0.281129 0.066094</td>
</tr>
<tr>
<td>11 -0.032573 -0.030558 0.267324 -0.004878</td>
</tr>
<tr>
<td>12 0.229642 -0.083671 0.274954 -0.040951</td>
</tr>
<tr>
<td>13 -0.059283 0.014240 -0.105013 0.288855</td>
</tr>
<tr>
<td>14 -0.049334 0.022418 -0.113743 0.303809</td>
</tr>
<tr>
<td>15 -0.035622 0.010478 -0.082566 0.308744</td>
</tr>
<tr>
<td>16 0.061710 0.007897 0.001744 0.263956</td>
</tr>
</tbody>
</table>

Sample Dispersion of Factor Scores

<table>
<thead>
<tr>
<th>1 2 3 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0.526156 0.118747 0.035452 -0.005656</td>
</tr>
<tr>
<td>2 0.118747 0.841797 -0.030994 -0.197943</td>
</tr>
<tr>
<td>3 0.035452 -0.030994 0.620489 0.091274</td>
</tr>
<tr>
<td>4 -0.005656 -0.197943 0.91274 0.707033</td>
</tr>
</tbody>
</table>
Table 6 (continued)

(d) Factor Loadings and Factor Scoring Weights
Values at the End of Marginal Estimation of Factor Loadings.

<table>
<thead>
<tr>
<th>Factor Loadings</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.590076</td>
<td>-0.561924</td>
<td>0.052008</td>
<td>0.139681</td>
</tr>
<tr>
<td>2</td>
<td>0.549209</td>
<td>-0.429081</td>
<td>-0.012859</td>
<td>0.090081</td>
</tr>
<tr>
<td>3</td>
<td>0.543649</td>
<td>-0.505775</td>
<td>-0.022812</td>
<td>0.103710</td>
</tr>
<tr>
<td>4</td>
<td>-0.079764</td>
<td>-0.776750</td>
<td>-0.069955</td>
<td>0.008106</td>
</tr>
<tr>
<td>5</td>
<td>-0.106069</td>
<td>-0.796811</td>
<td>-0.093605</td>
<td>0.010848</td>
</tr>
<tr>
<td>6</td>
<td>-0.097399</td>
<td>-0.790265</td>
<td>-0.085782</td>
<td>0.009661</td>
</tr>
<tr>
<td>7</td>
<td>0.010937</td>
<td>-0.708142</td>
<td>0.009638</td>
<td>-0.000935</td>
</tr>
<tr>
<td>8</td>
<td>-0.129254</td>
<td>-0.814379</td>
<td>-0.114118</td>
<td>0.013140</td>
</tr>
<tr>
<td>9</td>
<td>-0.208041</td>
<td>-0.187953</td>
<td>0.647443</td>
<td>0.244572</td>
</tr>
<tr>
<td>10</td>
<td>-0.103776</td>
<td>-0.318461</td>
<td>0.641745</td>
<td>0.278818</td>
</tr>
<tr>
<td>11</td>
<td>0.013599</td>
<td>-0.268345</td>
<td>0.607520</td>
<td>0.180310</td>
</tr>
<tr>
<td>12</td>
<td>0.332875</td>
<td>-0.493583</td>
<td>0.564576</td>
<td>0.161941</td>
</tr>
<tr>
<td>13</td>
<td>-0.124651</td>
<td>-0.136912</td>
<td>-0.013462</td>
<td>0.520344</td>
</tr>
<tr>
<td>14</td>
<td>-0.101330</td>
<td>-0.088096</td>
<td>-0.024507</td>
<td>0.316577</td>
</tr>
<tr>
<td>15</td>
<td>-0.062553</td>
<td>-0.177377</td>
<td>0.056320</td>
<td>0.515738</td>
</tr>
<tr>
<td>16</td>
<td>0.116852</td>
<td>-0.210490</td>
<td>0.208957</td>
<td>0.498821</td>
</tr>
</tbody>
</table>

Sample Mean and Dispersion of Factor Loadings

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.071523</td>
<td>-0.454021</td>
<td>0.146944</td>
<td>0.205713</td>
</tr>
<tr>
<td>1</td>
<td>0.069742</td>
<td>-0.005311</td>
<td>-0.006141</td>
</tr>
<tr>
<td>2</td>
<td>-0.005311</td>
<td>0.064975</td>
<td>0.032524</td>
</tr>
<tr>
<td>3</td>
<td>-0.006141</td>
<td>0.032524</td>
<td>0.078656</td>
</tr>
<tr>
<td>4</td>
<td>-0.010388</td>
<td>0.044741</td>
<td>0.010502</td>
</tr>
</tbody>
</table>
### Table 6 (continued)

#### (d) (continued)

<table>
<thead>
<tr>
<th>Factor Scoring Weight</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.310975</td>
<td>-0.071712</td>
<td>-0.025250</td>
<td>0.068637</td>
</tr>
<tr>
<td>2</td>
<td>0.216437</td>
<td>-0.039193</td>
<td>-0.034988</td>
<td>0.040520</td>
</tr>
<tr>
<td>3</td>
<td>0.232531</td>
<td>-0.053251</td>
<td>-0.044705</td>
<td>0.048807</td>
</tr>
<tr>
<td>4</td>
<td>-0.079177</td>
<td>-0.173407</td>
<td>-0.049372</td>
<td>-0.060132</td>
</tr>
<tr>
<td>5</td>
<td>-0.103658</td>
<td>-0.192315</td>
<td>-0.062792</td>
<td>-0.058892</td>
</tr>
<tr>
<td>6</td>
<td>-0.100379</td>
<td>-0.195927</td>
<td>-0.059090</td>
<td>-0.062856</td>
</tr>
<tr>
<td>7</td>
<td>-0.016103</td>
<td>-0.123747</td>
<td>0.004636</td>
<td>-0.062054</td>
</tr>
<tr>
<td>8</td>
<td>-0.129295</td>
<td>-0.212685</td>
<td>-0.082522</td>
<td>-0.058155</td>
</tr>
<tr>
<td>9</td>
<td>-0.128161</td>
<td>-0.018218</td>
<td>0.282117</td>
<td>0.020503</td>
</tr>
<tr>
<td>10</td>
<td>-0.078863</td>
<td>-0.035845</td>
<td>0.276962</td>
<td>0.040581</td>
</tr>
<tr>
<td>11</td>
<td>-0.016123</td>
<td>-0.030625</td>
<td>0.266015</td>
<td>-0.016500</td>
</tr>
<tr>
<td>12</td>
<td>0.171872</td>
<td>-0.073546</td>
<td>0.284514</td>
<td>-0.033907</td>
</tr>
<tr>
<td>13</td>
<td>-0.038000</td>
<td>0.012078</td>
<td>-0.083439</td>
<td>0.276675</td>
</tr>
<tr>
<td>14</td>
<td>-0.028535</td>
<td>0.019496</td>
<td>-0.091102</td>
<td>0.290919</td>
</tr>
<tr>
<td>15</td>
<td>-0.018683</td>
<td>0.009014</td>
<td>-0.065872</td>
<td>0.299253</td>
</tr>
<tr>
<td>16</td>
<td>0.056413</td>
<td>0.007544</td>
<td>-0.001865</td>
<td>0.265621</td>
</tr>
</tbody>
</table>

### Sample Dispersion of Factor Scores

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.526156</td>
<td>0.118767</td>
<td>0.035453</td>
</tr>
<tr>
<td>2</td>
<td>0.118767</td>
<td>0.841779</td>
<td>-0.030984</td>
</tr>
<tr>
<td>3</td>
<td>0.035453</td>
<td>-0.030984</td>
<td>0.620473</td>
</tr>
<tr>
<td>4</td>
<td>-0.005663</td>
<td>-0.197950</td>
<td>0.091274</td>
</tr>
</tbody>
</table>
Table 6 (continued)

(e) Factor Loadings and Factor Scoring Weights
Values at the End of Marginal Estimation of Factor Scores.

Factor Loadings

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.612883</td>
<td>-0.620351</td>
<td>0.087765</td>
<td>0.163808</td>
</tr>
<tr>
<td>2</td>
<td>0.564815</td>
<td>-0.472804</td>
<td>0.011541</td>
<td>0.107391</td>
</tr>
<tr>
<td>3</td>
<td>0.559069</td>
<td>-0.557269</td>
<td>0.001153</td>
<td>0.122592</td>
</tr>
<tr>
<td>4</td>
<td>-0.120888</td>
<td>-0.808003</td>
<td>-0.106144</td>
<td>0.012138</td>
</tr>
<tr>
<td>5</td>
<td>-0.153182</td>
<td>-0.832600</td>
<td>-0.135066</td>
<td>0.015476</td>
</tr>
<tr>
<td>6</td>
<td>-0.143460</td>
<td>-0.825260</td>
<td>-0.126312</td>
<td>0.014180</td>
</tr>
<tr>
<td>7</td>
<td>-0.012304</td>
<td>-0.725842</td>
<td>-0.010794</td>
<td>0.001311</td>
</tr>
<tr>
<td>8</td>
<td>-0.181844</td>
<td>-0.854317</td>
<td>-0.160402</td>
<td>0.018312</td>
</tr>
<tr>
<td>9</td>
<td>-0.342213</td>
<td>-0.162270</td>
<td>0.675906</td>
<td>0.300225</td>
</tr>
<tr>
<td>10</td>
<td>-0.191989</td>
<td>-0.322731</td>
<td>0.663786</td>
<td>0.330311</td>
</tr>
<tr>
<td>11</td>
<td>-0.024473</td>
<td>-0.283294</td>
<td>0.619279</td>
<td>0.211781</td>
</tr>
<tr>
<td>12</td>
<td>0.436680</td>
<td>-0.578528</td>
<td>0.553292</td>
<td>0.164836</td>
</tr>
<tr>
<td>13</td>
<td>-0.194428</td>
<td>-0.104943</td>
<td>-0.083961</td>
<td>0.526721</td>
</tr>
<tr>
<td>14</td>
<td>-0.169842</td>
<td>-0.050546</td>
<td>-0.097312</td>
<td>0.522669</td>
</tr>
<tr>
<td>15</td>
<td>-0.114489</td>
<td>-0.158021</td>
<td>0.006412</td>
<td>0.520785</td>
</tr>
<tr>
<td>16</td>
<td>0.122458</td>
<td>-0.214506</td>
<td>0.215417</td>
<td>0.498839</td>
</tr>
</tbody>
</table>

Sample Mean and Dispersion of Factor Loadings

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.040425</td>
<td>-0.473205</td>
<td>0.132160</td>
<td>0.220711</td>
</tr>
<tr>
<td>2</td>
<td>0.094559</td>
<td>-0.015765</td>
<td>-0.001086</td>
<td>-0.013216</td>
</tr>
<tr>
<td>3</td>
<td>-0.015765</td>
<td>0.078125</td>
<td>0.033405</td>
<td>0.051106</td>
</tr>
<tr>
<td>4</td>
<td>-0.001086</td>
<td>0.033405</td>
<td>0.090609</td>
<td>0.012573</td>
</tr>
<tr>
<td>5</td>
<td>-0.013216</td>
<td>0.051106</td>
<td>0.012573</td>
<td>0.038553</td>
</tr>
</tbody>
</table>
### Table 6 (continued)

<table>
<thead>
<tr>
<th>Factor Scoring Weight</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.310729</td>
<td>-0.076873</td>
<td>-0.014801</td>
<td>0.077513</td>
</tr>
<tr>
<td>2</td>
<td>0.214367</td>
<td>-0.042087</td>
<td>-0.030034</td>
<td>0.045990</td>
</tr>
<tr>
<td>3</td>
<td>0.230309</td>
<td>-0.057105</td>
<td>-0.039526</td>
<td>0.054979</td>
</tr>
<tr>
<td>4</td>
<td>-0.101932</td>
<td>-0.176757</td>
<td>-0.062581</td>
<td>0.055287</td>
</tr>
<tr>
<td>5</td>
<td>-0.131321</td>
<td>-0.196949</td>
<td>-0.086196</td>
<td>0.052904</td>
</tr>
<tr>
<td>6</td>
<td>-0.128394</td>
<td>-0.200537</td>
<td>-0.082699</td>
<td>0.036773</td>
</tr>
<tr>
<td>7</td>
<td>-0.027509</td>
<td>-0.124206</td>
<td>-0.004153</td>
<td>-0.039769</td>
</tr>
<tr>
<td>8</td>
<td>-0.162279</td>
<td>-0.218703</td>
<td>-0.110677</td>
<td>-0.050922</td>
</tr>
<tr>
<td>9</td>
<td>-0.190825</td>
<td>-0.012891</td>
<td>0.286579</td>
<td>0.047963</td>
</tr>
<tr>
<td>10</td>
<td>-0.122128</td>
<td>-0.033905</td>
<td>0.277122</td>
<td>0.066889</td>
</tr>
<tr>
<td>11</td>
<td>-0.036273</td>
<td>-0.031106</td>
<td>0.262660</td>
<td>-0.000217</td>
</tr>
<tr>
<td>12</td>
<td>0.223221</td>
<td>-0.085000</td>
<td>0.266164</td>
<td>-0.030328</td>
</tr>
<tr>
<td>13</td>
<td>-0.056747</td>
<td>0.016223</td>
<td>-0.107366</td>
<td>0.286299</td>
</tr>
<tr>
<td>14</td>
<td>-0.047645</td>
<td>0.024393</td>
<td>-0.116936</td>
<td>0.301758</td>
</tr>
<tr>
<td>15</td>
<td>-0.034660</td>
<td>0.012265</td>
<td>-0.085416</td>
<td>0.306006</td>
</tr>
<tr>
<td>16</td>
<td>0.059241</td>
<td>0.008256</td>
<td>-0.000125</td>
<td>0.261205</td>
</tr>
</tbody>
</table>

### Sample Dispersion of Factor Scores

<table>
<thead>
<tr>
<th>Sample Dispersion of Factor Scores</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.502935</td>
<td>0.126244</td>
<td>0.025704</td>
<td>-0.003952</td>
</tr>
<tr>
<td>2</td>
<td>0.126244</td>
<td>0.813467</td>
<td>-0.021044</td>
<td>-0.192335</td>
</tr>
<tr>
<td>3</td>
<td>0.025704</td>
<td>-0.021044</td>
<td>0.597943</td>
<td>0.087372</td>
</tr>
<tr>
<td>4</td>
<td>-0.003952</td>
<td>-0.192335</td>
<td>0.087372</td>
<td>0.705390</td>
</tr>
</tbody>
</table>
Table 6 (continued)

(f) Factor Loadings and Factor Scoring Weights
Error Variances at the End of Hyperparameter Estimation.

<table>
<thead>
<tr>
<th>Factor Loadings</th>
<th>Factor Scoring Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.463089</td>
<td>0.625698</td>
</tr>
<tr>
<td>0.373485</td>
<td>0.383050</td>
</tr>
<tr>
<td>0.355957</td>
<td>0.0.346092</td>
</tr>
<tr>
<td>0.481711</td>
<td>0.330248</td>
</tr>
<tr>
<td>0.491035</td>
<td>0.475497</td>
</tr>
<tr>
<td>0.493230</td>
<td>0.411494</td>
</tr>
<tr>
<td>0.644330</td>
<td>0.620561</td>
</tr>
<tr>
<td>0.565170</td>
<td>0.562536</td>
</tr>
</tbody>
</table>

Mean and Variance of Error Variances = 0.488949 0.009997

(g) Factor Loadings and Factor Scoring Weights
Error Variances at the End of Marginal Estimate of Error Variance.

<table>
<thead>
<tr>
<th>Factor Loadings</th>
<th>Factor Scoring Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.455959</td>
<td>0.617735</td>
</tr>
<tr>
<td>0.565945</td>
<td>0.378151</td>
</tr>
<tr>
<td>0.351078</td>
<td>0.341424</td>
</tr>
<tr>
<td>0.476000</td>
<td>0.325488</td>
</tr>
<tr>
<td>0.483854</td>
<td>0.468998</td>
</tr>
<tr>
<td>0.486393</td>
<td>0.405130</td>
</tr>
<tr>
<td>0.635949</td>
<td>0.612180</td>
</tr>
<tr>
<td>0.557435</td>
<td>0.554944</td>
</tr>
</tbody>
</table>

Mean and Variance of Error Variances = 0.482291 0.009758
Table 6 (continued)

(h) Factor Loadings and Factor Scoring Weights

Hyperparameters of the Error Variances

\[ n = 35.509313 \quad s = 16.601690 \]

Hyperparameters of the Factor Loadings

Group 1: Variables # 1, 2, and 3.

\[ \mathbf{\beta}_1 = [ .554064, .0, 0, 0 ] \]

\[
\begin{array}{cccc}
   & 1 & 2 & 3 & 4 \\
1 & 0.000901 & -0.000338 & 0.001448 & 0.000530 \\
2 & -0.000338 & 0.097439 & 0.000604 & -0.021174 \\
3 & 0.001448 & 0.000604 & 0.002367 & 0.000611 \\
4 & 0.000530 & -0.021174 & 0.000611 & 0.004843 \\
\end{array}
\]

Group 2: Variables # 4, 5, 6, 7 and 9.

\[ \mathbf{\beta}_2 = [ .0, -.716366, .0, 0, 0 ] \]

\[
\begin{array}{cccc}
   & 1 & 2 & 3 & 4 \\
1 & 0.002903 & 0.002197 & 0.002550 & -0.000292 \\
2 & 0.002197 & 0.001671 & 0.001935 & -0.000221 \\
3 & 0.002550 & 0.001935 & 0.002258 & -0.000258 \\
4 & -0.000292 & -0.000221 & -0.000258 & 0.000059 \\
\end{array}
\]
Group 3: Variables # 9, 10, 11, and 12.
\[ \mathbf{z}_3 = [0.0, 0.0, 0.570975, 0.0] \]

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.048505</td>
<td>-0.044281</td>
<td>-0.004950</td>
<td>0.004370</td>
</tr>
<tr>
<td>2</td>
<td>-0.044281</td>
<td>0.066629</td>
<td>0.000686</td>
<td>-0.022250</td>
</tr>
<tr>
<td>3</td>
<td>-0.004950</td>
<td>0.000686</td>
<td>0.001085</td>
<td>0.002238</td>
</tr>
<tr>
<td>4</td>
<td>0.004370</td>
<td>-0.022250</td>
<td>0.002238</td>
<td>0.013150</td>
</tr>
</tbody>
</table>

Group 4: Variables # 13, 14, 15, and 16.
\[ \mathbf{z}_4 = [0.0, 0.0, 0.0, 0.503434] \]

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.013770</td>
<td>-0.012277</td>
<td>0.017359</td>
<td>-0.000967</td>
</tr>
<tr>
<td>2</td>
<td>-0.012277</td>
<td>0.043087</td>
<td>-0.034108</td>
<td>-0.000208</td>
</tr>
<tr>
<td>3</td>
<td>0.017359</td>
<td>-0.034108</td>
<td>0.032701</td>
<td>-0.000599</td>
</tr>
<tr>
<td>4</td>
<td>-0.000967</td>
<td>-0.000208</td>
<td>-0.000599</td>
<td>0.000115</td>
</tr>
</tbody>
</table>
### Figure 1 Various Estimates of Error Variances of the Harman Data

<table>
<thead>
<tr>
<th>D.F.</th>
<th>LAMBDA</th>
<th>MEAN</th>
<th>VARIANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: M.L.E. BY SAS PROC FACTOR</td>
<td>0.477034</td>
<td>0.022715</td>
<td></td>
</tr>
<tr>
<td>2: MARGINAL ESTIMATE OF E-VAR BY E-FA</td>
<td>0.495379</td>
<td>0.023301</td>
<td></td>
</tr>
<tr>
<td>3: MARGINAL ESTIMATE OF E-VAR BY E-FA</td>
<td>0.494445</td>
<td>0.023943</td>
<td></td>
</tr>
<tr>
<td>4: LOADINGS BY FORMULA, E-VAR BY LOG-NORMAL</td>
<td>26.826477</td>
<td>0.473865</td>
<td>0.013195</td>
</tr>
<tr>
<td>5: LOADINGS BY E-FA, ERR-VAR BY LOG-NORMAL</td>
<td>29.735748</td>
<td>0.474122</td>
<td>0.012549</td>
</tr>
<tr>
<td>6: LOADINGS BY E-FA, ERR-VAR BY LOG-NORMAL</td>
<td>29.849218</td>
<td>0.473667</td>
<td>0.012542</td>
</tr>
<tr>
<td>7: LOADINGS BY E-FA, ERR-VAR BY EM AFTER E-FA</td>
<td>30.446808</td>
<td>0.463148</td>
<td>0.012720</td>
</tr>
<tr>
<td>8: LOADINGS BY E-FA, ERR-VAR BY EM AFTER E-FA</td>
<td>30.610523</td>
<td>0.462792</td>
<td>0.012693</td>
</tr>
<tr>
<td>9: LOADINGS BY E-FA, ERR-VAR BY EM AFTER E-F</td>
<td>28.854729</td>
<td>0.444613</td>
<td>0.012644</td>
</tr>
</tbody>
</table>

\[ \text{LAMBDA} = s \times n \]
Figure 2: Various Estimates of Error Variances of the Francis Data

N = 50

<table>
<thead>
<tr>
<th>D.F.</th>
<th>LAMBDA</th>
<th>MEAN</th>
<th>VARIANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H.L.E. BY SAS PROC FACTOR</td>
<td>4.575092</td>
<td>3.291272</td>
</tr>
<tr>
<td>2</td>
<td>MARGINAL ESTIMATE OF E-VAR BY E- AF</td>
<td>4.806640</td>
<td>3.549344</td>
</tr>
<tr>
<td>3</td>
<td>MARGINAL ESTIMATE OF E-VAR BY E-FA</td>
<td>4.802694</td>
<td>3.543243</td>
</tr>
<tr>
<td>4</td>
<td>LOADINGS BY FORMULA; E-VAR BY LOG-NORMAL</td>
<td>23.144237</td>
<td>4.458695</td>
</tr>
<tr>
<td>5</td>
<td>LOADINGS BY E- AF; ERR-VAR BY LOG-NORMAL</td>
<td>26.059247</td>
<td>4.468490</td>
</tr>
<tr>
<td>6</td>
<td>LOADINGS BY E-FA; ERR-VAR BY LOG-NORMAL</td>
<td>23.992222</td>
<td>4.467946</td>
</tr>
<tr>
<td>7</td>
<td>LOADINGS BY E- AF; ERR-VAR BY EN AFTER E- AF</td>
<td>29.433685</td>
<td>4.442304</td>
</tr>
<tr>
<td>8</td>
<td>LOADINGS BY E-FA; ERR-VAR BY EN AFTER E- AF</td>
<td>29.431026</td>
<td>4.440956</td>
</tr>
<tr>
<td>9</td>
<td>LOADINGS BY E- AF; ERR-VAR BY EN AFTER E- F</td>
<td>25.810238</td>
<td>4.187857</td>
</tr>
</tbody>
</table>

LAMBDA = s x n
## Figure 3 Various Estimates of Error Variances of the Hardia, et. al. Data

<table>
<thead>
<tr>
<th>D.F.</th>
<th>LAMBDA</th>
<th>MEAN</th>
<th>VARIANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: N.L.E. BY SAS PROC FACTOR</td>
<td>0.104888</td>
<td>0.003425</td>
<td></td>
</tr>
<tr>
<td>2: MARGINAL ESTIMATE OF E-VAR BY E-FA</td>
<td>0.107966</td>
<td>0.003465</td>
<td></td>
</tr>
<tr>
<td>3: MARGINAL ESTIMATE OF E-VAR BY E-FA</td>
<td>0.108053</td>
<td>0.003517</td>
<td></td>
</tr>
<tr>
<td>4: LOADINGS BY FORMULA, E-VAR BY LOG-NORMAL</td>
<td>3.182747</td>
<td>0.086875</td>
<td>0.103969</td>
</tr>
<tr>
<td>5: LOADINGS BY E-FA, ERR-VAR BY LOG-NORMAL</td>
<td>4.215380</td>
<td>0.087360</td>
<td>0.103481</td>
</tr>
<tr>
<td>6: LOADINGS BY E-FA, ERR-VAR BY LOG-NORMAL</td>
<td>4.131446</td>
<td>0.087010</td>
<td>0.103574</td>
</tr>
<tr>
<td>7: LOADINGS BY E-FA, ERR-VAR BY EM AFTER E-FA</td>
<td>3.839849</td>
<td>0.066296</td>
<td>0.105307</td>
</tr>
<tr>
<td>8: LOADINGS BY E-FA, ERR-VAR BY EM AFTER E-FA</td>
<td>3.743194</td>
<td>0.065507</td>
<td>0.105242</td>
</tr>
<tr>
<td>9: LOADINGS BY E-FA, ERR-VAR BY EM AFTER E-F</td>
<td>3.757377</td>
<td>0.064932</td>
<td>0.104149</td>
</tr>
</tbody>
</table>
Figure 4 Various Estimates of Error Variances of the Davis Data
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Bayesian Factor Analysis*

Shin-ichi Mayekawa
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Abstract

A new Bayesian procedure for factor analysis is developed in which factor scores as well as factor loadings and error variances are treated as parameters of interest. The presentation is fully Bayesian in the sense that all the parameters have prior distributions and the posterior mode of a subset of the parameters is used as the point estimate.

The model is a standard one where the observations are expressed as the sum of the linear combination of factor scores, with factor loadings being the weights, and a normal error term. As the prior distribution the following exchangeable form is assumed:

- A factor score vector for each observation has a common normal distribution.
- A factor loading vector for each variable has a common normal distribution.
- A error variance for each variable has a common inverted chi square distribution.

When the exchangeability of all the observations/variables is in question observations/variables may be divided into several subsets and the observations/variables within each subset may be treated as exchangeable.

Since the posterior marginal distribution of factor loadings and error variances can be expressed as the product of the covariance-based likelihood and the prior distributions of factor loadings and error variances the proposed method includes both the random and the fixed factor analysis models.

The mode of the hyperparameters is first derived from their posterior marginal distributions and conditional on those values the mode of error variance is derived from their posterior marginal distributions. Then, conditional of those estimates, the point estimate of factor scores and factor loadings are derived as the joint or the marginal mode of the posterior distribution of factor scores and factor loadings depending on the investigator's interest.

The marginalization is done via some variations of the EM algorithm and it is found that the different variations result in almost identical estimates. It is also found that the effect of the prior distribution of error variances is such that it reduces the number of local maxima.

Finally, by specifying a priori zeros in the locational hyperparameters of factor loadings, a simple structure can be obtained without rotation.

*Support for this research was provided under contract #N00014-83-C-0514 with the Personnel Training Branch of the Office of Naval Research, Melvin R. Novick, Principal Investigator. I am indebted to Professor Novick and Dr. Ming-mei Wang for their comments on earlier drafts. Also, I would like to thank Professor Tom Leonard of the University of Wisconsin. Some of the methods used in chapter IV were originally proposed by him.