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ABSTRACT

,>’Statisticians have long used moving average type
smoothing and classical regression analysis techniques to
reduce tle variability in data sets and enhance the visual
information presented by scatterplots. This thesis exaninmes
the effectiveness of Robust Locally Weighted FERegression
Scatterplot Smoothing (LOWESS), a procedure that differs
from cther teghnigues because it smooths all of the pcints
and works on unequally as well as equally spaced data. The
LOWESS procedure is evaluated by coamparing it to previously
validated unifcrm and cosine weighted moving average and
least squares regression prograns. Interactive APL and
FORTRAN programs and detailed user instrugtions are included
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A. BACKGROUXD

TR S oF o SRNINCOINE LINLINL L SN D 4
DA R R L N ST e
'3 e e T e 0 ¢ fm e, o v -,

The two dimensional scatter plot has been hailed by many &
statisticians as being the single most powerful tool used iz
exploratory data analysis, [Ref. 1]. A scatter fplct gres- f;
ents an entire data set in a compact, unambijuous and easily :

understandable format, in vhich either: %:
1. the points lie in a nearly straight line; %
2. the points almost lie on a smooth curve;

3 3. the pecints are scattered without any apparent corre- -

ii lation between the X variables and the Y variables; o

f- 4. the points lie somevhere between (1) or (2) and (3);

- 5. Bcst of the points lie near a straight line or smooth

curve but a few outliers are separated from the rest.
. [Ref. 2]

¥
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o e e e
.‘,] ' e te Te e e e
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These patterns or other hidden peculiarities are much easier
to discover during a brief glimpse at a well pregpared
scatter plot than during an examination of a data taktle. For
example, the strong pcsitive correlation between total users
and active users 1logged on to the W.R. Church comguter
systen, Figure 1.1, is more easily discerned from the
rlotted points than from the tabulated datal. This is a
good exarple of case (1), described above.

Not cnly does this plot point out the positive trend ia
the data, it also desonstrates that it is nearly linear an}
grovides a rough estisate of the relationship Letweer the

. ( ‘I. L A ]
PP
o . PR S R
. PR

variatles. -

! The_takle in_Pigu;e 1.1 contains onlz a_ small portjon of !

v the 472 data pointS included in the glo . A complete listiny )
) of the data set takes agprogzlately vo pages of text ard is ;

r not required for demcnstration purposes. =

10
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T ———————— 104 $9 115 'Y
8 T 105 43 120 47 o
g e 104 48 125 76 )
P T 107 71 123 80 St
g o] 106 72 126 72 o
5 8f - 1 106 73 12 73 '
g - 108 44 124 80
27 / 104 70 129 81
; 1 104 72 133 83
' 107 79 138 84
3 ] 107 76 137 88
= 105 77 140 90 : -
TOTAL USERS t i1 49 '42 28 i
106 " 142 94 f
106 71 143 98 >
105 5 139 89
Pigure 1.1 Comparison of Data Presentation Hethods. L
More precise mathematical expressions and confirmatory ;?
procedures, including goodness of fit weasures, can be o
obtained Ly eaploying classical regression analysis tech- S %
niques, a logical enhancement of simple scatter flots, f
Figure 1.2. Numerical guantifications such as the Pearson ' 3
product mosent correlation also provide summaries Lut cam be ﬁ
o
ambigucus if not acccapanied by other information, [Ref. 1, -
:. p 77 ]. o
- Scatter flots are nct invulnerable to sisinterpretation.
.. 7hen the scatter of fcints falls into category (4) or (5),
F as in Pigure 1.3, it may not be possible to judge the true i
1 relationship between the variables during a cuick glacce at {,
i the scatter plot, although there ohviously is soae relaticn- y
. skip. Figure 1.3 contains a plot of the first 200 pcints of 2
test set tvo (Appendix C) which is used in Chapter III, -

Secticn 2 to test LCKESS' ability to follow abrupt changes
in curvature.

LR
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ACTVE USERS
20 4 e &

TOTAL USERS
Y = =0.22476 + 0.64118 x X

rigure 1.2 Llineur least Squares Regression of
ctive Users on Total Users Logged on to the
W.R. Church Cosputer Systen.
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Pigure 1.3 Scatter Plot of the Pirst 200 Points
of Test Set Tvo.

Initial inspecticn of this data suggests the presence of
a quadratic type pattern. This ispression leads naturally to
using the quadrat.c least sgyuar~s rejression line cf Figure
1.8 to describe the dependence of Y on X. The accospanying
analysis of variance table lends sose support to tlis
choice, since r2 = 709,

A closcr exasination of this data rceveals, howvever, that
although it locks guadratic, the actual dependence of Y on X
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X
Y= ¢/CxXe012 WHERE: C = ~0.26565 0.54139 -0 D13564
ANALYSIS OF VARIAKCT TABLE t. A.
SOURCE ss oF " ¥ LSS
CRAND AN (SEL NOTE) 2213.0%8 1
RECRESSICN 923.8%7 ? 261.818 239.5%
RESIOUAL 218.312 197 1.093
TOTAL 2934.00% 200 14.770 o
THE SICNIFICANCE (EVEL OF RICRESSION = 0000 et
(SIGNIFICACE LEVEL = (A LADER CURVE BEYOND COMPUTED f) 1 J
R SOUARE (SKE NOTE) - .709
{MOTE: K WEICHIED CASE, SEE DESCRIPTION FOR MEANING
Figure 1.4 8uqdratic Regression on the Pirst 200 i
oints of Test Set Twvo. - EE:
is not described quite that sisply. Figure 1.5 demonstrates . ﬁi
this point very clearly. Splitting.the data set into threz i
By
parts at vhat appear to be logical break points, ‘x-<10,25%), ®
and fitting a linear least squares reyression line to each, i}i
shovs that Y is not a single function of X over its erntire o
range. In fact, there appear to be three separate linear }33
trends in this data. e
Analyses of this type ate seliom undertaken because of .
the tediuas involved in selecting afppropriate sglittinyg ?}f
points cnce it has teen determined that doing so way be :I.-j-_f-
helpful. ! _
How then, can an analyst discover the existence of T
subtle trends or define the shape o¢f uuusual patterns %5
Lyl
contained in a scatter plot? The answer is to use local B,
ssoothing procedures rather than global (regression) fitting 'Y

13
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o -1
ol Y = 29692 + 010504 x X . “hY = 141456 ¢ -0.55146 x X
lll I‘D 1‘0 -.ﬁ 0 o 0 0 u . L]
X X
- Y= 00351489 4 019619 = X ] b 1
- -

Piqure 1.5 Llinear Reg:egsions on P.rst 200 Points of
Tesct Set Two Split at X = 10 and 25.

technigques. Using a flexible smoothing procedure that
responds to local changes in the data structure allows the
data itself to detersine the shape of the final curve, as
opposed to the classical approach of fitting polynceials
vhich have predeterazined shapes.

The Robust Llocally Weighted Regression and Scatterplot
Smoothing (LOWESS) [procedure, [Ref. 3], described in the
rezainder of this [paper, is a very good =amethod for
preventing the acceptance of assuaptioas like the one that
led to using the gquadratic model in Figure 1.4. The LCWESS
smoothing technique applied to this data, the right hand
Flot of Figure 1.6, showvs very clearly, that the dependence
of Y on X resesbles a coabination of three distinct lirear
functions (the paraseter F=.25 will be explained later).

i sa ] 1., ‘_."».‘ . ".'. X . -‘ .‘.-.-
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The LOﬁEss smoothing process has a tendency to round angular
COrners. The straight lines in the center of each segment
suggest linear trends similar to those contained in Figure
1.5.

The major problea with trying to use polynomials to
depict subtle trends cr to describe unusual relationshigs in
a data set, is that they are neither flexib;e nor local. By
way of example, the foints on either extreme of the first of
the twc plots in Figure 1.6, have a significant affect on
the middle of the fitted polynonmials.

QUADRATIC REGRESSION LOWESS F = .25

v

4
Y

° 10 20 30 “© e 10 3; i
X

Figure 1,6 cOnpag%scn of rati
. o

a Quad Regression and LOWESS
moothing (F = ) on ?1!82 200 p =

c
ints " of Test Set Two.

The LOWESS procedure on the other hand, allows the data
points themselves to determine the shape of the ssoctbhed
curve. Figure 1.6 also demonstrates that global pclynomial
regressions have a more difficult tise following atrupt
pattern changes than do local ssoothing procedures.

B. SCOPE

locally Weighted Regressicn and Scatterplot Sasoothing
(LOWESS) , introduced by william s. Cleveland in 1977,
[Ref. 3), is a generalized extension of the locally fitted

15
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polyncmial smoothing techniques wused for many vears in the
field of time series?! analysis.

The essential idea behind the simplest of these clas-
sical smoothing technigues is the following. If the data
points (Xi,Yi) come from au additive model of the form

Y, = G(x)+ €

2
where E(€i) = 0 and var(€i) =0 and 6(Xi) can be approxi-
mated locally, over tlke interval i-m,...i,i¢1,...i+n, by the
linear function

Y, = By(X,) + B,(X,) x X,+ €,

then averaging the Yi over this range yields

1 ']
Yo =M+ Z LA
Jo=id

where

- E(Y,) = By(X,) + B,(x) x X, + €,

CTZ

VAR(Y,) =VAR(E ) = S

If the assumption that the €i are uncorrelated is true, then
this wmoving average process produces estimated Qi's that are
ur.biased and have samaller variance than the raw Yi's. Tbkis
technique makes it easier to distinguish G(Xi) through the
noise (€i). Using a tandwidth, M, larger than the interval

1 A time series &s a seguence of randoa variables }i vhich
are natural ordered Yy time (1) and can therefcre e
preserted as a scatter plot of Y1 versus i. Although i is
usually the integers, missing values can occur.
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over which the linearity assumption holds, will introduce
tias into the results. [Ref. 4]

The purpose of this thesis is to translate the generali-
zation of classical smooting techniques proposed by
Cleveland [Ref. 3], and expounded upon Ly Chaabers et al
[Ref. 1], into user friendly computer programs available for
use as exploratory data analysis tools by students and
faculty c¢f the Naval Postgraduate School.

LCWESS, written in APL, an acronym for "A PROGRAMMING
IANGUAGE," was designed to be used alone or in conjunction
with the IBM GRAFSTAT statistical graphics packace.
GRAFSTIAT, an experimental program, currently under develop-
ment by the IBM Watscn Reaearch Center, is available at the
Naval Postgraduate School for test and evaluation purgoses
[Ref. 5]. All graphs contained in this paper were fproduced
ty the GENERAL PLOT function of the GRAFSTAT progran.

1LCWS, a modification of LOWESS, when used in conjunction
vith GRAFSTAT and expanded versions of the DRAFTSMAN DISPlAY
programs described in [Ref. 6], enharnces an already fpowerful
exploratory data analysis package.

A FCRTRAN version of the basic LOWESS program was
désigned to be used in conjunction with either DISPLA
[Ref. 7], or any other W.R. Church computer system supportedl
graphing package.

These programs are€ interactive and can te used easily by
individuals vho have littie or no APL or FORTRAN prograsminy
skills. Users who are wvell versed in these languages stould
ke alle tc modify them to [rovide tailor aade outfputs,
expand their capabilities or incorporate them into ctter
analysis packages.

Detailed user instructions are contained in Chapters IV
and V while examples of their use are presented in Chapter
III. Users wvho are interested in the mathematicai details

of Roltust Locally Weighted Regression and Scatterplot
Smoothing should read Chapter II.
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II. IECHNICAL DESCRIPIION OF LOWESS

A. OVERVIEW

locally Weighted Regression Scatterplot Smoothing
(LOWESS) , is a generalized extension of locally fitted foly-
nomial smoothing techniques used by many statisticians in
tine series analysis I. Onlike its predecessors, houwever,
10WESS was designed to work on upegually as well as equally
sSpaced X's. It also contains a robust fitting procedure
that guards against possible distortion of the smoothLed
curve by outlier points. The general procedure used by
Cleveland is an adaptation of iterated least squares regres-
sion technigues developed by Albert Beaton and Jokn Tukey
{Ref. 81].

The cverall objective of LOWESS, 1like most smoothing or
regression routines, is to compute a "fitted" value, ?, that
depicts the riddle of the empirical distribution of 1Y at
each X. Unfortunately, most data sets do not contain enough
repeated observations at each ¥ to provide & good estimate
of the migdle of this distribution. LOWESS derives its esti-
pate of Y from the eguation of a wveighted least squares
regressicn line fitted to a set of data points whose
values are located in a user defined neighborhood about Xi
{X value of the point being smoothed).

B. BATBEMATICAL DETAILS: NON-ROBUOST LOWESS SMOOTHING

The first step in generating a LOWESS seoothed r[foint
consists of forming a neighborhood, Pigure 2.1, centered
arourd Xi and comprised of its Q nearest neighbors. The user

' A Ltrief theoretical explanatiorn of these technigues was
presented in Chapter 1I.

18

F & T

O B DRI

S8 AR DS




deternmines Q by choosing the parameter F, which is approxi-
mately equal to the fercentage of the number of data points
used in computing each fitted value. Q is (F x N) rounded to
the nearest integer, and the (Q nearest neighbors are those
points whose X values are closest to Xi. Note that there
are not necessarily an egual pumber of neighborhood points
o either side of IXi. Also, Xi is considered to Le a
neightor 6£ itself. The parameters F and Q, determined
prior to smoothing tle first data point, are held ccnstant
and used throughout the procedure.

Pigure 2.1 Yertical Strip Containing the 10 Nearest
Beighbors of X6 in Data Set Two.

In Figure 2.1, the point to be smoothed, X6, is high-
lighted Lty a dotted lipe and the strip boundaries are delin-
eated by solid lines passing tbrough X1 and X10.

STEP TWO consists of defining the local weighkting func-
tion and calculating individual weights for each point,
(Xk,Yk) , in the strip formed during STEP ONEB. This weighting
function is to be centered at Xi and scaled so that it hits
zero for the first time at the in nearest neighber cf Xi
(the strip boundary furthest froam Xi). Functions bavirg the
following properties will satisfy these requiresents:
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1« ®({U) >0 for jU] < 1 (positivity), §
2. WH(-U) = W (D) (symmetry), a
3. ¥§(U) is a nonincreasing function for u > 0, 3
4. W(O) =0 for 101 > 1. )

B VMRV

Cleveland, [Ref. 3], suggests using a tricube weight func-
tion of the form:
| ;

wu) = { (1 = 1u’)® FOR U < 1
0 OTHERWISE

IRY X SRR IR

Note that this function uses the absolute value of U. The
veight given to any point within the strip is calculated ty:

Xt - Xk .

The variable Di is tbe distance along the X axis from Xi to
. its Q'th nearest neighbor. This is the distance froam X6 to
the left hand bhoundary in Figure 2.1. When LOWESS starts
its sloothing'hpass at 11, the right hand boundary passes
through its Q= nearest neighbor, X110 in this example. 1The
neightorhood which, at that time, contains the points X1 ...
Xq remains fixed until the distance (Xi-X1) is greater ttan i
(Xg-Xi). This usually occurs at i = Q/2 for evenly spaced -
data. At this point the neigbborbood is advanced and the Q
neare¢st neighbor shifts to the left hand boundary wvhere it
resains until all of the data points have been saoothed. Di
therefore, is generally the distance fros Xi to the right
hand toundary for i = 1...(Q/2) and is the distance fros Xi J
to the left hand boundary for i = (Q/2) ...N. :
The veight given to any point in the strip is egual to
the height of the cctrve, W®(u), at Xk, Pigure 2.2. This
figure demonstrates that the tricube veigat function:

I o A

A 2

e » a
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1. gives the largest weight to the point being smoothed;

2. decreases smoothly as Xk mcves away from Xi;

3. is symmetric altout the point being swmoothed;

4. hits zero for the first time at the Q'h nearest
neighbor of Xi.

0
v

0s o

WEXHT

02 o4

Pigure 2.2 TRICUEE Beight Function for the 10 Mearest
Beighbors of X6 in Data Set Two.

In cases where several points have abscissas egual to
Xi, all of thea are given weight 1. If Di is zero, 3eaning
that all Q points in the strip have abscissas egual tc Xi,
it is iampossible to estimate the slope of a titted line. 1In
this instance, a constant equal to the mean Y value for all
C points is fitted tc the point (Xi,Yi).

STEP THREE uses weighted least squares regression tc fi.
a polyncaial of degree P to the data points that lie within
the strip containing Xi. The paraaseters of the equation
that describes this line are the values of Bj j = 0,1,...P
that sinicize:

[o] 3

Z Wk(U)(Yx - Bo — BiXx — ... BPX:)z

Kest
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Figure 2.3 shows straight (p=1) and quadratic (p=2) lines
fit to the neighborhood points surrounding X6 in data set

tvo.
LINEAR RUADRATIC
B = } e
o} g ’ j
> w 9 > e

Pigure 2.3 Llinear and Quadratic Fits.

The choice of an appropriate P depends on the user's
percepticn of the relationship between the points within
each neighborhood, the need for flexibility to reprcduce
patterns in the data, and computational ease. The existence
of physical theories that define the relationships as teing
nonlinear might also influence this choice. Saoothed curves
based cn higher order polynomial regressions tend to fcllow
abrupt pattern changes better than those based on linear
sodels. Cleveland ([Ref. 3], feels that coafputational
considerations begin to override the need for flexibility
for values of P greater than 1.

The smoothing routine written for this thesis is cafpatle
of perforaing linear cr quadratic regressioes. Using p = 1
or 2 should provide adequately smoothed points for any data
set.

The final step in the Llocally Weighted Regression
portion of the LCHEiS procedure is the deterainatiorn cf the
smoothed point (Xi,Yi), Figure 2.4, where:
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lv;
p
$| = ) B,(x)-X; !5:'_:-3
9=t w2
The notation used he¢re emphasizes that the coefficients of 5 §iﬁ
the X'i are different for each point Ii. i~
b .
e . 4 .-.. ! -.:‘:_.:}..
s S i
o} . ‘ E--;
& 1 2 3 :.\
x o
Pigure 2.8 Scatter Plot of Data Set Tvo Superiaposed . E:i
#ith Smoothed Point (X6,Y6). G
LOVESS differs from most other ssmoothing routires :
vecause it smooths 3]l of the data points. This becomes e
isportant vhen samoothing small data sets, vhen important E;%
pattern changes take place near the ends of the data set, or Ei;
vhen the smoothed curve is tc be used as a regression lipe }?ﬂ
to predict future trends. Pigure 2.5 suammarizes the seguence s
of steps described atove, as they are wused tc compute a ;f"
"fitted" value for (X20,Y20), the right hand end point in .é
data set two. ;
A comparison of Figures 2.1 and 2.5 reveals that the S
vidths of the vertical strips about (X6,Y6) and (X20,Y20) %,
are not equal. Note that the ten nearest .,eighbors of Xx20 ;ﬁ
are all to the left. Although both strips coi.tain ten data ﬂ&
poiats, the requiresent to <center thea around their ?’
2 23 £
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Figure 2.5 Suamary of Stegs Bequired for COlguting the
Smoothed Value at (X2 ,!20? in Data Set 1Ive.

respective (Xi,Yi) fpcints forces the right hand pcrticn of
the weighting function in Pigure 2.5 to fall off-scale. The
left hand portion of tke wei liting function for (X1,Y1) |is
forced cff scale for the same reason. These partisal
veighting functions =still fulfill all of the requirerents
outlined earlier, however. Unegual spacing of the X's also
creates variable strip widths.

A set of smoothed data points, Figure 2.6, is cbtained
Ly cospleting the afcrementioned steps for each point in the
criginal data set.
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Figure 2.6 Plots of Lowess Smoothed Data Points and 8
Ssoothed Curve Superimposed on Data Set Two, (F=.5). B
C. MATBEMATICAL DETAILS: ROBOST LOWESS SMOOTHING :
The robust smoothing feature of LOWESS prevents a small ?
nuabe:s of outliers frcm distorting the smoothed curve. The v
point (X10,Y10) in Figure 2.1 is one such outlier. ﬁ
The robust procedure coaputes a nev set of ueightsAfor -
each (Xi,Yi) based on the size of the residuals, (Yi-Yi), s
obtained after the first smoothiny pass, Figure 2.7. L
.- Cleveland [Ref. 3], suggests using a bisquare function &
h cf the fornm: -
- ’
5 p(V) = { (1 = v¥)? FOR M < 1
b_ | © OTHERWISE :
L Echustness wveights Icr each point are calculated by:
3 R ;
L_ D,‘(V) - D{g&‘] -
E; vhere 8 is the median of the absolute value of thke resi- ]
duals, Figure 2.8. This is soszetimes referred to as the :

Median Alsolute Deviation (MAD).
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Pigure 2.7 Residuals (1i-Yi) Versus Xi for the
on-Robust Sasocothed Points of Data Set Two.
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Pigure 2.8 Robust Heightinz Punction For the First
Pass Through Data Set Tvo.

This scheme gives small weigjhts to points associated
vith large residuals and large weights to points with saall =
residvals. One iteration of the robust locally wveighted
regressicn procedure is coampleted by calculating a nev set

of "fitted" values using the wveighting function

WT = W(U)xD{V)

in step three. .
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Execution of the entire LOWESS algorithm consisting of
one locally weighted regression pass and tvo robust lccally
weighted regression passes produces a robust smoothed curve,

Figura 2.9. The effect of the ‘"outlier" can be seen very i
clearly. .o

-
NON-ROBUST LOWESS F = .5 " ROBUST LOWESS F. = .8 =
L4 y = % 7 - - - [ ] v . = = g T ...:
° 4 [ ] - .-\
. - : . - " L . h . A 4 . . [] . : ; |
o} o ] -
¢ 0 T o 2 3 o
X X -
Pigure 2.9 Comparison of Non-Robust and Robust LOWESS
Smoothing of Data Set Two, (F=.5).
Cleveland [Ref. 3], reports that the number of computa- =

tions required to cosrlete the LOWESS algoritha ~n an entire o
data set is on the crder of FN2, For example, 60 linear
regressicns were used to coaplete the robust smoothing of
the 20 artificial data points in Figure 2.9. The non-rchust
curve, on the other bhand, required 2/3 fewer calculations
and took less than 1,2 the time. The nusber of calculaticas
required to produce a smoothed curve prescnts ro significant
probles for plots of fewer than 100 points. Computatioral <
tise can bLbe saved by gqrouping the Xi's on 3data sets that :
have repeated X values. A'rhis saxing results from the fact

that if Xi+1! = Xi then Yi¢1 = Yi. Assiyning the same Yi

-"'

value to each of the Ni repeated Xi's reduces the nusber of i
regressicns required ty Ni for non-robust smoothing and by %
3Ni fcr robust smoothing. -
2
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D. CHCOSIRG F

There are no set criteria for choosing F. Small values
produce curves with high resolution and a 1lot of ncise.
larger F's produce curves with low resolution and less
noise, but require increased computational time. In
general, increasing F tends to produce smoother curves,
Figute 2.10. Cleveland, [Ref. 3], suggests that values
retween .2 and .8 shculd be satisfactory tor most purgoses.
The goal is to choose the largest F that minimizes the vari-
ability in the smoothed points without distorting patterns
in the data. Computational time may become a consideration
in choosing F vhen spoothing large data sets. in general
though, F will decrease as the series lenygth increases.

ROBUST LOWESS F = .2 " ROBUST LOWESS F = .3

> L 4 > ot 4
) [ ‘e * * * 4
©op b opF L 1

. N R N 1 1 y W < o
° ! ? 3 0 \ 2 3
X x
. ROBUST LOWESS F = .5 - ROBUST LOWESS F = .7
or L1 J 1
- . 7 £ - - e ™ * -

> b - > _’;—'—'——:-
~} - Ld . . . ./ . * .
op L-]

L 2 * ; 0 : ? . 3
X X

Pigure 2.10 Coararison of Robust LOWESS Saoothing of
Data Set Two for Different Values of F.
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Smcothing routines, LOWESS included, do not rpzcvide
regression equations cr other analytical results on which to
test goodness of fit. The user must judge the adeyuacy of
the results. The choice of F is not so critical for cases in
wvhich the purpose of the smoothing is to enhance the visual
percegticn of gross ratterns in the data. For exanple, the
rough curve obtained Lty using F=.2 on data set two, the left
hand plot of Pigure 2.10, provides an adejuate picture cf an
overall increasing trend. More care aust be taken in soame
applications, such as time series analysis, or when the
smoothed (Xi,Yi) values may be used as a type of regression
function, or finally, vhen the smoothed curve may be
presented without an accoampanying plot of the original data
points. Taking F=.5 is a reasonable choice when there is no
clear idea of what is needed, [Ref. 3). Chanbers, [Ref. 1),
suggests that it is often wise to try several values of F
before selecting the "best" one for a particular
application.

Techniques for deteraining bandwidth using techniques of
cross-validation have been considered by Cleveland [Ref. 3],
and Rice [Ref. 9), but are not included here.
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II1. EVALUATION OF THE LOWESS CURVE SMOOTHING PROGRAN

A. GENEEAL

Smoothing routines are generally used to <filter noisy
data and approximate unperlying relationships that may be
too complex to describe mathematically or too difficult tc
fit by simple polyncmial regression. Effective routines
nust be flexible and local. They must allov the data to
deternine the shape <cf the smoothed curve and they must be
able to follow abrurt as well as smooth changes in curva-
ture. This evaluaticn will test LOWESS in each of these
areas.

B. HETHCDOLOGY

LC4ESS, like most other curve smoothing schenes,
provides no analytical solutions by which to measure its
effectiveness. The correctness or adejuacy of the fit sust
Le judged subjectively. And there are no standard guidlines
to follow. Sometimes the shape of the fit can be checked by
comparing it to the rhysical laws that govern the applica-
tion at hand. The programs written to support this thesis
vere evaluated by:

1. examining their performance on a set of test data for
which the underlyinc functional relationshigs were
kpown;

2. ccaparing their results vith those obtained froam
videly used and previously validated curve smocthing
technigques, nazely; LEAST SQUARES REGRESSION, NCVING
AVERAGE and CCSINE ARCH veighted saoothiny.

The theory of moving average procedures dates back to
definitive studies of discrete time series models coapleted
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ky H. Wold in the mid 1930's. The general process is tased
on the assumptions and theories recounted in Chapter I. The -

moving average is defined by the expression E;
,

XM=Y A 2(T=)) T=0 1.. S

J==N -

bt

wvhere M and N are ncnnegative integers and the weighting ;;
coefficients Aj are real constants. Kendall aad Stuart E:
[Ref. 4), and Koopmans [Ref. 10), present in depth discus- E;
sions and theoretical derivations that expand on the ideas ?ﬁ
presented in Chapter I. The moviny averaje routine eaployed gﬁ
in this analysis is contained in the IBM GRAFSTAT statis- EE
tical graphics package. The veighting function used in that ;;
program takes the fors &.
A = ! Js-M...N ::

I _ EA

The CCSINE ARCH smoothing procedure used here, is a

soving average process that uses a cosine weighting function
of the fora .

P A ) shae WO

-
. 1 _cos-z-—(i-“ 1), y:=0,1...N-I o

TOM*l M+1

It is characterized as a good smoother by Ansccate, f
[Ref. 11), and is often used as a trend remover during time :{
series analysis. ey
C. TESTING PROCEDURES AMD RESOLTS \
Three sets of test data vere developed to check all :E
aspects of the LOWESS program's capabilities; its ability to r
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follow linear trends as well as abrupt and smooth changes in
carvature.

1. Phase One: Ljpear Irends

Test set one, Figure 3.1, consists of 150 data
points having the folloving functional relationship:

Y = X + NORMAL(0,1) NOISE  0<X<10

vas designed to test IOWESS' ability to detect linear trends
in noisy data. Althcugh this test appears redundant, many
complex smoothing prccedures have failed because they did
not return straight lines when that wvas the shape of the
underlying curve.

g = S ———— . 2 =
2 L $“l
b S S S
-
.
. 4 . b . 1
.\’.. -
- &
= > s, 83
—y
. e 5
e
4 ! l_...l-
SO
Nt
L] o L4 A N A P
(] w » » [ ] w » »
X X

Pigure 3.1 Test Set One With and WRithout N(0,1) BNoise.

The adequacy of LOWESS' performance on test set one
vas measured by comparing it with a linear least squares
regression line fitted to the same data.

As pointed out in CHAPTER 1II, LOWEBSS gproduces
increasingly smoother curves as the parameter F affproaches
1. When F=1, each neighborhood used throughout the szoothing
process contains ¥ e 1 = N points. This implies that each
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smoothed point (Xi,?i) is computed from the equation of the
TRICUBE weighted regression line fitted to all of the data.
This proceduare should produce a LOWESS smoothed curve that
closely Tesembles the linear regression of Y on X. The
TRICUEE weighting function used in LOWESS may cause minor
disparities betwveen the two "fits," however. A visual
inspection of the bottom two plots in Figure 3.2 reveals

that LOWESS and the linear regression produced nearly
identical “fits."

LOWESS F=.2 LOWESS F=.5
g v v v g v = ,ﬁ ’ -, T T Y 2
s P |
z \, & ’ .. ) a LR Y
> 2 >
b o 1
ol n n - N N ® '/ A A " . <
® 1} » » [ ] 11 ] » »n
X
LOWESS Fa LINEAR RECRESSION
2 v = & S P | 2 b i 28 i / A
. »

Y » =0,16324 + 10143 v X

Pigure 3.2 Congazison of LOWESS Ssoothing and Linear
Regression of Test Set One.

Goodneis of fit can te measured by examining the
residuals (Yi-Yi) fros each ssmoothing procedure. A perfect
reprcduction of the underlying functional relationship, Y =

33




X, would produce a set of residuals distributed Normal (0, V), %
the same distribution found in the noise. The results of the

QR

GRAFSTAT distribution fitting proceedure summarized in Table

o 17

IT indicate that the distribution of the regression resi-
duals can be approximated as Normal (0,1.04) while the LOWESS
residuals are approxizately Normal(.002,1.016).

Rl PR I AR Rt
0,0 0 Ay Aty !

v l\f

Hypothesis tests comparing the means and variances
of these Adistributicns with those of the Normal (0,1)
distributed noise, will provide soae measure of the goodness
of fit of each smoothing schene. The results of these
tests, conducted at the 95% confidence level, are summarized
in Takle I.

The output of the GRAFSTAT distribution fitting
frocedure presented in Table 1II and the hypothesis tests
summarized in Table I, saggest that there is no significant

W e eTe Y, 00,

r 1." T .'--.'...'-.-. “n‘

difference betveen the distribution of the residuais froam
the linear regression or LOWESS smoothing of test set one,
and the Normal(0,1) noise inccrporated into the data. Tkis
provides strong support for the premise that LOWESS dericts
linear trends very vwell. Visual comparison of the LOWESS
smooths in Figure 3.2 confiras that LORESS followvs the same
general trend regardless of wvhat F is used; small values
provide rougher curves that have the same general sloge.
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TABLE I :
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TABLE II i
Summary of GRAPSTAT Distribution Pitting of -
Residuals Eronykegression ang LOWESS Smooths ofg!est Set One . ' <
RESIDUALS FROM LINEAR REGRESSION e
NORMAL O1STRIBUT ION o
X : RESD
SELECTION :  ALL
LABEL :
SAPLE SIZ2E: 150
MINIMAM 8 =2.848
MAX MM B 3 15

CEINSORING : NONE
EST. METHOD: MAXIMUM L IKEL JHOOD i

SAPLE FIT1e0 COVARIANCE MATR|X OF :
MEAN  : 2.0898[-1¢ 2.0898[" 14 PARMETER [STIMATES —
STO DEV : 1 029360 1 02930 LU SiGmA )
SKEWNESS: 1.1908E°1  ©.0000(0 M 00070189 0
KURTOSIS: 3 1389E¢  3.0000LO siom 0 0 003333
PERCENTILES SAMPLE  FITTED COCONESS OF FIT |
3: <Y 7375 -1 8938E0 CHMI-SQUARE = 2.3078 L
10: ©1.3381 <1 3196£0 DEC FRCEO: S oo
23: “0.59137 "6.9409[" 1 SIGNIF 0 80513
%0: -0 032398 1 03997 KOLM-SMIRN @ O 040266 s
73: 0.6323¢ 6 94091 SICNIF  © 0 96816
90: 13208 1 31960 Crawe-v M :  0.02762¢ )
‘ 9”: 1.7182  1.6938E0 SIGNIT > 13
B ANDER-QARL : O 17006 S
\ SICNIF  : > .13
i KS. AD, AND CV SICNIF. LEVELS NOT [XACT WITH ESTIMATEQ PARMMETERS . : .
E—' 0.95 CONFIOENCE INTEAVALS el
PARAMCTER  [STIMATE LOATR uPPER O
w 2.08986°14 -0 1842¢ 0.16424 .
SIGMA 1.0298€0 0 92471 1,163

RESIDUALS FROM LOWESS SMOUTHING

NORMAL OISTRIBUTION

x 1 AOWESS RENSUMS .
SELECTION @ ay

L4BEL T LOMES

SAPLE SITE: 'O

MINIaM o -2 908

wruM 3 090

CINSORING : NOM(
EST. MUTHOD. WAXIMUM LIXELIMOOD

SMPLE rieo COVAR AN WAIR[Y OF
VAN 0016268 O 016268 PARAMK TR (5! 1usl(sS o
SIODEVY . ' 023 1 G237 o Sicha
SKEWn(SS' O 093313 O Ms 0 0089398 O ]
XUPIOSIS: 3 1452 3 siom o 0 0034932 T
PLACINTILES SMPLE  F1VT(D CODOM(SS OF F11 |
s: S1 0848 1 g629 Crl-SOuang 1.438%
0 13315 -1 2958 0tC 1D 8
29. "0 95317 "0 6’8 sicnir 0 92¢C8
%0. 0 010179 0 01626A KOL-Sulfny 0 ner23s -
4% 0 84938 O Mé4e) SICNIF o 91
- 1 2874 1 )28 CRamgud. v w . 08N
[ ] to2s ' 7009 SI1CiF > 18
A W -DaRy 0 18198
L HANY > 18

XS. AD. AND CV SIONIF  L{VILS NOT (2ACT Witn (ST MAT(D Paxas (8]

C 9% CONFIDINCL INVIPVALS

Lol - STL I S NTY] WO s (Pria
w 0 08288 0 14706 © 1°998
S 1 0237 0 91948 ' 1548
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2. [Ehase Two: Alrupt Changes in Curvature

Test set tvo, Figure 3.3, consisting of 220 data

points having the following nmathematical relationship

.4X + NORMAL(0,1) NOISE 0<X<10
Y = J+.1X + NORMAL(0,1) NOISE 10<X<25
146 - 3.67X + NORMAL(0,1) NOISE 25<X<40
0 + NORMAL(0,1) NOISE 40<X<44

was used to test LOWESS' ability to handle abrupt pattern
changes. The smooth of test set two generated by LOWESS, vas
compared to those prcduced by MOVING AVERAGE and COSINE ARCH
filtering of the same data.

v hd b S b B v 1 - v v v v v v
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Pigure 3.3 Test Set Tvo With and Without N (0,1) Noise.

Deteraining the amount of smoothing required by a
data set is, perhaps, the most difficult aspect of using any
curve sacothing routine. Smoothness is controlled by the
size of the parameter ! in LOWESS and by the paraseter M
(bandvidth) in HOVING AVERAGE and COSINE APCH smcothing.
These faraseters deteérmine the number of points, or neigh-
borhocd size, used to compute each smoothed value. The goal,
regardless of the szethod chosen,
peighborbhood that sinimizes the

is to wuse the largest
variability in the smoothed
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points without distorting patterns in the data. Ancther
factor that must alsc be considered when choosing M, is that
MOVING AVERAGE and CCSINE ARCH smoothing routines produce
only (N-N) smoothed points. Using proportionately lactge
values of ¥4, therefore, might result in losing significant
portions of the original pattern at the ends. This shortcom-
ming will ke evident in the graphical comparisons made
throughout the remainder of this chapter.

Comparison tests made during phases two and three of
this evaluation used selected LOWESS smooths and ccrre-
sponding MOVING AVERAGE and COSINE ARCH smoothed curves.
Parameters for the three processes are directly convertible
Ly the relationship M = FeN.

Figure 3.4 presents graphical comparisons of LOWESS
smooths (solid line) using parameter values F = .15,.25,.50
and .75 to illustrate some of the considerations made during
the paraseter selecticn phase of
a smoothing operaticn. The exact underlying relationships
(dashed lines) wvere included to demonstrate how large values
of F can cause pattétn distortion. _

It is apparent fros the seguence of illustrations in
FPigure 3.4, that 1ICWESS produces smoother curves as F
increases. The smoothest curves are not alvays the most
desireatle, howvever. The bottom two curves (F=.50 and F=.75)
have distorted the original pattern by using too many poirnts
to compute the smoothed values. Test set two cocrtains 50
points in the segment (0sX<10). 0siny a neighborhood much
larger than 220e¢.25 = 55 points on this data set would have
a tendency to fit the wrong slope to the first linear
segment. Additionally, it would cause over smoothing of the
corners. Figure 3.5 shovs the neijhborhood and 1linear
regression used to sscoth the point (X10,Y10) during produc-
tion of the smoothed curve (¥F=.75) pictured in tke lover
right corner of Pigure 3.4. It is easy to see that follcving
this slofe would distcrt the pattern presented by the data.
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LOWESS F = .15 LOWESS F = .25

¥

LOWESS F = .75
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Pigure 3.8 COIfatilon of LONESS sloothing of Test Set Two
Using Different Values of the Parameter ?r.
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Pigure 3.5 Linear BRegression stog in sloathing (x10,110)
in Test Set Two Using LOBESS with P=.7S.

The F=.15 plot depicted in Pigure 3.4, desmonstrates
that saall F's create very locally smoothed curves that
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contain a great deal c¢f noise but follow gross patterns very
vell. Using a small F is an excellent idea if the sole
purpose of the smoothing is to highlight major trends in the
data.

The LOWESS smoothed curve obtained by using F=.25 is
the one Lest suited fcr comparison with corresponding MOVING
AVERAGE and COSINE ARCH smooths, Figure 3.6.

TEST SET TWO

v v

LOWESS F = 2

-4
-
o
-4
b
e
b
>

COSINE ARCH M = 44

T g

=

-
5
-
b
-
-4
>
3

Tigure 3.6 Consa:ison of LOWESS, NOVING AVERAGE
and COSINE ARCH Ssmoothing of Ttest Sset Two.

Iuspection of the plots in Figure 3.6 reveals that
all of the smoothing frocedures fit similarly shaped curves
to most of the data. "he inability of the MOVING AVERAGE and
COSINE ARCH routines to smooth the extreme edges of a plot
precluded thes from fitting a curve to the last segment of
test set two. Practitioners of these routines often axtend
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the curve or fit the ends by eye. Applying these technigues
to the bottom curves in Figure 3.6 does not reveal any
significant pattern changes. LOWESS, although it does not
follow the level trend accurately, does reveal a major
pattern change in the last section of the data.

All three of the procedures have a tendency to round
sharp corners as the rarameters F and M are increased. The
MOVING AVERAGE curve, in the lower left, has a very rcunded
shape and does not highlight the linear trend in segments
one or two. The COSINE ARCH filter does a little better. It
portrays the linearity of section three with nearly the
correct slope but fits segments one and two with one smooth
curve. Additionally, it has added a misleading hugmp at the
intersecticn of segmerts two and three. LOWESS is the only
procedure that clearly pictures the underlying pattern as a
series of straight lines. An experienced user whc under-
stands that LOWESS rcunds corners, could almost duplicate
the original pattern by connecting the linear porticns of
the curve.

Smoothing procedures are not only judged on their
ability to depict patterns, but are also rated on their
ability to filter out unwanted noise. Gross differences in
their capabilities can be picked out easily in a graphical
comparison. It is readily apparent that the MOVING AVERAGE
curve in Pigure 3.6 is much noisier that either the LOWESS
or COSINE ARCH smooths.

A more analytical measure of a procedure's smoothing
ability can be made ty comparing periodograms of the unfil-
tered and filtered data. A periodogram is an arnalysis tech-
nique used to estimate the spectral density functicn of a
time series at periodic frequencies, %.v. The periodcgranm
function is defined Ly
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Refer to Koopmans [Ref. 10], «chapter 8, for a detailed =
discussicn of the periodogram and its distributional proper- 1'_;
ties. The periodograms in Figure 3.7 provide #
TEST SET TWO WITH NOISE ___TEST SET TWO WITHOUT NOISE L
» » -_
,.lnmLﬂLl.chL.a.LLLh_ujJi.llk.. B AL e b e o il
L} “ m [} © [
FREQUENCY FREQUENCY g
LOWESS F = .2 MOVING AVERAGE M = 44 p
. > v - T - © prg— - - - , "
» d _
§ s o} 4 _,
0'-" S AP AL '"-.'-.I =3 0'}_"_;_"'.'_"1 e -
L] L] ] ] L -
FREOUENCY FREQUDNCY
COSINE ARCH M = 44 j
= i
[ ] - - _
FREOULNCY i
Pigure 3.7 Comparison of Periodogtus of LOWESS, MOVING Z
AVERAGE and COSIEE ARCH Smoothing of Test Set Two.
compariscns of the filtering properties of each seoothing
routine. The vertical lines on each plot represent
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periodicities, the =spectral frequencies of which are
measured along the abscissa. The height of the lines is an
indicator of the significance of the associated fregquencies.
The fplots in Figure 3.7, were truncated at Y = 6 to prevent
the olscuration of the minor freguencies.

A visual inspection of these periodogiams reveals
that 1OWESS produces the smoothest (most noise free) curve.
In fact, the periodogram of the LOWESS curve and noise free
data are nearly identical.

All of this evidence supports the conclusion that
LOWESS performs at 1least as well on data sets that contain
abrupt changes in curvature as do the widely accepted MOVING
AVERAGE and COSINE ARCH procedures.

3. Ehase Three: Smooth C

Test set three, Figure 3.8, conprised of 100 data
points having the folloving relationship

Y = SIN X + NORMAL(0,1) NOISE 0<X<2

wvas used to evaluate LOWESS' ability to followvw szocth
changes in curvature. The same procedures used in the
preceding section to test LOWESS' ability to handle atrupt
pattern changes vere applied here.

Test set three appears to either have a negative
linear trend, or appears to cycle about the line Y = 0. A
series of LOWESS saooths, Figure 3.9, starting with a saall
F parameter, wvas wused to discover the gerneral pattern
(dashed line) and refine the resulting smoothed curve (solid
line) . The distorted smooth in the lower right hand plot
desonstrates the inhereat danger in selectiny a large F if
only cre smoothing pass is planned.
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TEST SET THREE WITHOUT NOISE TEST SET THREE WITH NOISE
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Pigure 3.8 Test Set Three With and Without N (0,1) Noise.
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Pigure 3.9 Colsatison of LOWESS Smoothing of Test Set
Three Using Different Values of the Parameter F.

The LOWESS curve obtained by using F=.25 provided
the most smoothing without distorting the pattern and was
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used in a direct comparison with corresponding MOVING
AVERAGE and COSINE ARCH smooths, Figure 3.10. The LCWESS
smooth is the only curve that has the characteristic sinu-
soidal share. The MCVING AVERAGE plot, although very ncisy,
would present the progper picture if the ends of the curve
vwere extended. The radical change in curvature on the left
end of the COSINE ARCH smoothed curve detracts from its
abiliity to represent the true shape of test set three.

> eop
<
b ‘
2} o <
; = 2 ; ; [ ] ] 2 ]
 § X
MOVING AVERAGE M = 25 COSINE ARCH M = 2%
[ ] 3 < (.13 o
> o L > op r

-2
-
2

Pigure Consatlson of LCWESS, MOVING AVERAGE and

3.10
COSINE ARCH Smoothing of Test Set Three.

Comparison of the periodograms presented in Figure
3.11, shows, once again, that 1OWESS produces the sgoothest

curve, vwhile Figure 3.10 shows that it seeas to follow the
model the best.
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Pigure 3.11 Congarison of Periodograms of LOWESS, MOVING
AVERAGE ans COSINE ARCH Samoothing of Test Set Three.

The graphical comparisons made in Figure 3.10 and
3.11 demcnstrate clearly that LOWESS performs at least as
vell as MOVING AVERAGE and COSINE ARCH routines when
smoothing data that has a smooth curvilinear pattern.
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4. PBhase Four: Upegual Spacing

Besides being able to smooth all of the data points,
IOWESS enjoys another possible advantage over MOVING AVERAGE
type procedures, in that it was designed to work on unequal
as well as equally spaced data. The definition of MCVING
AVERAGES

holds only if the Yi's are equally spaced and have a linear
relationship over the interval (i~m) ... (i+m). Violaticn of
the linearity assumption introduces bias into the results
while violation of tke equal spacing requirement invalidates
them. LCWESS would indeed enjoy a distinct advantage over
MOVING AVERAGE type smoothing procedures if it produces
acceptable results on irregularly spaced data.

This section examines IOWESS' ability to smooth two
different sets of this of type data. The first, natural log
of energy dissipation versus depth, Figure 3.12, is a trans-
formed portion of data collected during a turbulence meas-
uring €xperiment conducted by the Department  of
Oceanography, U.S. Naval Postgraduate Sclool.

The LOWESS curves obtained by using linear and quad-
ratic regressions during Step Three of the smoothing proce-
dure vere compared to a quadratic least squares regression
line fit to the sampe data, Figure 3.13
Higher order regressions vere rejected as plausible solu-
tions because the regression coefficients Bj, J = 3,4,5...
vere found to be statistically insignificant compared to the
Bj, 3 =0,1,2 constants. A gquadratic relationship also
seemed to ke a reascnable assumption since turbulence is a
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Pigure 3.12 Natural Log of Energy Dissipation vs Depth.

QUADRATIC REGRESSION

v v v L4 v v v v A S 4

-8

-8

LOG ENERGY DISSIPATION

e U G | A i A A A

14 » M »n n »
DEPTH N METERS

Yo +/CxXe012 WIRE C = -12512 0.33412 -0.0055612

ANALYSIS OF VARIANCE TABLE
SoUmeE ss of s r
CAND VEAN (SEE MOTE) 10279. 656 1
RECRESSION 20 970 ? 14.489  32.%00
RESIDUAL 73.004 184 R
T01AL 10377.719 %] 02.142
THE SICNIFICANCE LEVEL OF RECRESSION = 0000
(SICNIFICANCE LEVEL = AREA LNDER CURVE BCYOND COMPUTED F)
R SQUARE (SEE NOIE) . .28

NOIE: IN WEICHIED CASE. SEE DESCRIPTION FOR MEANING

Figure 3.13 Quadratic BRegression and Analysis of Variance
Table for Ln Epergy Dissipation Versus Depth.

47

Spl

L N T S PR oy
e, e .'..- oA e e Nt
S e T e



,E"’Pﬂi‘-'u'.—-\- * viv‘rv"r'
. T e LA
‘. L] r . LY . - 9 i .

functicn of pressure which varies in proportion to derth
squared.

Figure 3.14 shows that the LOWESS curves (solid
lines) for the 1linear (P = 1) smooths follow the general
cuadratic regression (dashed 1lines) for small values of F
kut flatten the pattern for large F's. The guadratic (P = 2)
LOWESS curves close ip on the regression line as ¥ increases
ané produce a fairly good match as F reaches .75.

The quadratic LOWESS curve also appears to follow
local peaks and valleys more accurately for small F's than
does its linear counterpart. This is not unexpected. Figure
3.15 <shows that the characteristically bowed shape of a
quadratic curve produces larger Qi values in the niddle of a
data set (Xi 1is located in the middle of the LOWESS neigh-
borhood) than a straight line fitted to the same data.

The "fits" of Figure 3.14 can be compared aralyt-
ically, as was done ip the Phase One test, by examining the
distribution of their residuals. Cosbining these analytical
results with graphical coaparisons provides some goodness of
fit measure for the two curves. The nonparametric Smirnov
tvo sample test [Ref. 12}, is appropriate in this case
recause¢ the distribution of the residuals is unknown. The
results cf this test conducted at the 95% confideace level,
Table III, indicate the there is no significant statistical
difference betveen the F=.75 guadratic LOWESS curve and the
quadratic least squares regression line. See the lower right
hand plot of Figure 3.14

This example demonstrates that LOWESS works cuite
vell on unequally spaced data. It also shows that guadratic
I0WESS werks better than the 1linear aodel when neighbcrhcod
sizes are too 1large to support the assuaption that the
neightorhood points are related 1linearly. Quadratic LCWESS
should be used vhenever the dJdata suggests that that assuap-
tion is not true.
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ROBUST LOWESS SMOOTHING: ENERGY DiSSIPATION DATA
LINEAR, F = .2 QUADRATIC, F = .2
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LOC ENERCY DiISSIPATION
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3 1
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LINEAR, f = 5 QUADRATIC, F = S
?l‘ 7' -
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LOG ENERGY DISSIPATION

-0

Y ..‘ -3 P
LOGC ENERCY DISSIPATION
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.F
]

LOG DNERCY D'SSIPATION
LOC ENDAGCY DISSIPATION

L ] °
5 1 g 1
* X N N N N ' X 3 8 n =
OLPTH Be MCTTRS OLPTH N MECTERS

!iaute 3.8 LOWESS sloothing of Energy Dissipation Data
sing Linear and Quadratic Begressiods in Step Three.

The second irreqgularly shaped plot to be smocothed, a

lag~1 plot of 200 NEAF(1) randoa variables, is pictured in
Figure 3.16
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Pigure 3.15 LOWESS Sloothing of X53 in Energy Dissipation
Data Using Linear and Quadratic Regressions in Step Three.

'L“ TABLE III
p} Spirgov Test Cg!garin the Dis{ribu%ion of 2
- Residuals from Smcothihg and Regression of Energy Data K
k.
h t ge P T Ks ‘ 95) . e
b ii .;O <216 - 149 reject X
LS in «15  .156 - 149 reject o
¢ quad .50 .156 - W9 reject i
S quad <15 .078 . 149 acCept 5
Fi The NEAR (1) [process, derived by Lawrence and lewis o
?; [Ref. 13), is a newv first order autoregressive time se¢ries

fﬁ model vith exponentially distributed marginals. NEAR (1) data

:f is generated as a sisgple linear coabination of a series, En,

of independent exponential randoa variables by the amciel -

Xy =|€y + BXy_y WP. A N =012 ..
0 W.P. (1-A)
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Pigure 3.16 Lag-1 Plot of NEAR(1) Randoa Variables
Having Autocorrelation .75.

These NEAR(1) variables have some interesting frop- —*
erties that wmake them especially suitable for testing “
saocothing routines. They have fixed serial lag-1 correla- '_:.;Z
tion, O = AB and have conditional expectation -

i
-1 -
E(X, IX,_,=X] = (1-AB)\ + ABX :
The follcving parameters vere used to generate the variables '-:_ﬁ.'f
for the test; A=.83, B=.9, )\8 1. A successful ssooth of -

Figure 3.16 should prcduce a straight line of the fora

Y= .29 + 75X
not at all vhat one would expect froa looking at the Eflct. . ‘"
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Figure 3.17 rresents comparison plots of robust and
non-roktust 1linear regression and robust and non-robust
IOWESS smoothing of the near (1) data of Figure 3.16. The
robust regression function contained in the IBM GRAFSIAT
package wvas used in this exaagle.

Exanination of the plots in Figure 3.17 shows, once
again, that LOWESS smooths are comparable to those produced
by accepted 1linear regression technigques. It also reveals
that neither the 1linear regression nor LOWESS poocedures
vere alkle to reproduce the true lag-1 relationship, (Y = .25
+ .75X), shown in the lower right hand plot. Both rchbust
curves do present an accurate picture of where mnmost of the
data points lie, and could be used to predict where a
majority of the future points are likely to fall. Relying on
these curves, hovever, would probably lead to the conclusion
that the points abcve and below these 1lines represent
outliers, vhich may cr may not be the case.

It must be concluded froama LOWESS' performance on
these two data sets, hovever, that it smooths unegually
spaced data as vwell as currently available regression
technigues.
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A. OVERVIEW

This chapter prcvides prospective users with detailed
instructions for using LOWESS as a stand-alone program or in
combination vith the experimeital GRAFSTAT graphics fpackage.
In either mode, LOWESS will prcvide the user with vectors of
robust or non-robust smoothed Qi values and their associated
residuals. When used in conjunction with GRAFSTAT, it will
also produce a scatter plot of the original data with the
1OWESS smoothed curve superimposed. A similar type presenta-
tion of the absolute value of the residuals versus IXi is
also available on request from the program, Figure 4.1

NON—ROBUST LOWESS SMOOQTHING; F = .7

v 2 v v v g M » 4 T -r r L

TOTAL USERS 10TAL USLRS

Fiqure 4.1 Sample of Graghxcal Outputs from LOWESS:
mooths of the Data (left), and Residuals (right).

IOWESS is a coampletely interactive prograa. All user
defined paraseters and ocoption selections are entered in
response to prograa Gueries. The stand-alone and coatined
graphics modes of operation are differentiated only Ly their
icitial set up procedures and by the choice of terminals on
vhich tike prograa is run.
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Although no APL programming skills are required to
operate IOWESS, users should become familiar with systen
commands and procedures for entering the APL envircnment,
loading and copying vwcrkspaces and variables and for saving
workspaces by reading appropriate sections of [Ref. 14].
Operating instructions presented in the follow-on secticns
of this chapter have been written for users who have had
little or no experience with APL. Experienced users may find
it more convient to refer to the summarized frocedures
presented in the Tables at the end of this chapter.

LCRESS is not a W. Church computer center suppcrted
program and is not included in any of tke APL 1likraries
listed in [Ref. 15). Interested users should contact
Professor P.A.W. Lewis, Department of Operations Research,
U.S. Naval Postgraduvate School, for information concerning
access to the APL fcrkspace DTNLFNS. ¢This workspace, whick
contains LOWESS and several other data analysis related
programs, should be ccpied and stored on the user's A disk.

B. TERBINAL REQUIREBERTS

LOWESS, jih the stapd-alope mode can be run on any APL
capable terminal at the U. S. Naval Postgraduate School. The
IBN GFAFSTAT software, which generates the gragphical
displays when operating LOWESS in the combined graghics
mode, requires the use of either IBM 3277GA or 3278/79
graphics display tersinals. The 3278 terminals require
special modification tc produce graphical displays. None of
these terminals are available for public use at the Naval
Postgraduate School. See Table IV for a summary.

C. FEBOGEAB INITIALIZATION: STAND-ALONE MODE

Since LORESS is written in APL, users must enter the APL

sub-environment after completing normal log on procedures.
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This is done by typing the 1letters "APL" and depressing the
enter key. The response Y“CIEAR WS" indicates that the
conputer is ready to accept APL commands.

APL uses a special character set that is invoked by
keying the APL ON/OFF key while depressing the ALT key on
IBM 3278/79 terminals or by wmerely hitting the APL ON/OFF
key on the 3277GA graghics display terminals. These special
APL characters are imprinted in red (3278/79 terminals) or
tlack (3277GA terminals) on the top and front surfaces of
the ncrmal keys. The symbols located on the front of the
keys are accessed Lty typing the appropiate key while
depressing the APL ALT key. When two APL characters are
pictured on the top surface of the same key, the ufppermost
character is invoked by hittiny that key while defressing
the SHIFT key, much the same as producing capital letters
during normal typing cperatioms.

The final step in the initializatioa procedure consists
of 1loading LOWESS and associated sub-programs into the
active APL workspace. This is accomplished by entering the
systems ccmmand ") PCOEY DINLFNS LOWESS " 1. This ccmmand
copies a grcup of precgrams regquired to execute LOWESS. See
[Ref. 16 ,p.107), for information about the AP1I GRCUP
command. The computer responds by presenting WS size and
"date-saved" information when all programs have been loaded.
Initialization is now complete and the user is ready to
execute LOWESS by typing "LOWESS" and hitting enter. Fronm
this pecint on, user enteries are made in response to program
gqueries or instructicns. Table I summarizes these initiliza-
tion procedures.

1 Underscored_ letters are obtained by ¢typing the desired
letter while depressing the APL ALT kejy.
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D. PROGEAB INITIALIZATION: COMBINED GRAPHICS MODE

- As nocted in Section B of this chapter, the comtined
LOWESS~-GRAFSTAT package can only Le run on IBM 3277GA, 32785
or specially conFigtred 3278 graphics display termirals.
Additionally, efficient operation of GRAFSTAT reguires a
minisum workspace size of 2 negabytes. The ¥.R. Church
Computer Center has established a limited number of public
domain workspaces with special account numbers and fpasswords
to meet this need, [ERef. 5]. Hard copy graphics rrinters
are available for use with the 3277GA terminals located in
Ingersall, Root and Spanegall Halls. The remainder ot this
secticn focuses on the use of the 3277GA terminals.

Data files stored on the user's personal disk are
unavailatle for use while operating in one of the public
worksfpaces. Users may:

1. send files tc the public vorkspace's user numker
pricr to logging on and commencing a work session;

2. "link to his/her own disk after logging on to the
public vorkspace useing CP link procedures outlined
in [Ref. 17].

After logging on to one of the public workspaces and
completing the data transfer or linking procedures descrited
above, the user must enter the APL sub-environment by typing
“APLGS7"! and hitting the enter key. The response, "“CLEAR
WS" indicates that the computer is ready to accept APL
commands.

The special APL characters, 1labelled in black, are
invoked ty depressing the APL ON/OFF key. Since this key
also turns the APL characters off, it may be necessary to
check their status by trial and error. Detailed instructicns

1. The _comrand, "™AEIGS7" invokes special system routines
required to support the IBR GRAPSTAT software package. This
rocedure may change. Contact Professor P.A.W. Levwis,
negartlgnt of” Operations Research, if these procedures do
ot work.
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for using the APL character set are presented in Section C
of this chapter.

The initializaticn procedure is completed by loading
GRAFSTAT and LOWESS into the active APL workspace. GRAFSIAT
should te loaded first, by entering the system ccmmand
") LOAD GRAFSTAT". The GRAFSTAT package is guite large and
may take several minutes to load. The following set of user
instructions will afprear on the screen when GRAFSTAT is
fully loaded:

THIS 1S A NEW (5/1/84) RELEASE OF GRAFSTAT. IT RUNS ON THE
3277/GA OR ON THE 327€&/79. IT HAS A NUMBER OF NEW FUNCTIONS.
YOUR CID CCNTROL VECTCRS WILL WORK AS BEFORE. 1IF YICU )CCPY
RATHER THAN )LOAD THIS WORKSPACE YOU MUST EXECUTE THE
FUNCTICN LATENT BEFCRE STARTING. THE NEXT RELEASE 1IS
SCHELULED FOR 7/84.

T0 BEGIN, TYPE: START

FOR MCRE INFORMATION, TYPE: DESCRIBE

It is nrnot necessary for the user to start, or even
interact with GRAPSTAT to smooth a set of data: the GRAFSTAT
message may be cleared by depressing the CLEAR key.

Users wvho have the APL workspace DTNLFXS stored on the
public vworkspace disk, or who are 1linked to their cwn
personal disk where it is stored, need only enter ") ECOPY
DINLFNS LOWESS " to complete the initialization process. The
computer responds by presenting WS size and date saved
informatior vhen  all programs have been lcaded.
Initialization 1is now complete and the user is ready to
execute LOWESS by typing "LOWESS"™ and hitting enter. Fron
this pcint on user enteries are wmade in response to prcgram
queries cr instructices. See Table VI for a summary of these
procedures.

S8




E. OPERATION OF LOWESS '
: This section provides detailed descriptions of the user giﬁ
! inputs required durirng normal operation of LOWESS. The ’ iﬁ;
; discussion assumes that one of the initialization rrocedures :}:
T described in Sections C and D of this chapter has already ' é?%:
" been conmpleted. :Tl
4 Execution of the IOWESS program is initiated by typing Qig
4 "LOWESS" and hitting the return key. Since the program is ;}j
! interactive it will respond with a series of queries or i;
i instructions requesting the user to input data or make deci- e

sions about the operation of the program. The exact seguence
of program initiated gqueries and instructions is formulated iﬁ?
in resporse to user irputs.

. vy v

i User-computer interactions reguired during executicn of E:%
! LORESS are categorized into two types; data input and oo
program operation.

Since the prograr cannot operate without data, the
initial concern of LCWESS is to locate and read the data set e
it is about to smooth. Data can be read from the active APL
workspace, a stored AEFL workspace or from a stored CMS file.
g Data that is not 1lccated in the active workspace must be
accessitle from that workspace. This presents no prcblenm e

. wvhen the user is operating under his/her personal user o

E nunber and the data is stored on his/her disk. This may ﬁ?j
{ become a problem vwhen the user is logged on to one of tae ;Yf
' public workspaces described in Section D of this caharter, ;"

and bas not:
1. sent the data to the puklic workspace where fke/she is L
working and stcred it on the assoceated A disk; ;5$
2. linked to his/her own disk prior to entering the APL .
sub-environment, see Section D of this chapter. i
Wherever the data is stored, it MUST be formatted into e
tvo separate 1lists, one containing the X values and the A

R B S denmas an sl o g
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other containing the corresponding Y values of the points
teing smcothed. '
Data which resides in the active workspace as APL

vectors! 1is entered into LOWESS when the user tyres the

variable name and hits enter in response to afpropriate
program requests.

Data which 1is stored in another APL worksrace on the
disk in use or on a disk to which thé user is linked, will
be transferred to the active workspace by the sub-program
DATAINPUTI. The user needs only to enter the workspace name
and variable names when requested. DATAINPUT will also read
and convert CMS files stored on the disk in use or on a disk
to which the user is linked, provided they are formatted as
described above and ccntain only numerical data. A mixture
of alrhatetic and numeric characters in a CMS data file will
create an error and terminate execution of LOWESS. These
data transfer features will work egually well in either node
of operation. The IEM GRAFSTAT program contains functions
entitled CMS READ and CMS WRITE that will convert data in
Yoth directions when operating in the combined grathics
mode. Users will generally not need to use this feature of
GRAFSTAT, however.

Program operation inputs include:

1. the value of the parameter F (selection considera-
tions are discussed in Chapter II Section C);

2. whether robust or non-robust smoothing is desired;

3. whether or nct a plot of the original data and
smocthed curve is desired;

-——

! In APL, ,a list of data points stored under a single vari-
able name is referred to as a vector. See [Ref. 14], for
further details.
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4. whether or not a plot of the absolute values of the
residuals and associated smoothed curve is desired;
5. X and Y axis labels for these plots.

Plots can only be generated while operating LOWESS in
the ccmbined graphics mode. Requesting plots when GRAFSTAT
has not been loaded will produce an error and terminate
executicn. Hard copies of plots may be obtained by
depressing the HARD COPY button on the bottom of the
grarhics screen.

TABLE IV
Summary of Tgin%nal Requirenments and
Available Outputs
Stand-Alone Mode Combined Graphics
Termjnal 3277GA 3278 3279 3277GA, 3279 or 3278
Required with graphics board
Additicnal
Softvare
Regquired ncne IBM GRAFSTAT pgm.
Availatle
Outrut Numerical: Numerical:
YSMTH .. smooth ¥ YSMTH .. smooth Y
X1 ... criginal X X1 ... original X
Y1 ... original Y Y1 ... original Y
RESY .. resSiduals RESY .. residuals
Graghlcal:
Smooth curve .
| Residuals| vs Xi
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TABLE ¥

Initializaticn Procedures, Stand-Alone Node

Objective User Inputs
(1) enter APL
environment WAELM
(2) invoke APL
characters APL ON/OFF key

(3) load LOWESS
and assoc. ) PCOPY

D S
Frogranms L

TINLEN
OWESS

Progranm Response
"CLEAR WS"
none

"saved (date) (time)"

TABLE VI

Initialization Procedures, Combined Graphics

Objective User Inputs
(1) enter APL
environment "APLGS7"
(2) invoke APL
characters APL ON/OFF key
(3) load
GRAFSTAT ") LOAD GRAFSTAT"
(4) load - ") PCOPY DTNLFNS
LOWESS LORESS"

(5) execute "LOWESS"®

Program Response
"CLEAR WS"

none

initializaticn
screen, see p 59

"saved (time) (date)"
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V. USING IBE FORTRAN VERSION OF LOWESS

A. OVERVIEW

This chapter prcvides prospective users with detailed
instructions for using a FORTHAN program that accomplishes
the LOWESS curve smccthing procedure described in Chapter
II. The program, entitled LOWESS, will provide the user with
CMS files containing robust or non-robust Yi values and
their asscciated residuals. These data files can be used to
create rlots of the raw and smoothed data points using
DISPLA [BRef. 7], EASYPLOT, or other W.R. Church cogfputer
center supported IMSL or NON-IMSL plotting routines.

LOWESS is a completely interactive program. All user
defined rparameters and option selections are entered in
response to prograna gueries.

Although no FORTRAN programming skills are reguired to
operate LOWESS, users should become familiar with FORTRAN
and WATFIV operating system commands and also vith the kasic
XEDIT editor, by reading appropriate sections of [Ref. 18],
and [Ref. 19). A limited ability to format, XEPIT and
manipulate data files will be helpful when using LCWESS or
vhen interacting with any of the plotting routines mentioned
earlier.

B. TERBINAL BEQUIREBENTS

LOWESS can be run on any remote terminal attached to the
IBM computer located at the Naval Postgraduate Schocl. The
DISPLA and SASYPLOT plotting routines reguire the use of the
IBM 3277GA graphics display terainals located in Ingersall,
Root and Spanegall Halls. Plotting routines that use the
remote VERSETEC or line printers can be accessed from any
terminal.
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C. PROGEAM INITIALIZATION (FORTRAN VERSION)

Siﬁce LOWESS is not a W.R. Church <computer center
supported progranm, it is not available in any of the
center's public access libraries. Interested users sheuld
contact Professor P.A.W. Llewis, Department of Operations
Research, U.S. Naval Postgraduate School, for information
concerning access to LOWESS and its supporting prograams.
Copies of the programs listed in Table VII should be
obtained and stored c¢n the user's A disk. Annotated copies
of the scurce codes are contained in Appendix (B).

TABLE VIX
irograss and Snbrgut%nes Required for th
Operation and Suppcrt of the FORTHAN Version of LOWESS
Filenanme Piletype Filemode
LOWESS FOKTRAN i1
LOWS EXEC Iy
PXSORT FORTRAN Al
LLBQF FROTRAN A

PXSOET and LLBQF are contained in the IMSL 1library.
Users having access to these programs through the W.R.
Church ccmputer center need not obtain personal copies.

The LOWS EXEC is used to activate syster likraries,
designate CMS storage space required for LOWESS input and
output files. It is invoked by typing "LOWS EXEC" and
hitting the ENTER key. The file definitions contained in the
1OWS EXEC are listed in Table VIII. See [Ref. 17], for info-
mation on tke use of EXEC executive progranms.

This EXEC defines enough file space to accomodate five
data sets. The user need only enter the appropriate file
nuaber vhen gJueried by LOWESS, to smooth any of the data
sets.
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TABLE VIII
Input and Output File Definitions Used in LOWS

File number Pilenanme Filetype
2 LOW2 DATA
3 Low3 DATA
4 LOW4 DATA
7 LOW7 DATA
8 LOWS DATA

It may become necessary to change these filenames to
avoid losing data whep smoothing a large number of data sets
or wvhen smoothing one set a number of times. This may be
accomplished in one of the following ways:

1. by entering the CMS ccamand "XEDIT 1LOWS EXEC" and
changing the agpropriate names;

2. Ly using the CMS command "R (o0ld filename) (o0ld file-
typre) (old filemode) (new filename) (new filetype)
(new filemode)" for each file needing to be changed,
sece [Ref. 18].

File management is important. It is absolutely imfera-
tive that data input files have the same filename, filetype
and filemode listed ip the 1LOWS EXEC to prevent inadvertant
smoothing of the wrong data or to prevent programming error.

C. DATA FILES (FORTEAN VERSICON)

LCWESS requires that data be input in two cclumns of
floating point constants in (2F15.5) format, X values on the
left and Y values cn the right. This is accomplished by
creating a new file with the compmand "XEDIT (filebame)
(filetype)." The filename and filetype chosen should be one
of thcse 1listed in 7Table VIII or one that is contained in
the user's own LOWS EXEC. Refer to [Ref. 19], chapter 2, for
sore detailed instruction on creating files. The (2F15.5)
format requires that all input variables contain a deciral
point folloved by nc more thap five decimal places. The X
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values must be entered in the first fifteen spaces and the Y
values in the second fifteen sraces of each line (one set
per line).

The cutput from ICWESS is placed in a file designated by
the user. This can be the same file used for inputting the
(X,Y) values or a different one. A different file should be
used if the same data set is going to be smoothed with
several different parameters. This output is printed in
(4F15.3) format. The first column is the original X values
ordered from smallest ¢to largest. Column two contains the
corresponding Y values, while column three contains the
smoothed Yi values and colunn four contains the (Yi-Yi)
residuals.

E. OPERATION OF LOWESS (FORTRAN VERSION)

This section provides detailed descriptions of the user
inputs reguired during normal operation of LOWESS. The
discussicn assumes tbat the LOWS EXEC bhas beern properly
prepared and executed and that input files have been built
according to instructions presented in Section C of this
chapter. ‘

Execution of the LOWESS program is initiated by typing
"HATFIV IOWESS * (XTYEE". Since the program is interactive,
it vill respond vith a series of gqueries or instructions
requesting the user to input data or make decisions about
the ofperation of the frogranm.

The initial concern of LOWESS is to locate and read the
data set it is about to smooth. Data can only be read froa
one of the files defined in the LOWS EXEC routine. The user
tells LORESS what file to read by entering the approgriate
file nuaber (2,3,4,7 or 8) in response to the instruction
"ENTER TEE FILE NOMBEF OF THE INPOT DATA FILE." Thke progran
vill terminate vith an error if the LOWS EXEC was not
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properly prepared or if the data file was not formatted as

descrited in the preceding section. Other program requested

inputs include:

1.

2.
3is

tbz value of the parameter F (selection considera-
tions are Jdiscussed in Chapter II Section C);

whether or robust or non-robust smoothing is desired;
the file number of the desired output file.
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ARRENDIX A
APL PROGRAMS

This Appendix contains annotated listings of the APL
frograss written for this thesis. Source listings of the
systen library prograsms used to support the CMSREAD function
called in the program DATAINPUT are not included.

LOWESS 1is an interactive program that executes the
Robust-locally-Weighted Regression Scatter-Plot Swmoothing
procedure described in the preceeding sections of this
paper. It calls tie following subprograas; DATAINPUT,
REPEATCR, REGRES, REGRES2 PLOTQUERY and LOWS during execu-
tion. Refer to Chapter IV for detailed user instructions.

1aLONESS
(4:D)] LOWESS ;N; QWX 1 L5A R Q; STRP U D TXUT 2, BR ;DA DB R; U ;M RO,
AR RHS ) PROCEED; N1 ;PT)SKP,;YS;F ROD, REG; XAXIS) YAXIS,
PHDR;QSS;QS4,PT
1) Arn DO NOT MOVE OR ERASE; GRAFSTAT FUNCTION HEADER
t2) MR GRAFSTAT WILL NOT ADD A LIME TO THIS FUNCTION WITHOUT
£3) ann THIS HEADER
C4]  ann
[S) ~mn LOVESS CALLS THE FOLLOWING PROGRAMS AND VARIABLES:
£s) anA DATAINPUT; REPEATCK; PLOTQUERY; REGRES; REGRES2; RPLT,
7] Ann NRPLT; RESPLT; SRESPLT
[8) ARN
N orPe4
gie) DATAINPUT
+L41) WPV (PROCEEDM'N’)
+12) L*o ‘
(1Y) P:Y1eYeYIHX)
$906] | E)RoATA ] ORDER DATA
£13) YINPUT F ... (OSFSH)!
€14] Qe 0.3+Q+-(N1¢pX)xF 0
) ‘D0 YOU WANT TO USE LINEAR OR QUADRATIC FITTING DURING
gi18) ‘THIS SMOOTHING ROUTINE?'
(193 '(LIN OR QUAD)'
£20) REG+140
£21] 'DO YOU WANT TO USE THE ROBUST SMOOTHING OPTION?'
(221 '¢YES OR NO)'®
23] ROR+{ ¢0
£24] YS+N190
£23) WUXeNpt

[28) Jeo
52 ] COUNTER FOR ROBUST SMOOTHING LOOP

28] 1+0
[29) A ] STARTS FIRST STRIP AT X, .. Xa
[30] B+Q
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(311 L2:1¢I+1 INCREMEMENTS THROUGH X, ... XN
40321  JL&X\(IINY)

(33] REPEATCK PREVENTS COMPUTATIONS os‘n FOR REPEAT X,
4341  ALSXU(SKP='Y')

(351 STRP+(A+(0,1(B-A)))
4(36]  +LIXNVOADE[/|UF(X[I]e.-XCSTRPY) . COMPUTES Dy

[37]  YSCIJe(+/CLST/Y))+(+/LSTeX=X[11) USES AVG Y| IF ;=0
. +(38] LS
| £39] L3:WTEUXCSTRPIXTX#C(1=CJUn3))#3)x((|UU+D) (1) TRICUBE WT FCN
40401 L4:4R2XU(REGA'L®) :

(411 X[STRP) REGRES Y{STRP] . | WEIGHTED REGRESSIONS
+[42] 4LS

(43] R2:X[(STRP] REGRES2 Y[STRP]
40441 LS:4L2x1(B2N1 Iv(IXNT)

+[45]  4L2XUC(DAF(X[I+{]- x[a1>)g(narcxta+1]-x[x+1]>)):]AQMANCE STRIF

[486] ArA+
[471 B+B+{
+[48] LS
[49] LA:ROF{RLHCIR+FRESYH(Y-YS))]
+{50] L 1OXL(O#AMFO. Sx+/|<R0[(rN1+2) {+LNI+2]))
[S1]1 Ufed BICUBE WT FCN
+[52] 4L {4
{S3] LiO:Ut1eR+(6xXNH)
£54] LEf:WXeCCi=CUI22))%2)x(ClUT)CY)
+(55%1 SLIX\VC(ROBA'Y?®)
(561  LEIx1(ICD)
{571 L7:PLOTQUERY RUN PLOTS
[58]1 YSMTHeYS
+[59] ALBXU(PTH'Y")
4[60] n90
[61] LB:°'THE OUTPUT FROM THIS LOWESS SMOOTHING IS STORED UNDER THE'®
621 ‘FOLLOWING VARIABLE NAMES:'

[63] ' YSMTH ....... SHOOTHED Y VALUES' 5
[64] ! X{ tieeseeass X VALUES ARRANGED IN ASCENDING ORDER' .
[45] d Yt ceeeeeaee. ORIGINAL Y VALUES'
[66] U RESY 88060 0800 RESIDU“LS‘ ?,.,:.7;:..
DATAINPUT controls the data entry portion of the proce- :?_*
dure. Data and program operating parameters are entered in lj&§
response to program queries. DATAINPUT accepts data that is ;ﬁ;ﬁ
stored in the active APL workspace, transfers data from ff?j
other APL vorkspaces and converts CMS data into APL. :!ﬁT
N
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- reny
D
s »

unDATAINFUT
[e} DATAINFPUT,;Q51,Q52,Q54
(4P PROCEED+'Y
“.

[2)
£3) ‘IS YOUK DATA SET LOCATED IN THIS NORKSPACE?' O
(4]  '(YES OR NO)' T
(5] aSieitn ik
+[4] WPIL(QSI="'N*) e
[71 'ENTER THE NAME OF THE X VARIABLE' i
fal x+0 o3,
[?1 'ENTER THE NAME OF THE Y VARIABLE' i
(161 yed %
ALI1] AEND _ o
[12] LPi:'IS YOUR DATA LOCATED:® N
[13)} s (1) IN AN APL WORKSPACE LOCATED ON THIS DISK OR ON A DISK' -
[14] U THAT YOU ARE LINKED 710;° e
(43} ' (2) IN A CHS FILE ON THIS DISK OR ON A DISK THAT YOU ARE' R
[14]) y LINKED T0,;° <
[y (3) NETTHER (1) OR (2) ABOVE.' ]
18} 'ENTER (§,2 OR 3)° [
[19] aQs2+0 0 oo
1203 1(LP2,LPI,LPAI[QS2)
[21) LP2:°'TO TRANSFER YOUR DATA TO THIS WORKSPACE:!
f22) y (1) TYPE ...)PCOPY (WS NAME) (X VARIABLE NAME) (Y i
VARIABLE NANE)' e
[233 EXAMPLE: )FCOFY DATA X Y ——
[ 24) ' IF YOUR DATA 1S STORED AS TWO SEPERATE VARIABLES' L
{25) ' §2) TYPE ...)PCOPY (WS NAME) (VARIABLE NAME)® °
(28] y EXAMFLE: )JPCOPY DATA ARRAY' S
£27} ' IF YOUR DATA IS STOKED UNDER A SINGLE VYARIABLE NANME' e
Ega% ' AS IN A TWD DIMENSIONAL ARKRAY' S
9 [ I ] ,...,
£30) U DATE AND TIME SAVED INFORMATION IS DISPLAYED® S
{311} . U WHEN THE TRANSFER 1S COMFLETE. THEN ENTER 4+ GO e
[32} ' TO CONTINUE THE LOWNESS SHOOTHING PROGRAM® S
£33]  SaDATAINFUTHGO o)
[34] GO:'DO YOU NEED TO DEFINE YOUR X AND Y YARIABLES ANY FURTHER?' o
£33} "ANSWER NO IF YOU ENTERED SEPARATE X AND Y VARIABLE NAMES'® r
{348} 'IN THE PRECEDING STEP. OVTHEKWISE ANSWER YES.' <
{37} '(YES OK NO)' i
[38] as3ri¢0 .
4L39]  AENDV(QS3I='N’) Tz
[46] 'DEFINE THE X YARIABLE' S
(411 " X0 )
[42] 'DEFINE THE Y VARIABLE' N
[43) vy+0 o
+[44] +END
[45]) LP3:'TO TRANSFER YOUR CMS DATA FILE TO THIS WORKSPACE:®
[44) ' (§) ANSWER THE FOLLOWING QUESTIONS ABOUT YOUK X DATA FILE® o
[47) XeCHSREAD 2 8
[48} J (2) ANSHER THE FOLLOWING QUESTIONS ABOUT YOUR Y DATA FILE'
[49]  Y¢CHSREAD
[0} 'YOU ARE NOW READY 7O PROCEED WITH LOWESS'
+[S1] 4END i
[32] F&Eg:'!ﬂﬂk DATA MUST BE STCRED IN AN APL WORKSPACE OR IN A CHS i
93} Lo;tggelib ON THIS DISK OR ON A DiSK TO WHICH YOU ARE L INKED. S8,
{54) . ‘IS BEING TERHINATED. PLEASE COMPLY WITH CONDITION (4) OK (2)
[35) 'AND REINITIATE LOWESS.'
[54] FROCEED+'N' e
{S?] END:SaDATAINPI'T¢O ‘
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REPEATCK reduces the number of computations required to ;—
smooth a data set by assigning the same smoothed Y value to
data points that have the same X value.

W

-REPEATCK ‘.“"

0] REPEATCK B

[1] SKPe'N' S

+[2]  FENDX(I<t) e

: 4031 HENDXV(XCII#X[I-17) s
C4]  YSCIeYSCI-13 .

(51 SKPe'yY® —

C4] END: »

b FLIOTQUERY controls the the graphical output when oper- 2.
ating with the IBM GEAFSTSAT statistical graphics package. i

It calls the sub prcgram LOWS to smooth the absolute value !@
of the (Yi-Yi) residvals obtained from smoothing the crig- A
. inal data. iiE
3
‘#ePLOTQUERY . .
l co; PLOTQUERY oy
3 CY v o N
23 ‘DO YOU WANT A PLOT OF YOUR LOWESS SMOQTHED CURVE?' '.-::-ﬁ
1 €3] *(YES OR NO) ..... ENTER NO IF NOT USING GRAFSTAT' oo
4] PTe{¢0 -
+[5] FENDX\(PTH'Y") i
€41  'TNPUT X AXIS LABEL' P
€7 XAXIS+Q -0
9] *INPUT Y AXIS LABEL®
9] YAX1S+0
+010]  +PLIX\(ROBM'Y")
’ C11)  PHDR+'ROBUST LOMESS SMOOTHING; F = ‘,¥vF e
. C12] BUN RPLT o
| +(13]  +PL2 : =
3 (14]) PL1:PHDR+'NON-ROBUST LOWESS SMOOTHING; F = *',vF
i C1S]  3UN NRPLT
1 (16) PL2:'DO YOU WANT A PLOT OF |RESIDUALS! VS X?2°

0N *C(YES OR NO)°®
1 (18] aS3~i¢0 S
+19)  4ENDX(QSSA'Y') .'
[20] ‘DO YOU WANT THIS PLOT SMOOQTHED?' AR
213 *(YES OR NO)°* L
! £22)] QSa+1 48 e
b (23]  PLIX(QSEA'Y') e
: (24] X LOWS(|RESY) -
C25] RUN SRESPLT st
+(24) +END

{271 PL3:RUN RESPLT =
£28] END: N
7 1 :_.:-_
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A
10WS is used to smooth the (Yi-Yi)

residuals obtained

from smocthing the original data set. It operates exactly

like LOWESS except for the

setctions.
-+ NS
- Lol X LOWS Y;N1;Q;WX;J:1;A;8;Q;STRP;U;D; TX;WT;Z;BR; ;UL
RO'AR;RHS‘YZ H IR’ H .Z.BR.DMDMR.UMH;
€11 YeYCHX]
€21 XexC4x]
3] QrL0.5+Qe(NtepX) xF
4] YSeNtpo
€s1 WXENTp 1
€s1] Jed
€71 Lit:ldedet
(¢: D3 I+0
€91 At
161 beQ
C1¢] L2:1el+t
0121  +LEXV(IINY)
131 REPEATCX
+(14] HIxX NV (SKPm'Y?)
E:z% srgr~<n+<o.1<n-a>)>
+ I 104D/ {U(XCTI]>.=XCSTRPY)
E:;g WTEUXCSTRPIxTX¢Qp . !
YSCIYe(+/7(LST/Y))
A ¢L§ 1 ( +(+/LSTeXmXL I+t ]
C20] LI :WTeUX[STRPIXTX®(({1=(|U®
°E§;g it i ol UeX)) a3 x((|USU+D)I (1)
XCSTRP] REGRES YLSTRP
+(23] s C !
241 R2:XCSTRP] REGRES2 Y[STRP]
*Egzg Ls::szn(nzN|)v(IzN1)
+(2 HW2X 1L ((DAC(XCI+t J=XCA -
£37 e C 1=XCAI)IS(DBe(XLB+1 1=XCI+t ])))
0] Be Dot
+{29] S
‘Eg?g Lé:Rg*!R(&(IRf(Y-YS))]
1021 (9uMed. . Sx+/ | (RQLC
£321 e 1CRAC(INt+2), teLNt+2]))
+(33] LI RR]
Eg:g L10:UteR+(46xM)
LEf:uXeC(1=(Utn))n)x(C|UT)
40361  SLI2x1(ROB#'Y’) ' -(')
+(37] Lt (JC)
f38] Lt2:
72
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data input and graphical output
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REGRES computes linear least squares regressions of Y on
X while REGRES2 computes quadratic least squares regressions
of ¥ on X.

#REGRES

1

2

M

)+ IO
~

2y

- P -
~ Thee

CCH/XRXWIEUT®O,5)%2)

e

MIx O+
[o B
Ox E

WixXR)Ix (+/WixYR)))+DEN

n N
P—
+E
N
Ex
>
»x 1)
HKx
=
~X
N
o~

<t b€ 43X
-
N

[~ T

~IOMADLIPI = O

[ L « 20 SR 4

DC

»x
s ]

TTTYeeT Y M

m
(2]
N

O~
~er URA

- PC e N

x —4=q A
e PRIND~~—

AUIO ® B~
e

O~NOADLIN =D
X I -~

A A A A A )
A<D DDDDX
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The folloving character strings are the screen vectors
used by the RUN function of GRAFSTAT to produce the plots of
the LCWESS smoothe curves of the original data and aksolute
value of the residuals.

‘aaNRPLT 73 CHARACTER :
AARXIUYL,YSV0 101V 0tuvaondtd’ ‘YFHDRUXAXISUYAXISU21QLINOLINYS 1 100
L )

eeRESPLT 1 CHARACTER
ARIOXVCJRESY)IVOVIN. neRvane gy’ ‘o' ' OXAXISY' JRESIDUALS | ' ¢220L INUL INVY
o t 6 OV
WsRPLY 73 CHARACTER

AADXIYYS,YSVO (V1Y . nexvacadty’ ' YPHDRUXAXISOYAXISU21OLINVULINGY 1 190 ¢
00

saSRESPLY 083 CHARACTER
AN{UXPCIRESY), YSOO )
fOLY. Rexva00490’' 9’ 'UXAXISY' |RESIDUALS]  9220LINOLINGY § 100 § ©
oV
73
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APRENDIX B
FORTRAN PROGRAMNMS
This appendix contains a listing of the FORTRAN program
and svubroutine written to INSL
11BQF and PXSORT, LCWESS
program are not listed. Detailed user instructions for oper-

support this thesis.

progranms, used to support the

ating these programs are contained in Chapter V.

$JOB €
REAL
X (200),Y (200), IS (200) /200%0.0/, WX {200) /200%1.0/,A (2,2) (B (2,1
( %:ulzon ?206*0.5, D, U1 szzoé)/zbOto.O/ wrzzéofxﬁdoio!ob
CyWR (22§ , DA,DB ﬁéﬁobe/ioo 0.0/,81(200)7200%0.0/,R0,F,C (4)
c gﬁggnl (2,1 ,RED
AX,BX,A1 2,11 12,13,14,15,16,17,18,19,110, N, IWK(2) ,IER, FOE
&, 151, 1F2°C
fa1a’1x/1/7 ,R0B/-1/,8/0/ C
F=.33
IFi=2
IF2=4
N=0
! g§§511?1 901, ENL=2) X(N) , Y (N)
’ ’ = ’
6245
2 N=§-1
R T T
4 Scurlnéé
AX=1
1= (AX-1)
BX=
DO 65 I1=1,N
12=0
D=0.0
DO 10 I%-AX,EX
12=5 +1
U;I -1(11§—x 13
1P (. NOT. AB { 12)) .GE.D)GO TO 5
D=ABS (0(12))
CONTINOE
10 CCNTINUE
IF (.NOT.D.G1.9.00001)GO TO 30
DO 25 I4=1
u1=13546 %"{/D%
IF(.NCT1.01.17.1.0)G0 TO 15
TX IQ)=41.0-(01**3))*‘3
WT (14) =TX (I4) *WX (A 1+14)
GO 10’ 20
15 CONTINIE
TX (14) =0. G
®T (14§ =0.0
20 CONTINOE
2¢ CONTINDE
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!n ";i-
R=Rk-1 Q{
IFéT .LT. A(K)) GO TO 100 ¥
A{(R+1)=T RS
B (K+1)=T1 P .
GO TO 90 -
END $ENTRY o

 The following LCHS EXEC routine sets the file defini- e
tions and invokes the appropriate systems libraries required .
§§E8x§cute LOWESS. This routine is  executed by typing "LOWS ;*"

CLIB It
DIS
DI

I
I
I

=

20 30 ot 30 20 )
[
r

SP
W2
W3
Wy
W7
W8

[=]wlel=l}" 1
Dt S S0 o 320 O
HERF
2t Dot b B0 i

SL
LO
Lo
L0
Lo
Lo

(=1l
i
SR DR
rlaelielielye)
[Rlolvivlo]
S0ty to to &0
fe 3= 3« Jo <]

"t e Ty e
SO
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APPENDIX C
DATA SETS

This appendix contains four data sets that were used to
compare LOWESS with MCVING AVERAGE, COSINE ARCH and I1EAST
SQUARES REGRESSION rooutines in Chapter III. They include:

1.

2.

TEST SET ONE ... used to test LOWESS' ability to
detect and follow linear trends.

TEST SET TWO ... used to check LOWZSS' performance on
data sets that contain abrupt changes in curvature.
TEST SET THREE ... used to test LOWESS' atility to
fcllov smooth changes in curvature.

Lag-1 points from NEAR(1) data ... used to check
LCWESS' performance on unequally spaced data.




.200
+400
.600
.800
1.000
1.200
1.400
1.600
1.800
2.000
2.200
2.400
2.600
2.800
3.000
3.200
3.400
3.600
3.800
4.00¢
4.200
4,400
4.4600
4.800
slooe
5.200
S5.400
50600
35.800
6.000
6.200
6.400
6.600
6.800
7.000
7.200
7.400
7.600
71.800
8.000
8.200
8.400
8.600
8.800
9.000
9.200
9.400
9.600
9.800
10,000

TABLE IX
Data Set One

X
10.200
10.400
10.4600
10.800
11.000
11.200
11.400
11.400
11.800
12.000
12.200
12.400
12.600
12.800
13.000
13.200
13.400
13.600
13.8600
14,000
14,200
14.400
14,600
14.0800
15.000
15.200
15.400
15.600
15.800
16.000
16.200
16.400
16.600
16.800
17.000
17.200
17.400
17.600
17.800
18.000
18.200
18.400
18.4600
18.800
19.000
19.200
19.400
19.600
19.800
20.000

Y

8.696
10.303
10.997
10.273
11.343
10.477
12.468
11.569
12.378
14.180
12.4638
13.733
12.851
12.490
12.077
12.813
14.338
14.463
12.763
13.807
12.900
14.707
15.369
14.033
12.204
13.897
18.607
16.136
16.098
16.284
17.160
18.488
18.125
16.603
17.017
17.444
16.544
18.738
17.962
19.557
18.006
20.0351
16.70¢
20.623
17.482
18.149
19.450
18.143
20.267
20.343

X
20.200
20.400
20.4600
20.800
21.000
21.200
21.400
21.4600
21.800
22.000
22.200
22.400
22.600
22.800
23.000
23.200
23.400
23.600
23.800
24.000
24.200
24.400
24.400
24.800
25.000
25.200
23.400
23.600
25.800
26.000
26.200
26.400
26.600
26.800
27.000
27.200
27.400
27.4090
27.800
28.000
28.200
28.400
28.600
20.800
29.000
29.200
29.400
29.660
29.800
30.000

21.320
19.996
21.018
21.047
2{.704
21.832
20.408
23.367
21.448
21.089
21.204
23.595
22. 444
25.304
22.802
23.039
23.8414
22,421
23.522
22. 419
23.249
24.703
23.373
24.870
24.603
26.389
26.764
26.238
26.291
26.801
25.433
26.764
26.202
27.664
26.822
29.074
27.572
28.872
27.7463
26.499
28.343
28.201
27.210
29.029
29.2™
28.834
Jo.77?
28.802
28.863
29.998




Y
. 442
T2.491
1.403
947
475
.832
137
2.334
L] 779
2.597
1.144
1.832
T.406
M9
2.444
641
1.937
1.080
1.384
234
440
2.743
1.795
f.124
1.23%
2.942
2.104
2.733
2. 17
J.138
2.8890
1.219
J.015
J.845
J.529
.303
2.686
2.7
J.438
2.689
3.278
4.967
4.288
J.788
2.677
J.5610
J.v08
J.283
J.583
4,415
3.578
1.596
2.962
5.203
4,482

X
11.200
11.400
11.600
11.800
12.000
12.200
12.400

12.400

12.800
13.000
13.200
13.400
13.600
13.800
14.000
14.200
14.400
14.400
14.800
15.000
15,202
15.400
15.660
15.800
16.000
16.200
16.400
16.400
16.800
17.000
17.200
17.400
17.600
17.800
18.000
18.200
18.400
18.600
18.800
19.000
19.200
19.400
19.600
19.800
20.000
20.200
20.400
20.600
20.800
21.000
21.200
21.400
21.400
21.300
22.006

TABLE X
Data Set Two

Y
J.84%
4.554
3.182
3.159
4.518
5.734
4.989
3.732
3.145
4.052
J.594
3.893
3.747
4.1
4.942
3.356
4.792
3.593
4.5630
3.203
4.4468
4.538
S.484
2.764
4.435
2.812
J3.448
3.055
3.319
5.574
6.472
4.420
4.623
3.394
5.778
3.765
4.290
4.900
2.397
$.059
3.894
$.093
4.174
5.615
5.820
4.844
5.602
4.933
3.634
4.003
4.369
$.543
4.546
5.417
3.6113

X
22.200
22.400
22.400
22.800
23.000
23.200
23.400
23.600
23.800
24.000
24,200
24.400
24,5600
24.800
23.000
25.200
23.400
23.400
23.800
25.600
26.200
26.400
26.600
26.800
27.000
27.200
27.400
27.4600
27.800

. 28.000

28.200
28.400
28.400
28.8060
29.000
29.200
29.40¢
29.4600
29.800
30.000
30.200
30.400
30.4600
30.890
31.000
31.200
31.400
31.4600
Jt.800
32.000
J32.200
32.400
32.4600
32.800
33.000

Y
4.819
4.449
4.997
4,256
6.278
4.490
5.499
5.860
4.325
4.949
$.4690
4.339
5.899
4.233
3.823
5.742
4.873
5.497
7.697
4.600
3.374
2.242
4.078
4.070
3.519
6.4651
5.513
S.141
4.818
1.431
5.934
4.205
3.202
1.977
4.944
5.9
4.175
4.581
J.479
4.621
1.989
4.408
3.896
J. 112
J.422
4.740
J.108
3.892
1.630
4.039
4.500
2.125
1.623
1.602
3.180

X
33.200
33.400
33.400
33.800
34.000
J4.200
J4.409
34.600
J4.800
35.000
33.200
35.400
33.400
35.800
36.000
34.200
36.400
36.460
346.800
37.000
37.200
37.400
37.500
37.900
38.009
J8.200
38.400
38.4060
Je.0800
39.000
39.200
J9.400
319.400
39.800
40.000
40.200
40.400
40.400
40.800
41.000
41.200
41,400
41.600
41.8600
42.000
42.200
42.400
42.4600
42.800
43.000
43.200
43.400
43.5600
43.800
44.000

1.48357
2.245

.8482
J3.224
1.342
2.923
2.736
1.736
2.129
1.433
1.313
2.736
1.578

+363

2.955

266
1.48464
. 323
.783
1.419
1.997
.333
1.137
506
.67'
“.812
374
1.924
“.478
“1.014
{.788
1.306
.833
“1.468
1.354
~.542
~2.351
1.165
627
073
.352
T.697
1.696
.039
1.797
264
.872
T1.444
~.704
1.245
~.639
577
~.360
T.136
1.349

80

-



+0463
426
.188
« 231
314
377
440
.502
«J43
.628
691
734
816
.879
.942
1.003
1.068
1.130
1.193
1.256
1.319
1.382
1.444
1.507
1.570
1.633
1.696
1.758
{.821
{.864
1.947
2.010
2.072

‘261
“.129
.033
~.293
1.316

“1.349

~.333
f.454
.088
+433
915
522
1.398
1.3814
AR
310
496
f.913
713
1.304
1.082
A74
1.062
624
686
1.693
168
~.023
1.215
174
860
f.028
. 743

TABLE IXI
Data Set Three

2.135
2.198
2.261
2.324
2.384
2.449
2.512
2.573
2.638
2.700
2.763
2.826
2.889
2.952
3.014
3.077
3.140
3.203
3.266
3.328
3.391

2.454
3.5917
3.380
J.4642
3.703
3.748
3.831

3.894
3.956
4.019
4.082
4.143

.088
~.339
216
~.223
.032
T1.417
-.899
~.310
074

4,208
4,270
4,333
4,396
4.439
4,522
4.584
4,647
4.710
4,773
4.834
4.898
4.961
5.024
5.087
5.150
5.212
5.275
3.338
5.4014
5.464
5.326
5.589
3.652
5.715
5.778
5.840
5.903
3.946
6.029
6.092
6.134
6.217

“1.733
~.860
. 049
~.870
-1.282
~§.7014
“1.025
.81
~.891
~1.088
~.980
T.662
~.508
“1.729
~.399
“1.219
~.593
1.5
.93
~.273
“1.133
-.982
.206
-‘113
~1.503
-.228
-.232
~.824
T.949
-.078
.88
. 203
-.100
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1.020
.035
129
125
.153
.233

2.077

2.155

1.824
. 042

0358

061

. 149
4,269
4,093
3.422
2.854
2.609
2.176
1.823
1,617
2.439
2.047
1.840
3.049
2.682
2.239
1.889
1.577
1.664

.103

133

145

«207

22

496
A70
.183
.087
2.238
1.938
1.617
1.346
1.184
1.007
.833
779
727
.822

Lag-1

466
1.020
+035
.29
25
.15
.233
2,07
2.133
1.824
. 042
036
+ 9061
149
4,260
4.095
3.422
2.854
2.669
2,176
1.823
1.617
2.439
2.047
1.840
3.049
2.682
2.239
1.889
1.5
1.664
JAE3
. 133
."s
. 207
221
196
170
. 185
.087
2.258
1.938
1.617
1.3446
1.184
1.007
.B853
779
727

X
.87
. 747

1.385
1.189
017
.26'
. 366
+ 349
«364
1.140
1.020
3.508
3.122
2.623
2.654
. 209
.255
274
f.185
. 989
2.867
2.488
2.0846
1.756
1.530
1.456
.180
. 429
.031
2.951
2.563
2.133
3.7137
3.180
2.675
2.307
1.996
1.892
1.700
1.716
1.599
1.498
1.247
.044
. 306
.235
.238
519
. 630

TABLE III
Data derived from NEAR(1) Process

Y
.822
.87
747

1.385
1.189
.017
.261
<366
.349
. 364
1.140
1.020
3.508
3.122
2.623
2.5654
. 209
.253
.27
1.185
.989
2.867
2.488
2.086
1.736
1.530
1.456
180
429
.031
2.9514
2.565
2.133
3.737
J.180
<.675
2.307
1.996
1.892
1.700
1.714
1.599
1.498
1.247
044
.306
. 235
.238
319

X
.5643
. 049
133
+334
.396
. 604
527
. 934

1.797
1.496
1.420
1.522
1.353
1.187
1.050
.898
.854
1.634
1.363
1.172
1.3603
1.229
1.061
. 962
.907
.B36
1.135
. 933
1.728
.010
.073
.082
096
. 098
.234
1.046
1.017
1.239
105
124
422
.122
.154
165
.205
. 190
315
.335
.304

Y
.630
«363
+949
.'33
.334
596
604
527
.934

1.797
1.496
1.420
1.522
1.353
1.187
1.030
.898
.854
f.631
1.3463
f.172
1.303
1.229
1.061
.962
907
.B56
1.135
.933
1.728
.010
.03
.082
.096
.098
. 234
1.046
1.017
1.239
.103
124
.122
.122
154
165
. 205
190
313
.335

X
313
376
+329
+363
356
. 635
.544
569
.531
.318
.584
4.292
3.610
4.074
3.492
3.644
3.147
.022
+330
310
597
.551
.544
.817
.Bog
715
+601
.618
1.3523
1.326
1.279
1.063
.929
.814
+ 703
. 704
.898
.785
1.065
.993
3.157
2.710
2.265
1.883
1.566
1.488
1.268
1.206

2.82

710
.265
.883
566
. 488
.268
.206
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