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$\bar{t}_x$: direct stress

$\bar{t}_x$: nondimensional direct stress

$\mathbf{I}$, $\mathbf{I}$, $\mathbf{I}$: Gauss-Legendre quadrature points
$\varepsilon_2$  
**direct strain**

$\varepsilon_{x2}$  
**shear strain**
ABSTRACT

A non-linear thick composite shell theory is presented in which the through-the-thickness displacements are modelled using a variation of a cubic spline. The theory is developed by considering the Lagrangian strains in conjunction with the 2nd Piola-Kirchhoff stress. This formulation leads to a theory which encompasses large displacements with moderately large rotations but is restricted to small strains. The imposition of the cubic distribution through-the-thickness insures that the compatibility of the displacements and their first and second derivatives and thus the shear strains are maintained from lamina to lamina. The cubic distribution is seen as a higher order approximation than has been previously employed, but because of the nature of the spline, the theory is less cumbersome and more easily implemented than the parabolic theory. In addition, there is no introduction of additional degrees of freedom with the cubic theory. A family of 2-D isoparametric elements is employed in conjunction with the theory to solve a class of 3-D thick plate problems. Results are presented showing comparisons which are in good agreement with previous work.
CHAPTER I

INTRODUCTION

BACKGROUND:

In the last fifteen to twenty years, composites, especially fiber reinforced laminates have found increasing application in aerospace structures, pressure and underwater vessels, and nuclear reactor structures. The advent of advanced fiber-reinforced composite materials has been called "the biggest technical revolution since the jet engine" (1) and has led to increasing use of laminated plates and shells.

Fiber-reinforced composites such as boron-epoxy and graphite-epoxy possess a number of desirable features. Two are their high stiffness to weight ratios and their anisotropic nature. These traits when exploited by the designer provide the means for constructing weight efficient, strong structures which respond to loads in a manner unlike isotropic materials. A good example of such an application is the forward swept wing fighter currently in the development stage. The inherent wing divergence problem of such a design is controlled by the judicious lay-up of composite laminae.
In order that full advantage be taken of these desirable traits, it is necessary to optimize the design. This optimization process requires the use of valid theories to predict structural response to a variety of load conditions.

Many of the early theories pertaining to the analysis of laminated plates and shells were based on the classical Kirchhoff hypothesis and are well established in the literature (2-6). Exact elasticity solutions for some particular plate bending problems have been obtained by Pagano (7-9) and Srinivas and Rao (10). Comparisons of results obtained from the classical theory with the exact elasticity solutions indicate the necessity of considering transverse shear deformations in the analyses of laminated structures. (11) This necessity is implied because the distortion of the deformed normal due to transverse shear strain is dependent, not only on the laminate thickness, but also on the orientation and degree of orthotropy of the individual layers (11).

One of the earliest attempts to include the shear strain effects for anisotropic laminated plates was made by Ambartsumyan (12). He assumed that the thickness shear stress was distributed as a single continuous parabolic function through the entire laminate, just as in a homogeneous shell. It was shown by Hsu and Wang (13) that
Ambartsumyan's assumption was not valid for a laminated shell (since it does not permit satisfaction of interlaminar compatibility) unless the in-plane Poisson's ratios are identical in all of the layers. Yang, Norris and Stavsky also developed a theory for heterogeneous plates (14) in which they assumed that the in-plane displacements varied linearly with the thickness coordinate. They had to use correction factors to satisfy the boundary conditions. Whitney applied the work of Ambartsumyan and Yang to specific laminated plate problems (15-17). He also presented a theory for the analysis of cylindrical shells which included both transverse shear and transverse normal strain (18). The model used was a direct extension of the Hildebrand et.al. theory (19,20) for homogeneous isotropic shells. Further extension of the Hildebrand theory was performed by Lo et.al. (21,22). In the Lo theory, in-plane and transverse displacements were assumed to be cubic and quadratic functions, respectively, of the through-the-thickness coordinate.

The next logical step following the work of Yang, Norris, and Stavsky, was to assume that the displacements varied linearly within each layer of the laminate. Such work was performed by Grot (23) and by Srinivas (24). An approach similar to that developed by Srinivas was used by Epstein to formulate the equations for the nonlinear anal-
ysis of multilayered shells (25).

The finite element method of analysis for laminated plate bending problems was presented by Pryor et al. (26). This formulation assumed a uniform shear strain angle through the thickness of the plate and neglected local effects such as the state of stress and deformation at the layer interfaces. Perhaps the first attempt at considering these local effects was undertaken by Mawenya et al. (26), wherein Ahmad’s superparametric quadratic shell element (27) was used with independent normal rotations within each layer.

Panda et al. (28) combined the ideas of Pryor and Mawenya by again using the Ahmad element as did Mawenya but maintaining a uniform shear strain angle as did Pryor. They later applied their theory to shell structures (29), using a doubly curved Ahmad element.

With the exception of Epstein's (25) work, each of the preceding developments was for small displacement linear theory. The work done by Witt (30) appears to have been the first attempt at satisfying the continuity of strains at layer boundaries while using a nonlinear large displacement theory. He assumed that the normal rotations varied linearly within each layer. Thus, the displacements varied quadratically. This was a direct extension of the work by
Mawenya (26), but employed a simpler triangular element and a fully nonlinear formulation.

In more recent years a number of investigators have studied various methods of including the transverse shear strain effects. Pack and Mandel (31) employed a concept whereby they derived a "connector" element which essentially linked 2-D elements in an attempt to effectively model a 3-D structure. Owen and Figueiras (32) employed a degenerate 9-noded 3-D continuum element (27) in which they assumed a constant transverse shear strain. A correction shear factor derived in cylindrical bending was used to approximate the real shear strain energy component.

The extension of Panda's work to the nonlinear theory was performed by Chang et.al. (33). He used the doubly curved Ahmad element in conjunction with the updated Lagrangian description of the virtual work equation.

The use of the so-called hybrid or mixed finite element method has been explored by a number of researchers. These applications range from linear plate theory (34-38) to nonlinear shell theory employed by Noor et.al. (39). Noor has extended his work to collapse analysis of shells (40).

During the course of this work, a number of other
authors have published papers relevant to the area of research. Reddy and Creamer's (41) work was an analytical approximation approach in which they expanded the in-plane displacements as cubic functions of the thickness coordinate and assumed the transverse deflections to be quadratic through the thickness. Solutions to the simply supported flat plate equations were obtained using Navier's method.

Epstein and Glockner (42) specialized their previous work (25) to a linear analysis of deep and multilayered beams—solving the problem using a finite difference method. Epstein and Huttelmaier (43) further specialized the Epstein theory to thick multilayered plates. In this work they employed a 4-noded isoparametric finite element to solve a linear plate bending problem.

The use of 3-D elements to model each individual lamina has been done for a number of years. The most recent works have been those of Lee (44) and Kuppusamy and Reddy (45). In these works, the 8-noded trilinear elements were used for linear as well as nonlinear analyses. The use of these elements is restricted to a class of small problems due to the large number of degrees of freedom needed to effectively model a multilayered plate.
PROBLEM STATEMENT:

In the present investigation, a family of finite elements is constructed which accounts for the following features: (most of which have not been effectively combined in previous works)

1. Nonlinear geometrical effects related to large displacements and moderately large rotations.
2. Variations of transverse shear strain through the thickness.
3. Heterogeneity through the thickness.

The transverse shear strain effects are included by assuming that there is a linear distribution of transverse curvature of each lamina, thus implying a parabolic distribution for the slope and a cubic distribution for displacements through the thickness. This choice of function is a natural extension of the previous work (in particular that of Witt).

The study is limited to a flat plate having individual laminae of equal thickness but varying material properties and fiber orientations.
The derivations that lead to the finite element stiffness formulation are discussed in Chapter II. A computer program based upon the results for a flat plate is discussed in Chapter III. The results for several problems investigating the applicability and range of the elements are discussed in Chapter IV. A number of conclusions are presented in Chapter IV as well. These conclusions are reviewed and additional conclusions are presented in Chapter V.
CHAPTER II

THEORY

GENERAL SHELL EQUATIONS:

In this section, the objective is to present the development of the general shell equations from a kinematic viewpoint, lay out the technique used to maintain strain continuity at the interlaminar boundaries, and cast the theory in finite element terms.

The derivations of the general shell equations from the Lagrangian standpoint is a straight-forward process which has been carried out in a number of previous works (for example Saada (46)) but is presented here for completeness. Also, the assumptions which are made in the derivation differ from those of Saada in that a line element which is normal to the shell reference surface is not allowed to vary in length. The equations which are finally presented will permit analysis of a class of problems which are characterized by large displacements, moderately large rotations, and small strains. One of the main reasons for choosing the Lagrangian strain for this work was that the material properties could be referenced to the undeformed configuration and not varied in the analysis. Material
nonlinearity is not considered in this work, but could be easily employed in future work.

Referring to Fig. 1, consider the displacement field defined by:

\[ \hat{\mathbf{u}} = \hat{\mathbf{x}} - \hat{\mathbf{y}} \]  \hspace{1cm} (1)

and the base vectors in the undeformed space as:

\[ \mathbf{A}_i = \frac{\partial \hat{\mathbf{x}}}{\partial y_i} \]  \hspace{1cm} (2)

The base vectors for the deformed space are given by:

\[ \mathbf{A}_i^* = \frac{\partial \hat{\mathbf{x}}}{\partial y_i} = (\mathbf{A}_i + \frac{\partial \hat{\mathbf{u}}}{\partial y_i}) \]  \hspace{1cm} (3)

The metrics for the two spaces become:

\[ A_{ij} = \mathbf{A}_i \cdot \mathbf{A}_j \]  \hspace{1cm} (4)

for the undeformed and

\[ A_{ij}^* = \mathbf{A}_i^* \cdot \mathbf{A}_j^* \]  \hspace{1cm} (5)

for the deformed space.
Fig. 1 Displacement Field
Fig. 1a Deformation Terms and Geometry
The definition of the Lagrangian strain tensor, \( \varepsilon_{ij} \),
(which is a strain measure with reference to the undeformed configuration) is given by Saada (46) as:

\[
2 \varepsilon_{ij} = A^*_ij - A^{ij}. \tag{6}
\]

With proper substitution of the metric tensor and simple algebraic manipulation, one obtains the expression

\[
2 \varepsilon_{ij} = \overrightarrow{A_i} \cdot \frac{\partial \overrightarrow{u}}{\partial x_j} + \overrightarrow{A_j} \cdot \frac{\partial \overrightarrow{u}}{\partial x_i} + \frac{\partial \overrightarrow{u}}{\partial x_i} \cdot \frac{\partial \overrightarrow{u}}{\partial x_j}. \tag{7}
\]

The unit vectors written in terms of base vectors are:
(no summation)

\[
\overrightarrow{\hat{e}_i} = \frac{\overrightarrow{A_i}}{|\overrightarrow{A_i}|} = \frac{\overrightarrow{A_i}}{\sqrt{\overrightarrow{A_i} \cdot \overrightarrow{A_i}}} = \frac{\overrightarrow{A_i}}{h_i} \tag{8}
\]

thus (adopting a summation convention)

\[
\overrightarrow{A_i} = h_i \overrightarrow{\hat{e}_i}. \tag{9}
\]

The displacement vector written in terms of these unit vectors becomes

\[
\overrightarrow{u} = u_i \overrightarrow{\hat{e}_i}. \tag{10}
\]
Substitution of (9) and (10) into the definition of the Lagrangian strain (7) yields

\[ \gamma_{ij} = h_i \bar{e}_i \cdot \frac{\partial y_j}{\partial y_i} (u \bar{e}_k) + h_j \bar{e}_j \cdot \frac{\partial y_i}{\partial y_j} (u \bar{e}_k) + \frac{\partial y_i}{\partial y_j} (u \bar{e}_m) \cdot \frac{\partial y_j}{\partial y_i} (u \bar{e}_n) \]  

(11)

From the study of the theory of surfaces, one sees that any point on a shell can be located by means of three parameters, two of which vary along a reference surface while the third varies along the reference surface normal. The lines of curvature of the reference surface are chosen as parametric curves. These lines together with the normal form an orthogonal system of reference. An arbitrary point in the shell is located by means of the position vector

\[ \bar{y} (y_1, y_2, y_3) = \bar{x} (y_1, y_2) + y_3 \bar{e}_3 (y_1, y_2) \]  

(12)

where \( \bar{x} \) is the position vector of a corresponding point on the reference surface and \( y_3 \) is the distance of the arbitrary point from the reference surface measured along the unit normal, \( \bar{e}_3 \). (See Fig la.) The magnitude of an element of length is given by:

\[ ds = (d\bar{y} \cdot d\bar{y})^{1/2} \]  

(13)

Following manipulation \( d\bar{y} \) is written as:
\[ dy = a_1 \vec{e}_1 dy_1 + a_2 \vec{e}_2 dy_2 + a_3 \vec{e}_3 dy_3 + \frac{\partial^2 \vec{e}_3}{\partial y_1 \partial y_2} dy_1 dy_2 + \vec{e}_3 dy_3 \] (14)

where \( a_1 \vec{e}_1 = \vec{a_1} = \vec{x}_{1k} \) (the base vectors for the ref. surface)

From Saada (46), one sees that the derivatives of the unit vectors are:

\[
\frac{\partial \vec{e}_1}{\partial y_1} = -\frac{a_1}{R_1} \vec{e}_3 - \frac{a_{1,2}}{a_2} \vec{e}_2
\] (15)

\[
\frac{\partial \vec{e}_1}{\partial y_2} = \frac{a_{2,1}}{a_1} \vec{e}_2
\] (16)

\[
\frac{\partial \vec{e}_2}{\partial y_1} = \frac{a_{1,2}}{a_2} \vec{e}_1
\] (17)

\[
\frac{\partial \vec{e}_2}{\partial y_2} = -\frac{a_2}{R_2} \vec{e}_3 - \frac{a_{2,1}}{a_1} \vec{e}_1
\] (18)

\[
\frac{\partial \vec{e}_3}{\partial y_1} = \frac{a_1}{R_1} \vec{e}_1
\] (19)

\[
\frac{\partial \vec{e}_3}{\partial y_2} = \frac{a_2}{R_2} \vec{e}_2
\] (20)

Where \( R_1 \) and \( R_2 \) represent the principal radii of curvature and derivatives with respect to \( y_3 \) are assumed to be zero.
Substitution of the appropriate derivatives into eqn. (14) gives:

\[ d\mathbf{\gamma} = (a_1 dy_1 + y_3 \frac{a_1}{R_1} dy_1) \varepsilon_1 + (a_2 dy_2 + y_3 \frac{a_2}{R_2} dy_2) \varepsilon_2 + dy_3 \varepsilon_3 \]  

so that

\[ ds^2 = a_1^2 (1 + y_3^2/R_1^2) dy_1^2 + a_2^2 (1 + y_3^2/R_2^2) dy_2^2 + dy_3^2 \]  

Since by definition (Saada (46)): 

\[ ds^2 = h_1 dy_1^2 + h_2 dy_2^2 + h_3 dy_3^2 \]  

it is seen that

\[ h_1 = a_1 (1 + y_3^2/R_1) \]  
\[ h_2 = a_2 (1 + y_3^2/R_2) \]  
\[ h_3 = 1 \]

Substitution of (24-26) and (15-20) into the definition for Lagrangian strain yields expressions for \( \gamma_{ij} \). The full derivation is given in Appendix I.
The displacement vector is divided into two parts, (see Fig. 1a) one part is \( \tilde{u} \); a function only of the surface coordinates and associated with the deformation of the reference surface. The other part is \( \hat{u} \); a function of all three coordinates and associated with the deformation through the thickness. The components of \( \hat{u} \) are written as:

\[
\begin{align*}
\nu_1 &= \tilde{u}_1(y_1, y_2) + \hat{u}_1(y_1, y_2, y_3) \\
\nu_2 &= \tilde{u}_2(y_1, y_2) + \hat{u}_2(y_1, y_2, y_3) \\
\nu_3 &= \tilde{u}_3(y_1, y_2)
\end{align*}
\]

so that

\[
\delta_{11} = \alpha_1 (1 + y_3/2) \left[ \left( \tilde{u}_1 + \tilde{u}_1 \right)_1 + \left( \tilde{u}_2 + \tilde{u}_2 \right) \frac{\alpha_{12}}{\alpha_z} + \nu_3 \frac{\alpha_1}{R_1} \right] + \frac{1}{2} \left\{ \left[ \left( \tilde{u}_1 + \hat{u}_1 \right)_1 + \left( \tilde{u}_2 + \hat{u}_2 \right) \frac{\alpha_{12}}{\alpha_z} + \nu_3 \frac{\alpha_1}{R_1} \right]^2 + \left[ \left( \tilde{u}_2 + \hat{u}_2 \right)_1 - \left( \tilde{u}_1 + \hat{u}_1 \right) \frac{\alpha_{12}}{\alpha_z} \right]^2 \right\} + \left[ \left( \tilde{u}_3 - \left( \tilde{u}_1 + \hat{u}_1 \right) \frac{\alpha_1}{R_1} \right]^2 \right\}
\]
\[
\gamma_{12} = \frac{1}{2} \left\{ a_1 \left( 1 + \frac{y^3}{R_1} \right) \left[ (\ddot{u}_1, \dddot{u}_1),_2 - (\dddot{u}_1 + \dddot{\hat{u}}_1) \right] \frac{a_{11}^2}{a_1} \right\} + \\
\frac{a_2}{2} \left\{ 1 + \frac{y^3}{R_2} \right\} \left[ (\ddot{u}_2, \dddot{u}_2),_1 - (\dddot{u}_2 + \dddot{\hat{u}}_2) \right] \frac{a_{12}^2}{a_2} \right\} + \\
\left[ (\ddot{u}_1 + \dddot{u}_1),_2 - (\dddot{u}_2 + \dddot{u}_2) \right] \frac{a_{11}^2}{a_1} \left[ (\ddot{u}_1 + \dddot{u}_1),_1 + (\ddot{u}_2 + \dddot{u}_2) \right] \frac{a_{21}^2}{a_2} \dddot{u}_2 \dddot{u}_1 \frac{a_1}{a_2} \right\} + \\
\left[ (\ddot{u}_2 + \dddot{u}_2),_1 - (\ddot{u}_1 + \dddot{u}_1) \right] \frac{a_{12}^2}{a_2} \left[ (\ddot{u}_2 + \dddot{u}_2),_1 + (\ddot{u}_1 + \dddot{u}_1) \right] \frac{a_{22}^2}{a_2} \dddot{u}_2 \dddot{u}_1 \frac{a_1}{a_2} \right\} + \\
\left[ (\ddot{u}_3, \dddot{u}_3),_2 - (\dddot{u}_2 + \dddot{u}_2) \right] \frac{a_{13}^2}{a_2} \left[ (\ddot{u}_3, \dddot{u}_3),_1 - (\dddot{u}_2 + \dddot{u}_2) \right] \frac{a_{22}^2}{a_2} \dddot{u}_2 \dddot{u}_1 \frac{a_1}{a_2} \right\} \\
\gamma_{13} = \frac{1}{2} \left\{ a_1 \left( 1 + \frac{y^3}{R_1} \right) \left[ \dddot{u}_1, \dddot{u}_1 \right] \right\} + \\
\left[ \dddot{u}_3, \dddot{u}_1 - (\ddot{u}_1 + \dddot{u}_1) \right] \frac{a_1}{a_1} \right\} + \\
\left[ \dddot{u}_1, \dddot{u}_1 \right] \left[ (\ddot{u}_1 + \dddot{u}_1),_1 + (\ddot{u}_2 + \dddot{u}_2) \right] \frac{a_{12}^2}{a_2} \dddot{u}_2 \dddot{u}_1 \frac{a_1}{a_2} \right\} + \\
\left[ \dddot{u}_2, \dddot{u}_1 \right] \left[ (\ddot{u}_2 + \dddot{u}_2),_1 - (\dddot{u}_1 + \dddot{u}_1) \right] \frac{a_{13}^2}{a_3} \dddot{u}_2 \dddot{u}_1 \frac{a_1}{a_3} \right\} + \\
\left[ \dddot{u}_3, \dddot{u}_1 \right] \left[ \dddot{u}_1, \dddot{u}_1 \right] \frac{a_1}{a_1} \right\} \\
\gamma_{22} = a_2 \left( 1 + \frac{y^3}{R_2} \right) \left[ (\ddot{u}_2 + \dddot{u}_2),_2 + (\dddot{u}_1 + \dddot{u}_1) \right] \frac{a_{21}^2}{a_1} \right\} + \\
\frac{1}{2} \left\{ \left[ (\ddot{u}_2 + \dddot{u}_2),_2 - (\dddot{u}_2 + \dddot{u}_2) \right] \frac{a_{21}^2}{a_1} \right\} + \\
\left[ (\ddot{u}_2 + \dddot{u}_2),_2 + (\dddot{u}_1 + \dddot{u}_1) \right] \frac{a_{21}^2}{a_1} \dddot{u}_2 \dddot{u}_1 \frac{a_2}{a_2} \right\} + \\
\left[ \dddot{u}_2, \dddot{u}_2 - (\ddot{u}_2 + \dddot{u}_2) \right] \frac{a_2}{a_2} \right\} ^2 
\]
\[ \gamma_{23} = \frac{1}{2} \left\{ a_2 \left( 1 + \frac{y_3}{R_2} \right) (\hat{u}_{2,3}) + \right. \\
\left. \left[ \hat{u}_{3,2} - (\hat{u}_1 + \hat{u}_2) \frac{a_2}{R_2} \right] + \right. \\
\left[ \hat{u}_{1,3} \right] \left[ (\hat{u}_1 + \hat{u}_2)_2 - (\hat{u}_1 + \hat{u}_2) \frac{a_2}{a_1} \right] + \\
\left[ \hat{u}_{2,3} \right] \left[ (\hat{u}_2 + \hat{u}_2)_2 + (\hat{u}_2 + \hat{u}_2) \frac{a_3}{a_1} + u_3 \frac{a_2}{R_2} \right] + \\
\left[ \hat{u}_{3,3} \right] \left[ \hat{u}_{3,2} - (\hat{u}_2 + \hat{u}_2) \frac{a_2}{R_2} \right] \right\} \tag{34} \]

\[ \gamma_{33} = \hat{u}_{3,3} + \frac{1}{2} \left\{ \hat{u}_{1,3}^2 + \hat{u}_{2,3}^2 + \hat{u}_{3,3}^2 \right\} \tag{35} \]

A comparison with Witt's work (30) reveals that although the method of derivation is different here, the same results are obtained.

Conversion from tensorial to physical strain is performed so that material properties can be readily found and used. This is accomplished from: (46)

\[ \varepsilon_{ij} = \frac{\gamma_{ij}}{h_i h_j} \tag{36} \]

So that

\[ \varepsilon_1 = \varepsilon_{11} = \frac{\gamma_{11}}{a_1 \left( 1 + \frac{y_3}{R_1} \right)^*} \tag{37} \]
\[ C_2 = \varepsilon_{22} = \frac{\varepsilon_{zz}}{[a_z^2 (1 + \gamma_2 / \varepsilon_z)]} \] \hspace{1cm} (38)

\[ C_3 = \varepsilon_{33} = \gamma_{33} \] \hspace{1cm} (39)

\[ C_4 = 2 \varepsilon_{13} = 2 \varepsilon_{13} / [a_z (1 + \gamma_3 / \varepsilon_z)] \] \hspace{1cm} (40)

\[ C_5 = 2 \varepsilon_{12} = 2 \varepsilon_{12} / [a_z (1 + \gamma_3 / \varepsilon_z)] \] \hspace{1cm} (41)

\[ C_6 = 2 \varepsilon_{12} = 2 \varepsilon_{12} / [a_z a_z [1 + \gamma_3 / \varepsilon_z] (1 + \gamma_3 / \varepsilon_z)] \] \hspace{1cm} (42)

Written in vector form, the physical strains are:

\[
\{ \varepsilon \} = \begin{bmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_5 \\ \varepsilon_6 \end{bmatrix}
\] \hspace{1cm} (43)

which is expressed as the matrix product of a differential operator \([L]\) and the displacement vector \(\{\tilde{u}\}\)
\[ \{e\} = [L] \{u\} \]  

where:

\[
\{u\} = \begin{pmatrix} \hat{u}_1 + \hat{u}_2 \\ \hat{u}_3 \end{pmatrix} = \begin{pmatrix} \hat{u} + \hat{\nu} \\ \hat{\nu} + \hat{v} \end{pmatrix} = \begin{pmatrix} u \\ v \\ w \end{pmatrix}
\]

(Note that \( u, v, w \) are adopted here to represent the displacements \( u_1, u_2, \) and \( u_3 \). This is done to avoid confusion in subsequent derivations.)

The \([L]\) operator matrix is further reduced to its component parts:

\[ [L] = [L_0] + [L_1] + [L_2] \]

where \( L_0 \) contains only linear expressions, \( L_1 \) contains nonlinear expressions involving only the reference surface displacements, \( L_2 \) contains nonlinear expressions involving only the through the thickness displacements.

In order that the \( L \)'s could be separated out, it was necessary to expand out the expressions for the strains. The full expansion was carried out and the resulting \([L]\)
components are found in Appendix II. The expressions found in Appendix II are exactly the same as Witt's (30) but differ only in form.

CUBIC SPLINE FORMULATION:

In Witt's work (30), he considered the use of a parabolic assumption for the distribution of u through the thickness of the shell. This was done by assuming that the rotations were distributed linearly through each lamina. The parabolic nature of u was then obtained by integrating the rotations and satisfying continuity of u and the rotations at the interlaminar boundaries. With this assumption, he was able to show that strain compatibility could be maintained at the lamina interfaces. Accurate results were obtained when each lamina was modeled as two or more "pseudolayers". This modeling resulted in an increase in the number of degrees of freedom and thus increased the computer time and storage needed for solution.

In this work, an attempt was made to increase the order of the assumption for the variation of u through the thickness from parabolic to cubic. This was done to more accurately represent the real displacements without resorting to the inclusion of pseudolayers with their
inherent increase in degrees of freedom. A natural extension from Witt’s work was to begin with a linear assumption for the second partial of $u$ with respect to the thickness coordinate, integrate twice, and evaluate the constants of integration so as to insure strain compatibility through the shell. This thinking led to a variation of cubic spline theory in which the $u$'s were represented as functions of the rotations. The following section shows how this thinking was implemented.

Concentrating our attention on the $u$ component, we consider now the shell of concern to be made up of $M$ layers of orthotropic laminae each having its own set of material properties which may or may not be unique within the shell (see Fig. 2). We are concerned that as we observe the interlaminar boundaries that the strains be continuous from one lamina to another.

Let the bottom of the $j$th layer be given the coordinate $z = z_{j-1}$ and the top $z = z_j$, where $z = y_3$. At

$$z = z_{j-1}, \quad j \frac{\partial^2 u}{\partial z^2} = K_{j-1} \quad \text{(47)}$$

and at

$$z = z_j, \quad j \frac{\partial^2 u}{\partial z^2} = K_j \quad \text{(48)}$$
Fig. 2 Typical Lamina Lay-up
If the thickness of the jth layer is denoted by
\[ t_j = z_j - z_{j-1} \]  

and within that layer, a linear assumption is made for the distribution of the second partial of \( \hat{u} \) with respect to \( z \), then
\[ \frac{\partial^2 \hat{u}}{\partial z^2} = k_j \frac{(z_j - z)}{t_j} + k_j^* \frac{(z - z_{j-1})}{t_j} \]  

(50)

This assumption is recognized as the well-known starting point for the development of cubic spline theory, which is usually used in connecting graphical points with a smooth curve. A number of references are replete with documentation of this theory. One of the best treatments is found in reference (47).

If we integrate eqn (50) and evaluate the constants of integration, we obtain the equations: (see reference 47)
\[ \frac{\partial \hat{u}}{\partial z} = k_j \frac{(z_j - z)^2}{z_j} + k_j^* \frac{(z - z_{j-1})^2}{z_{j-1}} + \frac{\hat{u}_j - \hat{u}_{j-1}}{t_j} - \frac{k_j^* - k_j}{6} \]

(51)

\[ \hat{u} = k_j \frac{(z_j - z)^3}{6z_j} + k_j^* \frac{(z - z_{j-1})^3}{6z_{j-1}} + \left( \frac{\hat{u}_j - k_j^* t_j}{6} \right)^2 \frac{(z_j - z)^3}{z_j} + \]

\[ \left( \frac{\hat{u}_j - k_j^* t_j}{6} \right)^2 \frac{(z - z_{j-1})}{t_j} \]

(52)
where \( \hat{u}_j \) is the value of \( \hat{u}(z) \) at \( z = z_j \).

The integration process yields the desired parabolic distribution for the first derivative and a cubic distribution for the displacement function.

At this juncture, we impose the continuity requirement that

\[
\frac{\partial \hat{u}}{\partial z} \bigg|_{z_j^-} = \frac{\partial \hat{u}}{\partial z} \bigg|_{z_j^+}
\]

(which means that the slopes are the same as one approaches the interlaminar boundary from top or bottom), and obtain the condition:

\[
\lambda_j \kappa_{j-1} + 2 \kappa_j + \lambda_j \kappa_{j+1} = \frac{6 \left[ (\hat{u}_{j+1} - \hat{u}_j) / \epsilon_j \right] - \left[ (\hat{u}_j - \hat{u}_{j-1}) / \epsilon_{j-1} \right]}{\epsilon_j + \epsilon_{j+1}}
\]

where:

\[
\lambda_j = \frac{\epsilon_{j+1}}{\epsilon_j + \epsilon_{j+1}} \quad \kappa_j = 1 - \lambda_j \quad (j = 1, 2, \ldots, M)
\]

Equations (52) and (54) could be used to develop an interpolation relation for \( \hat{u} \). Such an interpolation would involve the second partials of \( \hat{u} \) with respect to \( z \) \( \left( \frac{\partial^2 \hat{u}}{\partial z^2} \right) \) at each interface and would represent a sound theory for implementation in finite elements. In other words looking ahead, some of the nodal degrees of freedom for the element would be the curvatures at the interfaces. Since Witt used
the rotations, and since rotations are easily interpreted from a physical standpoint, the foregoing development is recast in terms of the rotations or slopes as follows:

\[ \alpha f \varepsilon = \tilde{z}_{j-1}, \quad \frac{\partial \tilde{u}}{\partial z} = \tilde{\alpha}_{j-1} \]
\[ \alpha f \varepsilon = \tilde{z}_j, \quad \frac{\partial \tilde{u}}{\partial z} = \tilde{\alpha}_j. \]  

Equations (51, 52, 54) become:

\[ \frac{\partial \tilde{u}}{\partial z} = \tilde{\alpha}_{j-1} \left( \frac{\varepsilon_{j-1} (\tilde{z}_{j-1} + \tilde{z}_j - 3z)}{\tilde{t}_j} \right) - \int_0^{\tilde{z}_j} \left( \frac{\varepsilon_{j-1} (\tilde{z}_{j-1} + \tilde{z}_j - 3z)}{\tilde{t}_j} \right) + \]
\[ \frac{\tilde{u}_{j} - \tilde{u}_{j-1}}{\tilde{t}_j} \right) \cdot \left( \tilde{z}_j - \tilde{z}_{j-1} \right) \]  

Equations (54 and 59) represent underdetermined systems of M-1 equations in the M+1 unknowns, \( \tilde{u}_j \).

One of the unknowns is eliminated by choosing the reference surface to be at the inner surface of the shell.
and thus $u_0 = 0$.

The remaining necessary condition to make the system tractable must be imposed at the outer surface of the shell. This condition was dealt with by assuming an imaginary layer to exist at the upper surface. By allowing no changes in rotation and no deformations to occur in the imaginary layer, the underdetermined system becomes tractable. A simple 2-layer example of this procedure is presented to make the process easily understood. This 2-layer case is then generalized to an M-layer case.

As an illustration of how the final condition is imposed, a two-ply laminated plate as shown in Fig. (3) is considered. Note that if a third (non-existent) layer is imagined, the following set of equations is obtained by direct substitution into eqn (59):

$$d_{j-1} + 4d_j + d_{j+1} = \frac{3}{\ell_j} (\hat{u}_{j+1} - \hat{u}_{j-1})$$

(60)

or

$$d_0 + 4d_1 + d_2 = \frac{3}{\ell_1} (\hat{u}_2 - \hat{u}_0)$$

$$d_1 + 4d_2 + d_3 = \frac{3}{\ell_2} (\hat{u}_3 - \hat{u}_1)$$

(61)
Fig. 3 Two-ply Laminated Plate
written in vector form

\[
\begin{bmatrix}
1 & 4 & 1 & 0 \\
0 & 1 & 4 & 1 \\
\end{bmatrix}
\begin{bmatrix}
\hat{u}_0 \\
\hat{u}_1 \\
\hat{u}_2 \\
\hat{u}_3 \\
\end{bmatrix}
= \frac{3}{t}
\begin{bmatrix}
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
\hat{u}_0 \\
\hat{u}_1 \\
\hat{u}_2 \\
\hat{u}_3 \\
\end{bmatrix}
\]

Next, the reference surface boundary condition $\hat{u}_0 = 0$ is imposed. The boundary condition at the outer surface is expressed as $\hat{u}_3 = \hat{u}_2$ and $\hat{u}_3 = \hat{u}_2 + \hat{u}_2 t$. These conditions account for the non-existent layer and show that a line extending into the imaginary layer is not deformed, but follows the natural shape imposed by the existent layers. In spline theory, this is analogous to the natural cubic spline condition. (47)

The set of equations thus becomes:

\[
\begin{bmatrix}
1 & 4 & 1 \\
0 & 1 & 2 \\
\end{bmatrix}
\begin{bmatrix}
\hat{u}_0 \\
\hat{u}_1 \\
\hat{u}_2 \\
\end{bmatrix}
= \frac{3}{t}
\begin{bmatrix}
0 & 1 \\
-1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
\hat{u}_1 \\
\hat{u}_2 \\
\end{bmatrix}
\]

Which is tractable since there are 2 equations and 2 unknowns.

Switching to a more general matrix notation yields the system:
\[
[B] \{ \phi \} = \frac{3}{t} [A] \{ \tilde{u} \}
\]

Solution of the system for \( \{ \tilde{u} \} \) gives:

\[
\{ \tilde{u} \} = \frac{t}{3} [A]^{-1} [B] \{ \phi \} = \frac{t}{3} [C] \{ \phi \}
\]

where

\[
[A]^{-1} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \quad [C] = [A]^{-1} [B]
\]

Written out, the solution is:

\[
\begin{align*}
\begin{bmatrix} \tilde{u}_1 \\ \tilde{u}_2 \end{bmatrix} &= \frac{t}{3} \begin{bmatrix} 1 & 3 & -1 \\ 1 & 4 & 1 \end{bmatrix} \begin{bmatrix} \phi_0 \\ \phi_1 \\ \phi_2 \end{bmatrix}
\end{align*}
\]

These values for \( \{ u \} \) are substituted into eqn (58) to yield the cubic spline approximation for the displacements in the layers in terms of the interlaminar rotations \( \{ \phi \} \).

If we define \( s(z) \) as the cubic approximation for \( u(z) \) in the \( j \)th layer, we see that for this two ply case the
interpolating splines are:

\[ A(\varepsilon)_1 = H_{11} \phi_0 + H_{12} \phi_1 + H_{13} \phi_2 \]  

where

\[ H_{11} = \left\{ \frac{(\varepsilon-\varepsilon_0) (\varepsilon-\varepsilon_0)}{\varepsilon^2} + \frac{(\varepsilon-\varepsilon_0)^2 [2(\varepsilon_1-\varepsilon) + t]}{3 \varepsilon^2} \right\} C_{11} \]  

\[ H_{12} = \left\{ \frac{-(\varepsilon-\varepsilon_0) (\varepsilon_0-\varepsilon)}{2 \varepsilon^2} + \frac{(\varepsilon-\varepsilon_0)^2 [2(\varepsilon_1-\varepsilon) + t]}{3 \varepsilon^2} \right\} C_{12} \]  

\[ H_{13} = \left\{ \frac{(\varepsilon_0-\varepsilon_0)^2 [2(\varepsilon_1-\varepsilon) + t]}{3 \varepsilon^2} \right\} C_{13} \]  

and

\[ A(\varepsilon)_2 = H_{21} \phi_0 + H_{22} \phi_1 + H_{23} \phi_2 \]  

where

\[ H_{21} = \left\{ \frac{(\varepsilon_0^2 - \varepsilon_0^2)(\varepsilon_2 - \varepsilon_2)}{3 \varepsilon^2} + \frac{(\varepsilon_2^2 - \varepsilon_2^2)(2(\varepsilon_1 - \varepsilon) + t)}{3 \varepsilon^2} \right\} C_{11} + \frac{(\varepsilon_0^2 - \varepsilon_0^2)(2(\varepsilon_1 - \varepsilon) + t)}{3 \varepsilon^2} C_{21} \]  

\[ H_{22} = \left\{ \frac{(\varepsilon_0^2 - \varepsilon_0^2)(\varepsilon_2 - \varepsilon_2)}{3 \varepsilon^2} + \frac{(\varepsilon_2^2 - \varepsilon_2^2)(2(\varepsilon_1 - \varepsilon) + t)}{3 \varepsilon^2} \right\} C_{12} + \frac{(\varepsilon_0^2 - \varepsilon_0^2)(2(\varepsilon_1 - \varepsilon) + t)}{3 \varepsilon^2} C_{22} \]  

\[ H_{23} = \left\{ \frac{(\varepsilon_0^2 - \varepsilon_0^2)(\varepsilon_2 - \varepsilon_2)}{3 \varepsilon^2} + \frac{(\varepsilon_2^2 - \varepsilon_2^2)(2(\varepsilon_1 - \varepsilon) + t)}{3 \varepsilon^2} \right\} C_{13} + \frac{(\varepsilon_0^2 - \varepsilon_0^2)(2(\varepsilon_1 - \varepsilon) + t)}{3 \varepsilon^2} C_{23} \]  
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(The $C_{ij}$'s are the elements of the $[C]$ matrix of eqn (67))

If one were to go through this exercise for a successively increasing number of plies, he would see a recursion relation emerge and would find that in general:

$$H_{ji} = f_j \left( \frac{(z_j - z)(z - z_{j-1})}{z^2} \right) - \delta_{lj} \frac{(z - z_{j-1})^2 (z_j - z)^2}{z^2} + C_{j-1,i} \frac{(z_j - z)^2 [2(z_j - z)] + t}{3t^2} + C_{ji} \frac{(z_j - z)^2 [2(z_j - z)] + t}{3t^2}$$

(72)

where $\delta_{lj}$ is Kronecker's delta and $C_{01} = 0$.

Using the expression for $H_{ji}$, one may write the interpolating spline in the $j$th layer as:

$$ \phi(z) = \sum_{i=1}^{M+1} H_{ji} \phi_{i-1}$$

(73)

or (adopting a summation convention) as:

$$ \phi(z) = H_{ji} \phi_{i-1} \quad (i = 1, 2, \ldots, M+1)$$

(74)

In this form, the $H_{ji}$ can be thought of as a set of shape functions in the $z$ direction. It should be noted that this derivation for $H_{ji}$ is original work and represents a variation in cubic spline theory which to the best of the author's knowledge has not been previously explored.
If we turn our attention to the \( \hat{v} \) component of displacement and make the same assumptions and arguments as we did for \( \hat{u} \), we would obtain expressions for \( H_{ji} \) which are identical to those already obtained.

FINITE ELEMENT APPLICATION:

At this juncture attention is concentrated on the in-plane directions. Using the finite element shape functions \( N_k \) for the in-plane distributions, we write (adopting the summation convention):

\[
\hat{u}_i = N_k \hat{a}_k i
\]  

(75)

where \( \hat{a}_k i \) is the partial of \( \hat{u} \) with respect to \( z \) for the \( k \)th node at the \( i \)th interface. Substituting (75) into (74):

\[
\Delta(z)_j = H_{ji} N_k \hat{a}_{k-1} \quad k = 1, 2, \ldots \ \text{number of nodes} \quad (76)
\]

Remembering that \( s(z)_j \) is the cubic approximation for \( \hat{u}(z) \) in the \( j \)th layer, we recall that for the \( j \)th layer:

\[
\hat{u}(z)_j = \hat{u} + \hat{u}(z)_j.
\]  

(77)

Upon substitution for \( \hat{u}(z)_j \) we have:

\[
\hat{u}(z)_j = \hat{u} + \Delta(z)_j.
\]  

(78)
The forgoing arguments are carried out on the \( \hat{v} \) displacements, this time letting \( \Theta_{ki} \) be the partial of \( \hat{v} \) with respect to \( z \) at the \( k \)th node and \( i \)th interface so that one obtains a similar result for the \( \hat{v} \) components as those for the \( \hat{u} \) components.

Casting all of the preceding development in finite element terms is straight forward. We choose an \( n \)-noded isoparametric element and define our nodal degrees of freedom for the \( k \)th node as:

\[
\{ a_k \} = \begin{bmatrix} \hat{u}_k \\ \hat{d}_{ko} \\ \vdots \\ \hat{\phi}_{kn} \\ \Theta_{ko} \\ \Theta_{kn} \\ \Theta_{k} \end{bmatrix}
\]

(79)

This choice for the ordering of \( \{ a \} \) allows for variation in the element type that is very efficient in terms of computer implementation.

The shape functions for the \( k \)th node are then:

\[
[N_k] = \begin{bmatrix} N_k & H_{ji} N_k & \cdots & H_{jM} N_k & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & N_k & H_{ji} N_k & \cdots & H_{jM} N_k & 0 \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & N_k \end{bmatrix}
\]

(80)
where the $H_{ji}$'s are given by eqn (72) and the $N_k$'s are the in-plane shape functions.

For the purposes of illustration and for subsequent use, the isoparametric quadrilateral flat plate element is considered. The shape functions are given by (see Fig. 4)

$$N_k = \left(1 + \xi_0 \right) \left(1 + \eta_0 \right) / \Delta$$  \hspace{1cm} (81)

where

$$\xi_0 = \xi_k \xi \quad \eta_0 = \eta_k \eta$$  \hspace{1cm} (82)

The displacement vector is thus seen to be:

$$\{ \mathbf{u} \} = \begin{bmatrix} \mathbf{u} + \mathbf{\hat{u}} \\ \mathbf{\hat{u}} + \mathbf{\hat{v}} \\ \mathbf{w} \end{bmatrix} = [\mathbf{N}] \{ \mathbf{a} \}$$  \hspace{1cm} (83)

At this point in the development, all of the pieces are available for derivation of the finite element equations. This derivation is readily carried out by application of Hamilton's Principle which states:

$$\int_{t_0}^{t_f} (\mathbf{T} - \mathbf{V}) \mathbf{dt} + \int_{t_0}^{t_f} \mathbf{S} \mathbf{w} \mathbf{dt} = 0$$  \hspace{1cm} (84)
Fig. 4 Isoparametric Quadrilateral Element
where T is the kinetic energy, V is the strain energy, and W is the external work.

Looking at these terms in detail, it is seen that:

\[ W = \int_{\text{Vol}} \{ u \}^T \{ b \} \, d\text{Vol} + \int_{\partial \Omega} \{ u \}^T \{ f \} \, d\Gamma \]  

(85)

where \( \{ b \} \) is a vector of body forces and \( \{ f \} \) is a vector of surface tractions.

\[ V = \frac{1}{2} \int_{\text{Vol}} \{ e \}^T \{ S \} \, d\text{Vol} \]  

(86)

where \( \{ S \} \) is the energy complement of the Lagrangian strain known as the second Piola-Kirchhoff stress vector. (56)

The stress-strain relation is given by \( \{ S \} = [D] \{ e \} \).

\[ T = \frac{1}{2} \int_{\text{Vol}} \{ \dot{u} \}^T \{ \rho \} \{ \dot{u} \} \, d\text{Vol} \]  

(87)

where the dot(·) denotes time differentiation, and \( \{ \rho \} \) is a matrix of mass density for the structure.

Substitution of these expressions into Hamilton's Principle yields:

\[ \int_{\tau_0}^{\tau} \left[ \frac{1}{2} \int_{\text{Vol}} \{ \dot{u} \}^T \{ \rho \} \{ \dot{u} \} \, d\text{Vol} \right] \, d\tau - \int_{\tau_0}^{\tau} \int_{\partial \Omega} \{ u \}^T \{ f \} \, d\Gamma \, d\tau \]  

(88)

where \( \tau \) is time.
Substitution for \((u), (e),\) and \((S)\) in terms of \([L], [N],\) and \((a)\) yields:

\[
\begin{aligned}
&\int \int \int_{V_0} \{\dot{a}\}^T [N] [p] [N] \{\dot{a}\} - \{\dot{a}_2\}^T [N] [k] [N] \{\dot{a}\} dV_0 dt \\
&+ \int \int \int_{V_0} \{\dot{a}\}^T [N] [\dot{\xi}\dot{\xi}] b dV_0 + \int \int_{\partial V} \{\dot{a}\}^T [N] [\dot{\xi}\dot{\xi}] \{\dot{f}\} d\Gamma dt = 0
\end{aligned}
\] (89)

Upon taking the indicated variations and reordering, it is seen that:

\[
\begin{aligned}
&\int_{V_0} [N] [p] [N] dV_0 \{\dot{a}\} + \int_{V_0} [N] [k] [N] dV_0 \{\dot{a}\} = \\
&\int_{V_0} [N] [\dot{\xi}\dot{\xi}] b dV_0 + \int_{\partial V} [N] [\dot{\xi}\dot{\xi}] \{\dot{f}\} d\Gamma
\end{aligned}
\] (90)

or

\[
[M] \{\ddot{a}\} + [K] \{a\} = \{\dot{B}\} + \{\dot{F}\}
\] (91)

Equation (91) represents an equation of motion for a structure of interest. This equation is simplified by limiting our attention to static problems while neglecting body forces. Thus:

\[
[K] \{\ddot{a}\} = \{\dot{F}\}
\] (92)
The definition of \((a)\) has been well established in equation (79). The formation of \([K]\) and \((F)\) in eqn (92) are presented to provide clarity and completeness.

The stiffness matrix \([K]\) is given by:

\[
[K] = \int_{V_0} [N]^T [L]^T [D] [L] [N] \, dV_0
\]  

(93)

Account for the varying material properties through the thickness as well as the changes in \([N]\) is taken by forming the sum over the number of layers as:

\[
[K] = \sum_{j=1}^{M} \int_{V_0} [N]_j^T [L]^T [D]_j [L] [N]_j \, dV_0
\]  

(94)

Since the operator matrix \([L]\) is given by \([L] = [L_0] + [L_1] + [L_2]\), further factoring of \([K]\) is accomplished as \([K] = [K_0] + [K_1] + [K_2]\) where:

\[
[K_0] = \sum_{j=1}^{M} \int_{V_0} [N]_j^T [L_0]^T [D]_j [L_0] [N]_j \, dV_0
\]  

(95a)

\[
[K_1] = \sum_{j=1}^{M} \int_{V_0} [N]_j^T [L_0]^T [D]_j [L_1] [N]_j \, dV_0 + [N]_j^T [L_1]^T [D]_j [L_0] [N]_j \, dV_0
\]  

(95b)

\[
[K_2] = \sum_{j=1}^{M} \int_{V_0} [N]_j^T [L_1]^T [D]_j [L] [N]_j \, dV_0
\]
This way of writing the stiffness matrix lends itself well to gaining an understanding of the meaning of the various terms. The \([K0]\) term is seen to contain only linear operators \([L0]\) which are displacement independent. Inclusion of only this term in the computation of \([K]\) is accounting for the commonly used small displacement, small strain components in the matrix. Further inclusion of the \([K1]\) terms accounts for the nonlinearities arising from large displacements and interaction between those displacements in the reference surface and the small strain terms. Finally, inclusion of the \([K2]\) terms accounts for nonlinearities arising from interactions taking place between the in-plane reference surface deformations and rotations, the through-the-thickness deformations and rotations, and the small strain deformations.

In practice, inclusion of one or all of the terms \([K0]\) through \([K2]\) is a simple matter and is left to the discretion of the user. Some examples of their inclusion are

\[
[K2] = \sum_{j=1}^{M} \int_{Vol} [N]_j^T [L0] [L2] [N]_j + [N]_j^T [L2] [L2] [N]_j +
\]

\[
[N]_j^T [L1] [L1] [N]_j +
\]

\[
[N]_j^T [L2] [L2] [N]_j \ dVol
\]
given in Chapter IV.

The determination of \([D]_j\) deserves some attention as the orientation of the fibers may vary from layer to layer. Consider a single orthotropic layer in the fiber oriented reference system as shown in Fig (5). If \((e)_j = (G)_j (S)_j\) then one may write:

\[
[D]_j = \begin{bmatrix}
\frac{1}{E_1} & -\frac{v_{12}}{E_1} & 0 & 0 & 0 \\
-\frac{v_{12}}{E_1} & \frac{1}{E_2} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{G_{12}} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{G_{12}} & 0 \\
\end{bmatrix}
\]

(96)

and \([D]_j = (G)_j . To transfer from the fiber oriented system to the global system requires a tensor transformation:

\[
[D]_j = [T] [D_e]_j [T]^T
\]

(97)

where

\[
[T] = \begin{bmatrix}
\cos^2 \alpha & \sin \alpha \cos \alpha & 0 & 0 & 0 & -2 \sin \alpha \cos \alpha \\
\sin \alpha \cos \alpha & \cos^2 \alpha & 0 & 0 & 0 & 2 \sin \alpha \cos \alpha \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \cos \alpha & \sin \alpha & 0 \\
0 & 0 & 0 & -\sin \alpha & \cos \alpha & 0 \\
\sin \alpha \cos \alpha & -\sin \alpha \cos \alpha & 0 & 0 & 0 & \cos^2 \alpha - \sin^2 \alpha \\
\end{bmatrix}
\]

(98)
Fig. 5 Fiber Oriented Reference System
Following this transformation, \([D_8]_j\) is seen to be:

\[
[D_8]_j = \begin{bmatrix}
D_{11} & D_{12} & D_{13} & 0 & 0 & D_{16} \\
D_{22} & D_{23} & 0 & 0 & D_{26} \\
D_{33} & 0 & 0 & D_{36} \\
D_{44} & D_{45} & 0 & D_{46} \\
\text{SYM} & D_{55} & 0 & D_{66}
\end{bmatrix}
\]

\[(99)\]

\([D_1]_j\) is the constitutive matrix in the local fiber-oriented reference system, and \([D_8]_j\) is the matrix in the global system. Note that if \(\theta = 0\) or \(90\), then \(D_{16} = D_{26} = D_{36} = D_{45} = 0\).

To illustrate the formulation of (F) we return to the two layer example and note in detail how the various terms enter in. Considering only the \(k\)th node:

\[
\{F\} = \sum_{k_j = 1}^{M} \begin{bmatrix}
N_k & 0 & 0 \\
H_{j1}N_k & 0 & 0 \\
H_{j2}N_k & 0 & 0 \\
0 & H_{j1}N_k & 0 \\
0 & H_{j2}N_k & 0 \\
0 & H_{j3}N_k & 0 \\
0 & 0 & N_k
\end{bmatrix} \begin{bmatrix}
f_u \\
f_v \\
f_w
\end{bmatrix}
\]

\[(100)\]

where \(f_u, f_v, f_w\) are the surface tractions in each of the \(u, v,\) and \(w\) directions. If one has only \(f_u\), then the force vector
would appear as:

\[
\mathbf{F} = \begin{cases}
\mathbf{F}_u = \left[ \int_{20}^{21} \mathbf{P}_1 N_{kx} f_k \, dp \, dz \right] + \left[ \int_{21}^{22} \mathbf{P}_1 N_{kx} f_k \, dp \, dz \right] \\
\mathbf{F}_{\theta_1} = \left[ \int_{20}^{21} \mathbf{P}_1 \mathbf{H}_{\theta_1} N_{kx} \, dp \, dz \right] + \left[ \int_{21}^{22} \mathbf{P}_1 \mathbf{H}_{\theta_1} N_{kx} \, dp \, dz \right] \\
\mathbf{F}_{\theta_2} = \left[ \int_{20}^{21} \mathbf{P}_1 \mathbf{H}_{\theta_2} N_{kx} \, dp \, dz \right] + \left[ \int_{21}^{22} \mathbf{P}_1 \mathbf{H}_{\theta_2} N_{kx} \, dp \, dz \right]
\end{cases}
\]

\[ (101) \]

\( \mathbf{F}_u, \mathbf{F}_{\theta_1}, \mathbf{F}_{\theta_2} \) are then the generalized forces applied to the \( u, \theta_1, \theta_2 \) degrees of freedom at the kth node. The limits of integration \( p \) are either or depending on which face the load is applied.

The solution of the strictly linear problem was a straightforward Crout variation on the Gauss elimination method. The method consists of a factorization of the stiffness matrix into the product of a lower triangular matrix and an upper triangular matrix. The use of this scheme with active column profile (skyline) storage of the stiffness matrix led to a very compact program and allowed for inclusion of a resolve capability (i.e., new load cases) without any significant additional programming effort. (56)
The solution of the nonlinear problem was accomplished by implementing the Newton-Raphson or modified Newton-Raphson method on the system of equations. The algorithm for these methods is essentially the same with the exception that the stiffness matrix is not recalculated at each iteration for the modified method. A detailed description of these methods is found in Zienkiewicz (43). Appendix III also contains further discussion on the nonlinear solution technique as related to specific test problems.

Chapter III is devoted to an explanation in further detail as to how the computer program was written to account for the integrations, assemblies and solutions of the preceding expressions.
To validate the theory presented, a finite element analysis program was written to solve some flat plate problems which could be compared with previous works.

As was stated in the theoretical derivation given in Chapter II, every effort was made to keep the computer program element-independent. That is, the program was written to use any element in the family of 2-D isoparametric elements ranging from the simple 3-noded triangles to an 8-noded Serendipity quadrilateral and including transition elements as needed. The code thus written lends itself to great flexibility in element selection.

Shape function routines were written to allow the user to discretize problems quickly and reliably. The shape function subprograms evaluate not only the shape function, but also its derivatives with respect to the global coordinate frame (see Fig. 4). The basis for the subprograms is the 4-noded isoparametric quadrilateral where:

$$N_k = \frac{(1 + \xi_k \xi) (1 + \eta_k \eta)}{4}$$  \hspace{1cm} (102)
and $\xi_k$, $\eta_k$ are the $\xi, \eta$ coordinates of the nodes. Making use of the isoparametric concept yields (adopting the summation convention):

\[ x = N_k x_k \]
\[ y = N_k y_k \]

and derivatives given as

\[
\begin{pmatrix} N_{k,\xi} \\ N_{k,\eta} \end{pmatrix} = \begin{bmatrix} x_{,\xi} & y_{,\xi} \\ x_{,\eta} & y_{,\eta} \end{bmatrix} \begin{pmatrix} N_{k,\xi} \\ N_{k,\eta} \end{pmatrix}
\]

or

\[
\begin{pmatrix} N_{k,\xi} \\ N_{k,\eta} \end{pmatrix} = \frac{1}{J} \begin{bmatrix} y_{,\eta} & -y_{,\xi} \\ -x_{,\eta} & x_{,\xi} \end{bmatrix} \begin{pmatrix} N_{k,\xi} \\ N_{k,\eta} \end{pmatrix}
\]

where $J$ is the Jacobian determinant and $(\cdot)_{,x}$ denotes the partial derivative. These relations define steps for the shape function routine where it is assumed that the nodal coordinates have been transformed to the local element coordinate system.

The extension of the 4-node routine to higher (or lower) order elements is accomplished simply by adjusting the shape
functions to account for the addition (or deletion) of nodes. In the case of the triangle for instance, the third and fourth nodal shape functions are added together. In the case of the 8-noded serendipity quadrilateral element, each of the corner nodal shape functions is adjusted for the presence of the midside nodes. The elements which one may wish to use as a transition from linear to quadratic are obtained simply by omitting the midside node for the linear edge.

The generation of the stiffness matrix \([K]\) deserves special attention, since many zeros exist in \([N]\), \([L]\), and \([D]\). Concentrating attention on a single node \(i\), we define \([B]_i = [L]_i [N]_i\) and consider the matrix triple product \([K]_{ij} = [B]_i^T [D] [B]_j\). One can readily see from the dimensions of the matrices that formal matrix multiplication would require \(24M^2 + 192M + 330\) multiplications per layer where \(M\) is the number of layers. If, on the other hand, one were to form the product explicitly accounting for the zeros, he would find that the number of multiplications would be \(4M^2 + 40M + 71\) per layer. For instance, given \(M = 3\), we see that one would perform 1122 multiplications per layer formally as compared with 227 when the zeros of the matrices are taken into account. Since there is significant difference in these numbers, the triple product was formed explicitly and then programmed.
The choice for the nodal degree of freedom vector \( \mathbf{a} \) as defined by eqn (80) of Chapter II was made because this form becomes very efficient when adding nodes as one's choice of elements changes. For instance, suppose one wishes to use a triangular element. Then

\[
\begin{bmatrix}
\mathbf{a}_1 \\
\mathbf{a}_2 \\
\vdots \\
\mathbf{a}_3
\end{bmatrix} \quad \left[ \mathbf{N} \right] = \begin{bmatrix}
\mathbf{N}_1 & \mathbf{N}_2 & \mathbf{N}_3
\end{bmatrix}
\]

(106)

If, on the other hand, one were to choose the 4-noded quadrilateral element, the \( \mathbf{a} \) and \( \left[ \mathbf{N} \right] \) matrices would simply be augmented by the addition of \( \mathbf{a}_4 \) and \( \mathbf{N}_4 \).

Another advantage of this choice for \( \mathbf{a} \) has been alluded to previously in the way that \( \left[ \mathbf{K} \right] \) is formed. Looking at the triangular element, one can see that the system of equations would appear as:

\[
\begin{bmatrix}
\left[ \mathbf{K}_{11} \right] & \left[ \mathbf{K}_{12} \right] & \left[ \mathbf{K}_{13} \right] \\
\left[ \mathbf{K}_{22} \right] & \left[ \mathbf{K}_{23} \right] \\
\text{SYM} & & \left[ \mathbf{K}_{33} \right]
\end{bmatrix}
\begin{bmatrix}
\{ \mathbf{a}_1 \} \\
\{ \mathbf{a}_2 \} \\
\{ \mathbf{a}_3 \}
\end{bmatrix} =
\begin{bmatrix}
\{ \mathbf{F}_1 \} \\
\{ \mathbf{F}_2 \} \\
\{ \mathbf{F}_3 \}
\end{bmatrix}
\]

(107)
where
\[
[K]_{ij} = \int_{V_{o1}} [B]^T [D] [B] \cdot dV_{o1}
\]  
(108)

The program was written to take advantage of this submatrix structure. Thus the whole \([K]\) matrix is formed by successive calculation of \([K]_{ij}\) through subscript incrementation and proper stacking of each submatrix. Furthermore, since \([K]\) is always symmetric, only the upper triangular portion need be calculated. The lower half was formed by reflection.

In order to facilitate the flexibility of varying elements, it was necessary to incorporate a numerical integration scheme for performing the necessary integrations. The Gauss-Legendre quadrature formulae were utilized for this purpose since "they give the highest accuracy for effort expended." (48)

This choice necessitated that the limits of integration in each of the three coordinate directions be on the interval from -1 to +1. The use of the 2-D isoparametric formulation readily accounted for the in-plane directions. The through-the-thickness coordinate was transformed as follows:
\[
z = \sum_{j=0}^{K} \frac{t_j}{2} (1 - \frac{3}{k})
\]  
(109)
where \( k \) indicates the layer, \( t_k \) is the thickness of the \( k \)th layer, and \( \xi_k \) is the transformed variable. In the case where the layers are of the same thickness, the transformation becomes:

\[
Z = \xi \left( 1 + \frac{3\xi - 1}{2} \right) \quad \text{(110)}
\]

and thus

\[
dZ = \frac{\xi}{Z} d\xi_k \quad \text{(111)}
\]

The use of this new variable yields the following integral for the evaluation of \([K]_{ij}\):

\[
[K]_{ij} = \sum_{k=1}^{M} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \left[ B^T_k \right] \left[ D \right]_{ij} \left[ B_k \right] \left[ J \right] \frac{\xi}{Z} d\xi d\eta d\xi_k \quad \text{(112)}
\]

Cast in terms of the Gauss-Legendre quadrature relations one obtains:

\[
[K]_{ij} = \sum_{k=1}^{M} \sum_{r=1}^{n} \sum_{s=1}^{n} \sum_{t=1}^{p} Q_r Q_s Q_t \left[ B^T_k \left( \xi_r, \eta_s, \zeta_t \right) \right] \left[ B_k \left( \xi_r, \eta_s, \zeta_t \right) \right] \left[ D \right]_{ij} \left[ J \right] \frac{\xi}{Z} \quad \text{(113)}
\]

where \( Q_r, Q_s, Q_t \) are the weights associated with the sampling points \( \xi_r, \eta_s, \zeta_t \). The order of integration is \( n \) in the \( \xi \) and \( \eta \) directions and \( p \) in the \( \zeta \) direction. The program was written to use the same integration order for both in-plane directions. Orders of integration for those directions may
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be chosen from the range 1 through 3. The through the thickness direction integrations may be chosen as either second or third order. (see Fig. 6) This limitation was imposed based on the polynomial forms encountered in the development of \([K]_{ij}\). A detailed description of the Gauss-Legendre quadrature formulae development and error analysis may be found in refs. (39) and (30). See Appendix III for a more detailed description of the element and a discussion of computer times and considerations for specific test problems.
Fig. 6 Element Integration Points
In this chapter, the applicability and range of the theory are presented. The first application examined is that of a plate strip (see Fig. 7). A plate strip is infinitely long in one direction (in this case, the y-direction). The simply supported strip is loaded laterally (as shown in Fig. 7) so as to cause cylindrical bending to occur. This cylindrical bending implies that the displacements \( w \) in the z-direction are symmetric about the center line of the strip and are independent of \( y \) and displacements \( v \) in the y-direction are zero.

The first case studied was that of the isotropic plate strip loaded uniformly. This problem posed some difficulty for Witt's (30) parabolic theory using the constant strain triangle to represent the reference surface displacements. The decision to solve this problem was motivated by Witt's difficulty. With the present cubic theory and a family of finite elements to choose from, a study could be carried out to investigate how Witt's difficulties could be overcome.
Fig. 7 Plate Strip Problem
The plan of action was to see how the cubic theory compared with the parabolic theory. This was accomplished by solving the thin isotropic plate strip problem using the constant strain triangle. Improvements on the results were expected when the 4-noded and 8-noded quadrilaterals were employed, since these elements would permit more bending. The logic of going to a higher order interpolation for the in-plane quantities was suggested in Witt's (30) work. He noted that the transverse shear strains were functions of the derivatives of the in-plane displacements with respect to the z coordinate and the derivatives of the transverse displacement with respect to the x and y coordinates. Since u and v varied quadratically with respect to z, their derivatives were linear. Since w varied linearly with respect to x and y, that derivative was always a constant. Therefore, he argued that no matter how small he made his element, the transverse strains would never go to zero, and thus there would always be this shear penalty as the plate got thinner.

The material properties for the plate strip were:

\[
E = 3.0 \times 10^7 \text{ psi} \]
\[
\nu = 0.25 \]
\[
h = 0.2 \text{ inches} \]
\[
a = 10 \text{ inches} \]
The analytical solution for this problem was determined from Fourier analysis using Navier's method. The maximum \( w \) was readily found to be: 

\[
W_{\text{max}} = \frac{4P_0a^4}{\pi^2D} \sum_{m} \frac{1}{m^2} \sin \frac{m\pi}{2} \ (m=1,3,5 \cdots)
\]

where \( D=Eh^3/(12(1-\nu^2)) \).

A two-layered finite element convergence study was performed to observe the way the elements responded to the given load. Fig. 8 shows the various finite element arrangements used. Note that the symmetry of the problem was exploited to limit the size of the problem. Note, also, that in each case considered, the aspect ratio of the elements was kept equal to unity. This was done by keeping the dimension \( b \) in the \( y \)-direction equal to the length of each element in the \( x \)-direction. Such a technique was possible because of the "strip" nature of the problem.

The boundary conditions imposed in each case were:

(see Fig. 8)

1. at \( x=0 \):
   \[ v = 0 \]
   \[ u = 0 \]
   \[ v_z = 0 \]
   \[ w = 0 \]

2. at \( x=a/2 \):
   \[ u = 0 \]
Fig. 8 Finite Element Models of Plate Strip Problem
\[ v = 0 \]
\[ u, z = 0 \]
\[ v, z = 0 \]

3. at \( y = 0, b \):
\[ v = 0 \]
\[ v, z = 0 \]

The 3-noded (constant strain), 4-noded (bi-linear), 8-noded (bi-quadratic) elements were studied in this fashion. In each case, two sampling points were used to perform the integrations in the \( z \)-direction of each layer (see Fig. 6). Since there were two layers, this meant integrations through the thickness were performed with 4 sampling points. The sampling in the \( (\zeta) \) and \( (\eta) \) directions were varied to observe the reactions of the elements to different integration schemes. For the constant strain and bilinear elements 1x1 and 2x2 schemes were employed, while for the quadratic element, 2x2 and 3x3 schemes were used. Figs. 9-11 present the results of this convergence study.

In Fig. 9, one sees the results for the constant strain triangle. Note that the present theory, when used in conjunction with the 2x2 integration scheme, virtually duplicates the results obtained by Witt. The only
Fig. 9 Convergence of 3-node Elements--Isotropic Plate
difference is that in Witt's work, two pseudolayers were used to model each of the two lamina, where the present method uses no pseudolayers. In other words, the present theory using two lamina appears equivalent to Witt's method using 4 lamina. Note that the \( l \times 1 \) point integration scheme converges more quickly early on. This is to be expected as the \( l \times 1 \) scheme represents a "reduced" (48) integration for the constant strain triangle. The \( 2 \times 2 \) scheme, on the other hand represents an "exact" integration method. Both integration schemes suffer from the same drawbacks as did Witt's 3-noded element. That is, the finite element solution converges very slowly towards the analytical results. The best solution for this case was 82\% of the analytical solution obtained with 80 elements using the \( l \times 1 \) integration scheme. Although both of the schemes would continue to converge to the exact solution, the rate of convergence becomes slower and slower and, therefore, the study was terminated.

Fig. 10 shows the comparisons obtained for the bilinear element. Note, again, that the \( l \times 1 \) integration scheme appears to converge to the thin plate solution very quickly early on when compared to the \( 2 \times 2 \) scheme. Again, as with the triangle, this is to be expected as the \( l \times 1 \) scheme is a reduced integration method.(48) There was a marked improvement in the convergence of this element over
Fig. 10 Convergence of 4-node Elements--Isotropic Plate
the constant strain element and Witt's triangular element. The best solution acquired was 92% of the analytical results, obtained using 40 elements with $I \times I$ integration. A direct comparison with the triangular element can be made because the same number of nodal points (and thus degrees of freedom) were used in both cases. Again, however, the convergence was very slow, and a prohibitive number of elements would be required to obtain 100% of the analytical solution.

The results obtained with the $2 \times 2$ integration scheme on the 4-noded element are virtually identical to those obtained with the $2 \times 2$ integration on the triangular element. This leads to the conclusion that any improvement hoped for by employing the quadrilateral element would only be realized when used in conjunction with the $I \times I$ integration scheme.

The results for the 8-noded biquadratic element are displayed in Fig. 11. The best results in this case were obtained by using $2 \times 2$ integration. Again, about 92% was the best this element could do with the isotropic problem. The $3 \times 3$ integration scheme fell far short of approaching either the $2 \times 2$ scheme or the analytical solution. This method appeared to level out at about 74% of the analytical solution---18% below the $2 \times 2$ method. The $3 \times 3$ scheme represents a full integration method which has been shown by other authors (for instance Cook (36)) to cause this
Fig. 11 Convergence of 8-node Elements--Isotropic Plate
difficulty as the plate thickness is reduced.

Since the 2x2 integration scheme is a reduced method of integration for the 8-noded quadratic element, the results observed in Fig. 11 are not surprising. When the reduced integration scheme of the 8-noded element is compared with the reduced scheme for the 4-noded element, one sees that they are nearly identical. This leads to the conclusion that improvements in performance in solving the isotropic problem are a result of the reduced integration and not necessarily a result of the higher order interpolation function for the reference surface displacements.

It should be stressed, however, that in each case where Witt used pseudolayers the present method used none. This means comparable results were obtained in each case using full integration while using fewer degrees of freedom than Witt. In the cases where reduced integration was used, results better than Witt's were obtained. Also, since only one fourth as many integration points were used for the reduced scheme, those solutions were obtained with about one fourth the computer time of the full integration scheme.

In every case, an attempt was made to obtain a better solution by increasing the number of layers. That is,
pseudolayers were tried. The use of these pseudolayers is comparable to increasing the number of elements in the z direction. In every case, increasing the number of layers made negligible improvement.

A review of the literature (51,52) shows that this failure of the "thick-plate" element to converge to the "thin-plate" solution is common. These "thick plate" theories are essentially of the Mindlin type where the normal to a reference surface before deformation remains straight but not necessarily normal after deformation. These assumptions lead to stiffness matrices which characterize bending independent of the transverse shear effects. The difficulty encountered by these elements as the plate becomes thin is that the shear stiffness matrix remains too stiff. Normally, this is looked upon as a "penalty" and a number of techniques are formulated which attempt to reduce the penalty. The methods of penalty reduction involve reduced or selective integration or formulation of a penalty function which is essentially a multiplier on the shear stiffness matrix which approaches zero as the plate thickness is reduced. The failure of the thick plate element to converge to the thin plate solution has been attributed to the "locking" phenomena.

The present formulation is not of the Mindlin type
since reference surface normals are allowed to deform after loading. Furthermore, the derivation of the stiffness matrix is carried out from an elasticity point of view. The stiffness matrix is not characterized by a bending part and a shear part.

The thin-plate solution is a result of Kirchhoff's hypotheses which neglect both the direct strain $\epsilon_z$ and the shear strains $\gamma_{xz}$, $\gamma_{yz}$. In addition, the normal stress is assumed small compared to $\sigma_x$ and $\sigma_y$ so that it is neglected in the stress-strain relations. These assumptions lead to a theory which is based on only the transverse displacement $w$. In the present work, the direct transverse strain is neglected, but the shear strains are not. The problem is not reduced as is the classical thin plate problem. The effects of the transverse shear terms are always present.

An attempt was made to find a method for reducing the effects brought about by the shear strains. The method arrived at was to lower the magnitudes of the shear moduli $G_{13}$ and $G_{23}$. This reduction resulted in a softening of the element and a convergence to the thin-plate solution. Fig. 12 shows the effects of varying the reduction factor. The vertical axis shows the choices for factors to use to multiply $G_{13}$ and $G_{23}$. The horizontal axis shows the resul-
tant maximum \( w \) displacement for the isotropic strip problem. Note that the thin isotropic plate solution \((w=1)\) is obtained when a multiplication factor of \(1/100\) was used.

Looking back at the "locking" problem and methods which have been used to eliminate the locking, one sees that in each case there was an attempt to soften the element in some way so as to eliminate the effects of transverse shear. In effect, what was being done was to artificially reduce the effects of \(G_{13}\) and \(G_{23}\) on the solution of the problem. The present work takes a less artificial and more direct approach to the problem. Since the element was designed for a thick structure, the three dimensional effects had to be considered. Direct transverse stress and transverse shear strains were always considered. The only way to reduce their effects was through the constitutive relation \([D]\).

Since this case was that of a thin isotropic plate \((S=a/h=50)\), it lent itself well to observing the way a normal line segment would deform under the load. A thin plate line element normal to the reference surface should come close to duplicating the assumptions of Kirchhoff's hypothesis. That is, the normal should remain straight and perpendicular to the reference surface. Fig. 13 is a plot of \(u\) vs. \(z\), which shows that Kirchhoff's hypothesis is
W = 1 represents the thin plate solution.

Note that the thin plate solution is obtained when G13 and G23 are multiplied by 1/100.

Fig 12 Multiplication Factor for G13 and G23--Isotropic
NOTE THAT THE SURFACE NORMAL REMAINS STRAIGHT AFTER LOADING.

Fig. 13 Check of Kirchhoff's Hypothesis--Isotropic Plate
being met by the cubic assumption for $u$ in the $z$-direction. The rotations $\{A_{ik}\}$ are such that the normals do indeed remain straight and normal after loading.

The second case studied was identical to the first, except that orthotropic materials were used for the two layers. The plies were oriented at $0$ deg. and loaded uniformly at $163.84$ psi. The material properties used were:

$$
\begin{align*}
E_1 &= 2.5 \times 10^7 \text{ psi} \\
E_2 &= 1.0 \times 10^6 \text{ psi} \\
(\nu_{12}) &= 0.25 \\
G_{12} &= 5.0 \times 10^6 \text{ psi} \\
G_{13} &= 5.0 \times 10^6 \text{ psi} \\
G_{23} &= 2.0 \times 10^6 \text{ psi} \\
h &= 0.2 \text{ inches} \\
a &= 10.0 \text{ inches}
\end{align*}
$$

The analytical solution for this problem was determined as before. The only difference being that $D=Q_{11}h^3/12$ where $Q_{11} = E_1^2/[E_1 - (\nu_{12}^2 E_2)]$.

Figs. 14-16 show the convergence study carried out for the elements of interest. In nearly each case, convergence to the exact solution was obtained. Note, also, that in each case, the reduced integration scheme converged more
Fig. 14 Convergence of 3-node Elements--Orthotropic Plate
Fig. 15 Convergence of 4-node Elements--Orthotropic Plate
Fig. 16 Convergence of 8-node Elements—Orthotropic Plate
rapidly than the full integration scheme. In the cases of the 3-noded and 4-noded elements using full integration, the convergence to the thin plate solution was obtained only when the dimensions of the elements were reduced to about one third of the thickness of the element. This is totally unacceptable from a practical standpoint and led to the conclusion that for this thin plate problem reduced integration of the 3-noded or 4-noded element was imperative.

The only case which did not converge was that of the quadratic element using 3 x 3 integration. As with the isotropic problem, the element again appeared to converge to a solution which was nearly 20% below the solution obtained by the 2 x 2 scheme and the exact solution. The 3x3 integration scheme appears to make the 8-noded element too stiff. This problem seems to be common with the 8-noded element and is referred to specifically in reference (56).

The choice of element is always left to the discretion of the user. It appears, however, that the 8-noded element with 2X2 integration is the most desirable based on this convergence study. Even a single element produced results which were 99% of the exact solution.

As with the isotropic case, u vs z was plotted at x=0
in order to observe the deformation of the normal. Fig. 17 shows that the normal remained undeformed and normal to the reference surface. This was in accord with the expectations of the author since the plate was thin ($S=50$) and the plies were both oriented at 0 degrees.

The third case studied was again cylindrical bending of a strip plate. This time, however, different ply lay-ups were studied in order to observe the element’s performance for symmetric as well as asymmetric problems. Comparisons were made with analytical results obtained by Pagano (7). More specifically, three ply lay-ups were examined—$(0,0)$, $(0,90)$, and $(0,90,0)$. The material properties used in the previous case were also employed here. For this case, however, the loading was changed from uniform to sinusoidal. That is,

$$p(x) = p_0 \sin \left( \frac{\pi x}{a} \right)$$

$$p_0 = 162.753 \text{ psi}$$

The reason for choosing sinusoidal load was to check the solution against Pagano’s (7) solution. Additionally, this provided a check on the ability of the program to handle a more complex loading situation.

The finite element arrangement shown in Fig. 8(i) was
NOTE THAT SURFACE NORMAL REMAINS STRAIGHT AFTER LOADING.

Fig. 17 Check of Kirchhoff's Hypothesis--Orthotropic Plate
used for this case. That is, five 8-noded elements were used, and 2X2 integration was employed. The boundary conditions were the same as in previous cases.

The element's response to the problem of plates of various thicknesses was of interest. In order that the reader may better visualize the plates and gain a perspective of "thickness", refer to Fig. 18. This represents values for \( S \approx a/h \) from 30 to 4. \( S=10 \) is considered (for orthotropic plates) to be a thick plate, because the effects of shear stress result in displacements which are much greater than predicted by the classical laminated plate theory.

Figs. 19--21 are plots of \( \bar{w} \) vs. \( S \) for the various ply orientations, where \( \bar{w} = \frac{100E_z h^3}{(p_0 a^2)} |w|_{\text{max}} \). These figures compare the finite element results with those obtained from Pagano's elasticity solution, a finite element solution by Owen (32) and the classical laminated plate theory (CLPT). In each instance, the finite element method duplicated the elasticity results showing that the element has application over a wide range of thicknesses for orthotropic plate problems. The figures also serve to amplify the statement made in Chapter I that the transverse shear deformations must be considered when analyzing thick composite plates.
Fig. 18 Visualization of the Thickness Parameter $S$
Fig. 19 $S$ vs $\overline{W}$ - Fiber Orientation $(O, O)$
$$\bar{w} = \frac{100 E_2 h^3}{p_0 a^4} \frac{w_{\text{max}}}{w}$$

$$S = \frac{a}{h}$$

- ELASTICITY (7)
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\[ \bar{w} = \frac{100E_{2}h^3}{w_{\text{max}}} \]

\[ p_{o}^{4} \]

\[ S = \frac{a}{h} \]

\[ \text{CLASSICAL LAMINATED PLATE THEORY} \]
To gain a perspective of why the transverse shear deformation becomes more and more important as plate thickness is increased, it is instructive to observe Figs. 22--24 which present plots of $\bar{w}$ vs. $\bar{z}$ at $x=0$, where $\bar{w}=E_2u/hp_0$ and $\bar{z}=z/h$.

Fig. 22 displays a very thick ($S=4$) asymmetrically oriented $(0,90)$ plate. Note that the F.E. method follows very closely the results obtained by Pagano through the elasticity approach. Figs. 23 and 24 show $u$ vs. $z$ for the symmetric ply lay-up $(0,90,0)$. In each case, the finite element method follows the elasticity solution closely. The influence on thickness is readily observed by comparison of these two curves. In the first ($S=10$), the normal deformation effect due to shear is seen to be quite close to the CLPT solution. As the thickness increased to $S=4$, the normal deformation became much more apparent and one readily sees how this deformation becomes more important as the thickness is increased.

Figs. 23 and 24 also show the cubic nature of the approximation for $u(z)$. Note particularly the inflection point in the middle ply at $\bar{z}=0.5$. The "smooth" nature of the approximation is also readily observed in these figures. The interlaminar boundary discontinuity of Pagano's solution is not duplicated because of the cubic approxima-
\[ \bar{u} = E_z u \\]

\[ \bar{p} = \frac{p}{h} \]

\[ \bar{z} = \frac{z}{h} \]

Fig. 13 $\bar{u}$ vs $\bar{z}$--Fiber Orientation $(0, 90, 0)$--($5 = 0$)
\[ \bar{u} = E_2 u \]
\[ \bar{p}_0 h \]
\[ \bar{z} = z/h \]

Fig. 14 $\bar{U}$ vs $\bar{Z}$: Fiber Orientation $(0, 90, 0)$ -- $(5\% \rangle$
tion. This smoothing has an impact on the evaluation of \( u_z \) and thus on \( \frac{\partial}{\partial z} \frac{\partial u}{\partial x} \) near the boundary (as shown in Figs. 26-28).

Figs. 25-28 show plots of \( \frac{t_{x2}}{t_{x1}} \) vs. \( \bar{z} \) at \( x=0 \) where \( \frac{t_{x2}}{t_{x1}} = \frac{(t_{x2})}{p_0} \). In the case of a thick \( (S=4) \) two-ply plate with fibers oriented at \((0,0)\), one sees (Fig. 25) that the F.E. values follow quite closely those predicted by the elasticity solution. When the fiber orientation is changed to \((0,90)\), there is a small degradation in the results for the shear near the interlaminar boundary (see Fig. 26). For the 3-ply \((0,90,0)\) cases, Figs. 27-28 show that the F.E. method follows the exact solution well, except at the boundaries. In Pagano's solution, \( (\sigma_y), \ (t_{x2}), \ u, \) and \( w \) were kept continuous across the interlaminar boundaries. In this F.E. solution, the continuity is imposed on \( u \) and \( u_z \) with \( w \) constant through the thickness. These differences in boundary conditions at the interfaces account for the differences between the two solutions. In other words, by imposing an assumption for the continuity of the first derivative of \( u \) with respect to \( z \) at the interlaminar boundaries, the theory is seen to violate equilibrium at those discrete points through the thickness where abrupt changes in material properties occur. In terms of the stress resultants which are obtained by integration of the stresses through the thickness, equilibrium is satisfied.
\[ \bar{e}_{xz} = \frac{e_{xz}}{\rho_o} \]
\[ \bar{z} = z/h \]

Fig. 23 $e_{xz}$ vs $z$—Fiber Orientation $(0,0)$--$(5 \times 4)$
\[ \bar{E}_{xz} = \frac{E_{xz}}{E_0} \]
\[ \bar{z} = \frac{z}{h} \]

**Figure 26** $\bar{E}_{xz}$ vs $\bar{z}$—Fiber Orientation $(0, 90)$—$(S++)$
\[
\bar{\varepsilon}_{xz} = \frac{\varepsilon_{xz}}{p_0}
\]

\[
\bar{z} = z/h
\]

Fig. 27 $\bar{\varepsilon}_{xz}$ vs $\bar{z}$ -- Fiber Orientation $(0, 90, 0)$ -- $(S=10)$
\[ \bar{\varepsilon}_{xz} = \frac{\varepsilon_{xz}}{\rho_0} \]

\[ \bar{z} = z/h \]

\textbf{Fig. 28} \( \bar{\varepsilon}_{xz} \) vs \( \bar{z} \)-Fiber Orientation \((0,90,0) - (0,90)\)
It should be noted that these stress results were obtained at the Gauss integration points of the 1st element and extrapolated linearly to the \( x=0 \) boundary. This extrapolation also may contribute to some of the differences observed in the interlaminar boundaries.

Figs. 29--33 show plots of \( (\overline{\sigma}_x) \) vs. \( z \) at \( x=a/2 \) where \( (\overline{\sigma}_x)=\overline{\sigma}_x/p_0 \). In each case, the elasticity solution is followed nearly identically.

The fourth case to be presented is that of the square orthotropic plate shown in Fig. 34. The plate was modelled using 25 8-noded elements for the quarter plate. Reduced (2x2) integration was employed. The material properties were again the same as in the previous orthotropic cases. Loading in this problem was a transverse sinusoidal load of the form:

\[
p=p_0\sin(\pi x/a)\sin(\pi y/a)
\]  

The boundary conditions for this plate were simple supports all around. Along the edges, the transverse displacement, \( w \), was fixed, and the normals to the reference surface at the edges were not allowed to rotate perpendicular to the boundary. The u and v displacements were free. The plate was a symmetric (0,90,90,0) lay up.
\[ \overline{\sigma}_x = \frac{\sigma_x}{P_o} \]
\[ \overline{z} = z/h \]

**Fig. 29** $\overline{\sigma}_x$ vs $\overline{z}$ -- Fiber Orientation $(0, 0) - (90, 90)$
\[ \bar{\sigma}_x = \frac{\sigma_x}{\rho_o} \]

\[ \bar{z} = \frac{z}{h} \]
\[ \overline{\sigma_x} = \frac{\sigma_x}{\rho_o} \]
\[ \overline{z} = z/h \]

Fig. 31 $\overline{\sigma_x}$ vs $z$—Fiber Orientation (0, 90) -- (S94)
\[ \overline{\sigma_x} = \frac{\sigma_x}{\rho_o} \]

\[ \overline{z} = z/h \]

Fig. 32 \( \overline{\sigma_x} \) vs \( \overline{z} \)-- Fiber Orientation (0, 90, 0) -- (S=10)
\[ \bar{\sigma}_x = \frac{\sigma_x}{p_o} \]
\[ \bar{z} = z/h \]

Fig. 33 $\bar{\sigma}_x$ vs $\bar{\varepsilon}$-Fiber Orientation $(0, 90, 0)$ -- $(S\#)$
Fig. 34 Square Orthotropic Plate Finite Element Model
Fig. 35 shows a comparison of $\tilde{w}$ vs $S$ for this plate. The finite element solution compares nearly identically with the elasticity solution and gives results which are better than another F.E. solution by Pryor and Barker (25). Thus, the element appears to respond well to changes in geometric restraints and configurations.

To test the nonlinear theory, the symmetric (0,0) lay-up and the asymmetric lay-up (0,90) cases of the plate strip problem were examined. Since the present theory allows the inclusion of two sets of nonlinear terms ($K_1$ and $K_2$), a check was made to determine the influence each of these terms had on the solution. As with the linear case, 5 8-noded elements (with 2x2 integration) were used to model the plate strip.

Fig. 36 shows plots of $\tilde{w}$ vs $\tilde{q}$ for both the (0,0) and the (0,90) cases. The length to thickness ratio for these cases was chosen to be $S=10$, which means that this is a thick plate strip. As expected, the (0,90) strip is more flexible than the (0,0) strip. The solid line depicts the solution which was obtained by including only the $[K_0]$ or linear terms. The lines represented by the squares show the results of including the $[K_1]$ terms which contain nonlinearity with respect to the reference surface. The inclusion of the $[K_2]$ terms, which contain nonlinearities
Fig. 35 $\bar{w}$ vs $S$ -- Square Plate (0, 90, 90, 0)
Fig. 36: $\bar{\omega}$ vs $\bar{Q}$ -- Nonlinear Plate Strip Problems

\[ \bar{Q} = \frac{p_0 a^4}{E_2 h^4} \]

\[ \bar{\omega} = \frac{\omega_{\text{max}}}{h} \]
with respect to the thickness, is depicted by the triangle symbols on the lines. Note that when the \([K1]\) terms are included, there is a stiffening of the plate strip. That is, there is less displacement for a given load. Note also that when the \([K2]\) terms are included, the solution is stiffer than the linear solution but more flexible than the solution obtained using the \([K1]\) terms.

In Figs. 19 and 20 it was shown that when \([K0]\) terms were used in the analysis, the solutions obtained were identical with the classical laminated plate theory. Further, it was shown that as the plate became thicker, the presence of the shear terms in the thickness direction produced transverse displacements \((w)\) which were greater than the classical laminated plate theory. Since the \([K0]\) terms contain linear expressions for \(u, v,\) and \(w\) (the reference surface displacements) and linear expressions for the rotations \((\theta_i)\) which account for the effects of the shear terms, \([K0]\) was able to effectively represent the elasticity solution. This leads to the conclusion that when shear terms are taken into account, there is an accompanying increase in the transverse displacements. The inclusion of \([K1]\) in the analysis takes into account nonlinear displacements in the reference surface but the terms for the effects of transverse shear are linear as they were in \([K0]\). Because of the presence of these nonlinear terms for the
reference surface displacements, the solution becomes stiffer in comparison with the solution obtained using only $[K_0]$. When $[K_2]$ is included and the fully nonlinear formulation is used, the "softening" phenomena occurs. The softening is a direct result of the important nonlinear rotation terms which are contained in $[K_2]$.

Figs. 37 and 38 show the effects of including $[K_1]$ and $[K_2]$ on the $\bar{\sigma}_x$ and $\bar{\sigma}_{xz}$ stresses. That is, the stresses increase when the $[K_2]$ terms are included.

The sixth case presented is again a square orthotropic plate (see Fig. 34). The material properties were retained from previous cases. The load for this case was distributed uniformly in the transverse direction as:

$$P = P_0$$

The boundaries of the plate were all clamped (clamped means that all degrees of freedom at the boundaries were fixed) and the ply lay-up was $(0,0)$. The plate was modelled by using 16 4-noded elements (1x1 integration) for one quadrant instead of the 8-noded element with 2x2 integration simply to conserve computer time. This problem was chosen as a check of how the non-linear terms of the theory would respond to a change in geometry. The check was made by proportionally increasing the load $P_0$ and observing the transverse deflection ($w$) at the center of the plate where it was a maximum. Fig. 39 shows a graph of the results obtained. This plot gives a comparison between the present
\[ z = z/h \]

\[ \sigma_x = \sigma_x / \rho_a \]

Fig. 37 $\overline{F}_k$ vs $\xi$—Nonlinear Plate Strip (0,0,0)
\[ \bar{z} = \frac{z}{h} \]

\[ \bar{\varepsilon}_{xz} = \frac{\varepsilon_{xz}}{p_0} \]

**Fig. 18** \( \bar{\varepsilon}_{xz} \) vs \( \bar{z} \): Nonlinear Plate Strip (0, 90)
\[ Q = \frac{p_0 a^4}{E_h^4}, \quad \frac{\omega}{h} = \frac{\omega_{\text{max}}}{h} \]

**Fig. 19** $Q$ vs $\bar{\omega}$ -- Nonlinear Square Orthotropic Plate
work, the work of Witt (30), and an approximate analytical solution obtained by Chia (30). Note in particular that the inclusion of the [K1] terms gives results which are somewhat better than those obtained by Witt who included [K1] and nearly identical to Chia's (who used a perturbation method on the Von Karman plate equations). The inclusion of the higher order terms of [K2] yields an expected softening of the element as the loads were increased. The same arguments as were put forth for the plate strip problems apply here.

Figs. 40 and 41 show how the shear stresses ($\bar{\tau}_{yz}$) and ($\bar{\tau}_{xz}$) vary with increasing loads and inclusion of [K1] and [K2] in the analysis. Note that the shear stresses decrease (proportionately) as the load level is increased. This is because more of the stress is picked up in bending through the direct stress $\bar{\sigma}_x$. When [K2] is included, note that the shear stresses are greater than for the [K1] terms. This is in accord with the observations made when solving the plate strip problem previously.

This work represents the first time that the inclusion of these [K2] terms has been performed and therefore no direct comparison to previous work can be made.

For a detailed account of computer time and technique
\[ \bar{\epsilon}_{yz} = \frac{\epsilon_{yz}}{p_0} \]

\[ \bar{z} = \frac{z}{h} \]

**Fig. 40 \( \bar{\epsilon}_{yz} \) vs \( \bar{z} \)--Nonlinear Square Orthotropic Plate**
\[ \frac{\overline{\varepsilon}_{xz}}{\rho_0} = \frac{\chi_{xz}}{\chi_{xz}} \]

\[ \bar{z} = z / h \]

Fig. 41: \( \overline{\varepsilon}_{xz} \) vs \( \bar{z} \) -- Nonlinear Square Orthotropic Plate
used in solving these nonlinear problems refer to Appendix III.
CHAPTER V

CONCLUSIONS

A number of conclusions have been made in the last chapter in conjunction with the discussions of the results.

One of the significant contributions of this work lies in the unique use of cubic spline theory which has been well known for many years in the field of interpolation and in the solution of differential equations. The most recent work with cubic splines in these fields has always concentrated on the displacements \( (u) \) being known and solving for the rotations \( (\theta) \) in terms of the known displacements. Here \( (u) \) is referred to, because of the context of the present use of spline theory. In reality, no one to the best of the author's knowledge has heretofore considered the cubic spline to model through-the-thickness displacements. In all previous uses of the cubic spline in conjunction with plate solutions, the spline was used to model in-plane displacements. In this work, the cubic spline equations are solved in the reverse sense. That is, the \( (u) \) is treated as the unknown and are solved for in terms of the \( (\theta) \). This process resulted in the development of a cubic shape function which did not introduce any new degrees of freedom over the previously derived para-
bolic representation. The use of the spline in this "reverse" role is a promising new technique in numerical approximation theory where the rotations (θ) become the degrees of freedom and (u) is then represented in terms of them through the derived shape function.

A consequence of the use of an odd-degree'd spline (cubic in this case) is that the equations necessary to represent the interpolation functions are very compact and easily represented. A look at Palazotto's work (37), wherein he used (essentially) a parabolic spline, shows the complexity of the expressions which results. In terms of computer implementation, this is important not only in terms of computational effort, but also in terms of programmer effort. The cubic spline, although a higher order approximation, leads to a simplification of the equations and lends itself to less programmer effort. The reduction in programmer involvement results in fewer errors.

The results clearly show that the use of the cubic spline theory to represent through-the-thickness displacements in thick composite plates is a viable and effective application. Comparisons with previous works show that there is the ability to obtain equally accurate results with fewer degrees of freedom. Consider for instance work
of Epstein (42) (where a number of pseudolayers was necessary to obtain the results presented). This same technique was used by Witt in his work. With the cubic spline, each layer can be represented as a layer, and not a number of pseudolayers.

A comparison with the use of 3-D elements to represent each layer again clearly shows the reduction in the number of degrees of freedom and thus computational storage and time. In both the present work and Palazotto’s (57) work there are 2(M+1)+3 degrees of freedom per node (where M is the number of layers). In Epstein’s (42) formulation there are 3(M+1) degrees of freedom per node. With a variety of 3D brick elements to choose from there is a range from 3(M+1) to 5(M+1) degrees of freedom per node (or even more) depending on the choice of brick element used. When pseudolayers are used, there are essentially 2M layers used to represent M layers. In numerical terms, if one were to consider a 6-layered problem, one would find that Epstein’s element with pseudolayers would require 39 DOF per node, Witt’s element would require 29 DOF per node, the trilinear brick element with no pseudolayers would require 21 DOF per node, and the present element would require 17 DOF per node.

The difficulties in converging to the thin isotropic
plate solution were not overcome by using a higher order element for the in-plane interpolations. Reduced integrations of the bi-linear quadrilateral and the bi-quadratic quadrilateral improved the results from 82% to 92% of the thin plate solution. The thin isotropic plate solution was obtained when the effects of the transverse shear terms were reduced by reducing the transverse shear moduli by a factor of 100.

The inclusion of the \([K2]\) terms in the nonlinear formulation is an advance in the state of the art in through-the-thickness representations. It is seen to become more important as load levels are increased (assuming yield stress is not exceeded). Since \([K2]\) contains nonlinear transverse rotational terms, it also would become more important whenever transverse shear terms affect the problem. The thicker the structure, the more important the inclusion of these terms becomes.

The inclusion of the \([K2]\) terms leads to somewhat larger transverse stresses than those obtained with \([K1]\). This is due to the increase in the transverse displacements which accompanies the inclusion of the \([K2]\) terms.

In summary, the cubic assumption for the variations of the displacements \(\hat{u}\) and \(\hat{v}\) through the thickness proved to
be an effective approach. In terms of degrees of freedom, there was actually a decrease over the parabolic assumption simply because accurate results could be obtained without resorting to pseudolayers. Secondly, difficulties of locking when applying this thick plate element to a thin plate were overcome by reducing the values for $G_{13}$ and $G_{23}$. Thirdly, the continuously differentiable nature of the cubic assumption for $u$ and $v$ through the thickness resulted in discontinuities in the shear stresses at the interlaminar boundaries. This is seen as a limiting factor on the applicability of the element. It should be noted, however, that if the stresses were integrated through the thickness and resultant forces were considered then equilibrium is satisfied within the element. Fourthly, the inclusion of the nonlinear terms of $[K2]$ which represent nonlinear effects arising through the thickness leads to greater displacements at a given load level than the inclusion of just the reference surface nonlinear terms of $[K1]$. In all, it is felt that the elements developed (namely the 4-noded with 1x1 integration and the 8-noded with 2x2 integration) are viable and accurate when compared to both the analytical solutions and other finite element solutions.
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APPENDIX I

Based on the development of the nonlinear strains in Chapter II, the following expressions show the results of making substitutions for the $h_i$'s and the $\varepsilon_{ij}$'s and then simplifying to obtain the expressions for the Lagrangian strains appearing in the boxes.
\begin{align}
\ell_{ii} &= a_i (1 + \frac{y_j}{2z_i}) (u_{ij} + u_k \frac{a_{ik}}{a_k} + u_{ij} \frac{a_{ij}}{a_i}) \\
&+ \frac{1}{2} \left\{ (u_{ij} \bar{e}_i + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij}) \right\} \\
\ell_{ii} &= a_i (1 + \frac{y_j}{2z_i}) (u_{ij} + u_k \frac{a_{ik}}{a_k} + u_{ij} \frac{a_{ij}}{a_i}) \\
&+ \frac{1}{2} \left\{ (u_{ij} + u_k \frac{a_{ik}}{a_k} + u_{ij} \frac{a_{ij}}{a_i}) \bar{e}_i + (u_{ij} - u_j \frac{a_{ij}}{a_i}) \bar{e}_j + (u_{ij} - u_j \frac{a_{ij}}{a_i}) \bar{e}_j \right\} \\
&+ \frac{1}{2} \left\{ (u_{ij} + u_k \frac{a_{ij}}{a_k} + u_{ij} \frac{a_{ij}}{a_i}) \bar{e}_i + (u_{ij} - u_j \frac{a_{ij}}{a_i}) \bar{e}_j + (u_{ij} - u_j \frac{a_{ij}}{a_i}) \bar{e}_j \right\}
\end{align}

\begin{align}
f_{ii} &= b_i \bar{e}_i (u_{ij} \bar{e}_i + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij}) \\
&+ \frac{1}{2} \left\{ (u_{ij} \bar{e}_i + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij} + u_{ij} \bar{e}_{ij} + u_k \bar{e}_{ij}) \right\}
\end{align}
\[ s_{zz} = \alpha_3 \left( 1 + \alpha^2 \right) \left( \mathbf{u}_{1, z} + \frac{\alpha_{11}}{\alpha} + \mathbf{u}_3 \frac{\alpha}{\alpha} \right) + \]
\[ \frac{1}{2} \left\{ \left( \mathbf{u}_{1, z} - \mathbf{u}_z \right) + \left( \mathbf{u}_{1, z} + \mathbf{u}_3 \frac{\alpha}{\alpha} \right) + \left( \mathbf{u}_{1, z} - \mathbf{u}_z \right) \right\} \]

\[ s_{33} = h_3 \mathbf{e}_3 \left( \mathbf{u}_{1, 3} \mathbf{e}_1 + \mathbf{u}_3 \mathbf{e}_3 + \mathbf{u}_{1, 3} \mathbf{e}_1 + \mathbf{u}_3 \mathbf{e}_3 + \mathbf{u}_{1, 3} \mathbf{e}_1 + \mathbf{u}_3 \mathbf{e}_3 + \mathbf{u}_{1, 3} \mathbf{e}_1 + \mathbf{u}_3 \mathbf{e}_3 \right) + \]
\[ \frac{1}{2} \left\{ \left( \mathbf{u}_{1, 3} \mathbf{e}_1 + \mathbf{u}_3 \mathbf{e}_3 \right) + \mathbf{u}_{1, 3} \mathbf{e}_1 + \mathbf{u}_3 \mathbf{e}_3 + \mathbf{u}_{1, 3} \mathbf{e}_1 + \mathbf{u}_3 \mathbf{e}_3 \right\} \]
\[ i_{33} = \mathbf{u}_{3, 3} + \frac{1}{2} \left\{ \mathbf{u}_{1, 3} + \mathbf{u}_{1, 3} + \mathbf{u}_{1, 3} \right\} \]
\[ 2\gamma = h_1 \bar{E}_1 \left( u_{1,0} \bar{E}_1 + u_{1,1} \bar{E}_2 + u_{1,2} \bar{E}_3 + u_{2,3} \bar{E}_3 + u_{3,2} \bar{E}_3 \right) + \]
\[ h_2 \bar{E}_2 \left( u_{1,0} \bar{E}_1 + u_{1,1} \bar{E}_2 + u_{2,3} \bar{E}_3 + u_{3,2} \bar{E}_3 \right) + \]
\[ (u_{1,1} \bar{E}_1 + u_{1,2} \bar{E}_2 + u_{2,3} \bar{E}_3 + u_{3,2} \bar{E}_3) \]
\[ (u_{1,1} \bar{E}_1 + u_{1,2} \bar{E}_2 + u_{2,3} \bar{E}_3 + u_{3,2} \bar{E}_3) \]
\[ (u_{1,1} \bar{E}_1 + u_{1,2} \bar{E}_2 + u_{2,3} \bar{E}_3 + u_{3,2} \bar{E}_3) \]
\[ (u_{1,1} \bar{E}_1 + u_{1,2} \bar{E}_2 + u_{2,3} \bar{E}_3 + u_{3,2} \bar{E}_3) \]

\[ 2\gamma_2 = a_2 \left(1 + \frac{\gamma_s}{2E} \right) \bar{E}_1 \left[ \begin{array}{c} (u_{1,2} - u_{2} \frac{a_{1,1}}{a_1}) \bar{E}_1 + \\
(u_{1,2} + u_1 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E}) \bar{E}_2 + \\
(u_{3,2} - u_{2} \frac{a_{3,3}}{E}) \bar{E}_3 
\end{array} \right] + 
\]
\[ \left[ \begin{array}{c} (u_{1,1} + u_2 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E}) \bar{E}_1 + \\
(u_{1,1} + u_2 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E}) \bar{E}_1 + \\
(u_{3,1} - u_1 \frac{a_{3,3}}{E}) \bar{E}_3 
\end{array} \right] + 
\]

\[ 2\gamma_2 = a_2 \left(1 + \frac{\gamma_s}{2E} \right) \left[ \begin{array}{c} (u_{1,2} - u_{2} \frac{a_{1,1}}{a_1}) \bar{E}_1 + \\
(u_{1,2} + u_1 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E}) \bar{E}_2 + \\
(u_{3,2} - u_{2} \frac{a_{3,3}}{E}) \bar{E}_3 
\end{array} \right] + 
\]
\[ \left[ \begin{array}{c} (u_{1,1} + u_2 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E}) \bar{E}_1 + \\
(u_{1,1} + u_2 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E}) \bar{E}_1 + \\
(u_{3,1} - u_1 \frac{a_{3,3}}{E}) \bar{E}_3 
\end{array} \right] + 
\]

\[ 2\gamma_2 = a_2 \left(1 + \frac{\gamma_s}{2E} \right) \left( u_{1,2} - u_{2} \frac{a_{1,1}}{a_1} \right) + 
\]
\[ a_2 \left(1 + \frac{\gamma_s}{2E} \right) \left( u_{1,1} - u_1 \frac{a_{1,1}}{a_1} \right) + 
\]
\[ (u_{1,2} - u_{2} \frac{a_{1,1}}{a_1}) \left( u_{1,1} + u_2 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E} \right) + 
\]
\[ (u_{1,2} + u_1 \frac{a_{1,1}}{a_1} + u_3 \frac{a_{3,3}}{E}) \left( u_{1,1} - u_1 \frac{a_{1,1}}{a_1} \right) + 
\]
\[ (u_{3,2} - u_{2} \frac{a_{3,3}}{E}) \left( u_{3,1} - u_1 \frac{a_{3,3}}{E} \right) \]
\[ 2y_3 = h_3 (u_{1,3} \xi + u_{2,3} \eta + u_{3,3} \zeta + u_{4,3} \bar{\xi} + u_{5,3} \bar{\eta} + u_{6,3} \bar{\zeta}) + \\
\quad + h_3 \bar{\xi} (u_{1,1} \xi + u_{2,1} \eta + u_{3,1} \zeta + u_{4,1} \bar{\eta} + u_{5,1} \bar{\zeta} + u_{6,1} \bar{\xi}) + \\
\quad + (u_{1,1} \bar{\xi} + u_{2,1} \bar{\eta} + u_{3,1} \bar{\zeta} + u_{4,1} \bar{\zeta} + u_{5,1} \bar{\xi} + u_{6,1} \bar{\eta}) + \\
\quad + (u_{1,3} \xi + u_{2,3} \bar{\eta} + u_{3,3} \bar{\zeta} + u_{4,3} \bar{\xi} + u_{5,3} \bar{\eta} + u_{6,3} \bar{\zeta}) \]  

(I.12)

\[ 2y_3 = a_1 (1 + \gamma \gamma_1) \xi_3 \cdot (u_{1,3} \xi + u_{2,3} \eta + u_{3,3} \zeta + u_{4,3} \bar{\xi} + u_{5,3} \bar{\eta} + u_{6,3} \bar{\zeta}) + \\
\quad + \left[ (u_{1,1} + u_{2} \frac{a_{1,1}}{a_2} + u_{1,3} \frac{a_{1,1}}{a_2}) \xi_1 \right. \\
\quad + \left. \left[ \left( u_{1,1} - u_{1} \frac{a_{1,1}}{a_2} \right) \xi + \right. \\
\quad + \left. \left( u_{3,1} - u_{1} \frac{a_{3,1}}{a_2} \right) \zeta \right] \right] + \\
\quad + \left[ (u_{1,1} + u_{2} \frac{a_{1,1}}{a_2} + u_{1,3} \frac{a_{1,1}}{a_2}) \xi_1 \right. \\
\quad + \left. \left[ \left( u_{1,1} - u_{1} \frac{a_{1,1}}{a_2} \right) \xi + \right. \\
\quad + \left. \left( u_{3,1} - u_{1} \frac{a_{3,1}}{a_2} \right) \zeta \right] \right] \cdot \left[ \begin{array}{c} u_{1,3} \xi_1 \\
\left( u_{2,3} \xi + u_{3,3} \zeta \right) \end{array} \right] 

(I.13)

\[ 2y_3 = a_1 (1 + \gamma \gamma_1) u_{1,3} + (u_{3,1} - u_{1} \frac{a_{1,1}}{a_2} + \\
\quad + u_{1,3} \left( u_{1,1} + u_{2} \frac{a_{1,1}}{a_2} + u_{1,3} \frac{a_{1,1}}{a_2} \right) + \\
\quad + u_{2,3} \left( u_{2,1} - u_{1} \frac{a_{2,1}}{a_2} \right) + \\
\quad + u_{3,3} \left( u_{3,1} - u_{1} \frac{a_{3,1}}{a_2} \right) \right) \]  

(I.14)
\[ 2\gamma_{33} = h_3 \bar{e}_3 \cdot \left( u_{1,3} \bar{e}_1 + u_{1,3} \bar{e}_2 + u_{1,3} \bar{e}_3 + \bar{u}_{1,3} \bar{e}_1 + \bar{u}_{1,3} \bar{e}_2 + \bar{u}_{1,3} \bar{e}_3 + u_{3,3} \bar{e}_3 \right) + \]

\[ h_3 \bar{e}_3 \cdot \left( u_{1,2} \bar{e}_1 + u_{1,2} \bar{e}_2 + u_{1,2} \bar{e}_3 + \bar{u}_{1,2} \bar{e}_1 + \bar{u}_{1,2} \bar{e}_2 + \bar{u}_{1,2} \bar{e}_3 + u_{3,3} \bar{e}_3 \right) \cdot \]

\[ \left( u_{1,3} \bar{e}_1 + u_{1,3} \bar{e}_2 + u_{1,3} \bar{e}_3 + \bar{u}_{1,3} \bar{e}_1 + \bar{u}_{1,3} \bar{e}_2 + \bar{u}_{1,3} \bar{e}_3 + u_{3,3} \bar{e}_3 \right) \]  

\[ (I.15) \]

\[ 2\gamma_{33} = a_3 \left( 1 + \frac{u_{3,3}}{E_3} \right) \bar{e}_3 \cdot \left( u_{1,3} \bar{e}_1 + u_{1,3} \bar{e}_2 + u_{1,3} \bar{e}_3 \right) + \]

\[ \left[ \left( u_{1,3} - u_2 \frac{a_{1,3}}{a_1} \right) \bar{e}_1 + \right] \]

\[ \bar{e}_3 \cdot \left( \left( u_{1,3} + u_1 \frac{a_{1,3}}{a_1} + u_3 \frac{a_3}{E_3} \right) \bar{e}_2 + \right) \]

\[ \left( u_{1,3} - u_3 \frac{a_3}{E_3} \right) \bar{e}_3 \]  

\[ (I.16) \]

\[ 2\gamma_{33} = a_3 \left( 1 + \frac{u_{3,3}}{E_3} \right) u_{1,3} + \left( u_{3,3} - \frac{a_3}{E_3} \right) + \]

\[ u_{1,3} \left( u_{1,3} - u_2 \frac{a_{1,3}}{a_1} \right) + \]

\[ u_{1,3} \left( u_{1,3} + u_1 \frac{a_{1,3}}{a_1} + u_3 \frac{a_3}{E_3} \right) + \]

\[ u_{3,3} \left( u_{3,3} - u_3 \frac{a_3}{E_3} \right) \]

\[ (I.17) \]
APPENDIX II

The expressions for [L0], [L1], and [L2] are presented here for completeness:

$$L_0 = \begin{bmatrix}
\frac{(-)}{a_1(1+y_3/2_1)} & \frac{a_{1,2}}{a_1a(1+y_3/2_1)} & \frac{1}{R_1+y_3} \\
\frac{a_{2,1}}{a_1a(1+y_3/2_1)} & \frac{(-)}{a_2(1+y_3/2_1)} & \frac{1}{R_2+y_3} \\
0 & 0 & 0
\end{bmatrix}
$$

$$L_{0}^{-1} = \begin{bmatrix}
0 & \frac{(-)}{R_1+y_3} & \frac{1}{a_1(1+y_3/2_1)} \\
\frac{(-)}{R_1+y_3} & 0 & \frac{(-)}{a_2(1+y_3/2_1)} \\
\frac{(-)}{a_2(1+y_3/2_1)} & \frac{a_{1,2}}{a_2(1+y_3/2_1)} & \frac{a_{2,1}}{a_2(1+y_3/2_1)}
\end{bmatrix}
$$

(II.1)
$L_1 = \begin{bmatrix}
\tilde{l}_{11} & \tilde{l}_{12} & \tilde{l}_{13} \\
\tilde{l}_{21} & \tilde{l}_{22} & \tilde{l}_{23} \\
\tilde{l}_{31} & \tilde{l}_{32} & \tilde{l}_{33} \\
\tilde{l}_{41} & \tilde{l}_{42} & \tilde{l}_{43} \\
\tilde{l}_{51} & \tilde{l}_{52} & \tilde{l}_{53} \\
\tilde{l}_{61} & \tilde{l}_{62} & \tilde{l}_{63} \\
\end{bmatrix}$

(II.1)

$L_2 = \begin{bmatrix}
\tilde{1}_{11} & \tilde{1}_{12} & \tilde{1}_{13} \\
\tilde{1}_{21} & \tilde{1}_{22} & \tilde{1}_{23} \\
\tilde{1}_{31} & \tilde{1}_{32} & \tilde{1}_{33} \\
\tilde{1}_{41} & \tilde{1}_{42} & \tilde{1}_{43} \\
\tilde{1}_{51} & \tilde{1}_{52} & \tilde{1}_{53} \\
\tilde{1}_{61} & \tilde{1}_{62} & \tilde{1}_{63} \\
\end{bmatrix}$

(II.2)
\[ \tilde{\ell}_1 = \frac{1}{2} \left\{ \frac{\alpha_{11}}{a_1} \tilde{u}_{11} + \frac{a_{11}}{a_2} \tilde{u}_z + \frac{a_{11}}{a_3} u_3 \right\} \left( \tilde{u}_{11} - \frac{a_{11}}{a_1} \tilde{u}_z + \frac{a_{11}}{a_3} u_3 \right) + \left( \frac{a_{12}}{a_1} \tilde{u}_z + \frac{a_{13}}{a_3} u_3 \right) \] (11.3)

\[ \tilde{\ell}_2 = \frac{1}{2} \left\{ \frac{\alpha_{21}}{a_2} \tilde{u}_{21} + \frac{a_{21}}{a_3} \tilde{u}_z + \frac{a_{21}}{a_4} u_4 \right\} \left( \tilde{u}_{21} - \frac{a_{21}}{a_2} \tilde{u}_z + \frac{a_{21}}{a_4} u_4 \right) + \left( \frac{a_{22}}{a_2} \tilde{u}_z + \frac{a_{23}}{a_3} u_3 + \frac{a_{24}}{a_4} u_4 \right) \] (11.4)

\[ \tilde{\ell}_3 = \left\{ \frac{1}{2} \tilde{u}_{i3} \right\} \left( , , , \right) \] (11.5)

\[ \tilde{\ell}_4 = \frac{1}{2} \left\{ \frac{\alpha_{41}}{a_4} \tilde{u}_{41} + \frac{a_{41}}{a_5} \tilde{u}_z + \frac{a_{41}}{a_6} u_6 \right\} \left( \tilde{u}_{41} - \frac{a_{41}}{a_4} \tilde{u}_z + \frac{a_{41}}{a_6} u_6 \right) \] (11.6)

\[ \tilde{\ell}_5 = \frac{1}{2} \left\{ \frac{\alpha_{51}}{a_5} \tilde{u}_{51} + \frac{a_{51}}{a_6} \tilde{u}_z + \frac{a_{51}}{a_7} u_7 \right\} \left( \tilde{u}_{51} - \frac{a_{51}}{a_5} \tilde{u}_z + \frac{a_{51}}{a_7} u_7 \right) \] (11.7)

\[ \tilde{\ell}_6 = \frac{1}{2} \left\{ \frac{\alpha_{61}}{a_6} \tilde{u}_{61} + \frac{a_{61}}{a_7} \tilde{u}_z + \frac{a_{61}}{a_8} u_8 \right\} \left( \tilde{u}_{61} - \frac{a_{61}}{a_6} \tilde{u}_z + \frac{a_{61}}{a_8} u_8 \right) \] (11.8)
\[
\begin{align*}
\tilde{I}_{11} &= \left\{ \frac{1}{2a_2(1+y_2/k_2)} \left[ \frac{a_{11}}{a_2} \left( \bar{u}_{11} + \frac{a_{12}}{a_2} \bar{u}_{12} + \frac{a_1}{k_2} u_{12} \right) + \left( \bar{u}_{11} - \frac{a_{11}}{a_2} \bar{u}_{11} \right) \right] \right\} \\
\tilde{I}_{22} &= \left\{ \frac{1}{2a_2(1+y_2/k_2)} \left[ \frac{a_{22}}{a_2} \left( \bar{u}_{22} - \frac{a_{12}}{a_2} \bar{u}_{12} \right) + \left( \bar{u}_{22} + \frac{a_{12}}{a_2} \bar{u}_{12} + \frac{a_2}{k_2} u_{12} \right) \right] \right\} \\
\tilde{I}_{32} &= \left\{ \frac{1}{2} \left( \bar{u}_{12} \right)_{,3} \right\} \\
\tilde{I}_{42} &= \left\{ \frac{1}{a_2(1+y_2/k_2)} \left[ \left( \bar{u}_{12} + \frac{a_{12}}{a_2} \bar{u}_{12} + \frac{a_2}{k_2} u_{12} \right) \right] \right\} \\
\tilde{I}_{52} &= \left\{ \frac{1}{a_2(1+y_2/k_2)} \left[ \left( \bar{u}_{22} - \frac{a_{12}}{a_2} \bar{u}_{12} \right) \right] \right\} \\
\tilde{I}_{62} &= \left\{ \frac{1}{a_2(1+y_2/k_2)(1+y_2/k_2)} \left[ \left( \bar{u}_{12} + \frac{a_{12}}{a_2} \bar{u}_{12} + \frac{a_2}{k_2} u_{12} \right) - \frac{a_{11}}{a_2} \left( \bar{u}_{11} + \frac{a_{12}}{a_2} \bar{u}_{12} + \frac{a_2}{k_2} u_{12} \right) - \frac{a_2}{k_2} \left( u_{12} - \frac{a_2}{k_2} \bar{u}_{12} \right) \right] \right\}
\end{align*}
\]
\[ \begin{align*}
\vec{L}_{13} &= \left\{ \frac{1}{2a_0 \prod \frac{1}{1+\frac{\gamma}{\mu^2}}} \left[ \frac{\Omega_{13} (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3)}{(m_1, m_2, m_3)} \right] \right\}^{1/2} \\
\vec{L}_{23} &= \left\{ \frac{1}{2a_0 \prod \frac{1}{1+\frac{\gamma}{\mu^2}}} \left[ \frac{\Omega_{23} (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3)}{(m_1, m_2, m_3)} \right] \right\}^{1/2} \\
\vec{L}_{33} &= \left\{ \frac{1}{2a_0 \prod \frac{1}{1+\frac{\gamma}{\mu^2}}} \left[ \frac{\Omega_{33} (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3) + (u_1, \omega_1, \omega_2, \omega_3)}{(m_1, m_2, m_3)} \right] \right\}^{1/2} \\
\end{align*} \]
\[ \hat{L}_{i,j} = \left\{ \frac{1}{2a_i^2(1+y_{Ez})} \left[ (\hat{u}_{i,j} + \frac{a_{i,j}}{a_z}) \right]_{ij} + \frac{a_{i,j}}{a_z} \left( \frac{\partial a_{i,j}}{\partial z} \hat{u}_{i,j} - \hat{u}_{i,j} \right) + \left( \frac{a_{i,j}}{\tilde{a}_z} \right) \hat{u}_{i,j} \right\} \]

(II.19)

\[ \hat{L}_{j,k} = \left\{ \frac{1}{2a_j^2(1+y_{Ez})} \left[ (\hat{u}_{j,k} - \frac{a_{j,k}}{a_i}) \right]_{ik} + \frac{a_{j,k}}{a_i} \left( \frac{\partial a_{j,k}}{\partial i} \hat{u}_{j,k} + \hat{u}_{j,k} \right) \right\} \]

(II.20)

\[ \hat{L}_{s} = \left\{ \frac{1}{2} \hat{u}_{s} \left( \right)_{s} \right\} \]

(II.21)

\[ \hat{L}_{4i} = \left\{ \frac{1}{a_i(1+y_{Ez})} \left[ (\hat{u}_{4i} - \frac{a_{4i}}{a_i}) \right]_{4i} \right\} \]

(II.22)

\[ \hat{L}_{5i} = \left\{ \frac{1}{a_i(1+y_{Ez})} \left[ (\hat{u}_{5i} + \frac{a_{5i}}{a_{12}}) \right]_{4i} \right\} \]

(II.23)

\[ \hat{L}_{u_1} = \left\{ \frac{1}{a_i a_i(1+y_{Ez})(1+y_{Ez})} \left[ (\hat{u}_{u_1} + \frac{a_{u_1}}{a_z}) \right]_{u_1} - \frac{a_{u_1}}{a_z} \left( \hat{u}_{u_1} + \hat{u}_{a_{u_1}} \right) \right\} \]

(II.24)
\[ l_{12} = \left\{ \frac{1}{\beta z^3 (1 + y^2 / \beta^2)} \left[ \frac{a_{123}}{q_{12}} \left( \frac{a_{123}}{q_{12}} \hat{u}_{z} + \hat{u}_{y_1} \right) + \left( \hat{u}_{y_1} + \hat{u}_{z} \frac{a_{123}}{q_{12}} \right) \right] \right\} \] 

\[ l_{22} = \left\{ \frac{1}{\beta z^3 (1 + y^2 / \beta^2)} \left[ \frac{a_{221}}{q_{22}} \left( \frac{a_{221}}{q_{22}} \hat{u}_{z} - \hat{u}_{y_2} \right) + \left( \hat{u}_{y_2} + \hat{u}_{z} \frac{a_{221}}{q_{22}} \right) \right] \right\} \] 

\[ l_{32} = \left\{ \frac{1}{2} \hat{u}_{z_3} \left( \right) \right\} \] 

\[ l_{42} = \left\{ \frac{1}{a_{3}(1 + y^2 / \beta^2)} \left[ \left( \hat{u}_{z_2} + \hat{u}_{z} \frac{a_{31}}{a_1} \right) \right] \right\} \] 

\[ l_{52} = \left\{ \frac{1}{a_{4}(1 + y^2 / \beta^2)} \left[ \left( \hat{u}_{z_1} - \hat{u}_{z} \frac{a_{41}}{a_2} \right) \right] \right\} \] 

\[ l_{62} = \left\{ \frac{1}{a_{5}(1 + y^2 / \beta^2)/(1 + y^2 / \beta^2)} \left[ \left( \hat{u}_{y_2} + \hat{u}_{z} \frac{a_{51}}{a_2} \right) \right] \right\} \] 

\[ l_{72} = \left\{ \frac{1}{a_{6}(1 + y^2 / \beta^2)/(1 + y^2 / \beta^2)} \left[ \left( \hat{u}_{y_1} + \hat{u}_{z} \frac{a_{71}}{a_3} \right) + \hat{u}_{z} \frac{a_1 a_2}{a_3} \right] \right\} \]
\[ \hat{L}_{ij} = \left\{ \frac{1}{Z_{2a_1} \left(1 + \frac{y}{k_1}\right)^2} \left[ \frac{a_i}{E_1} \left( \hat{u}_{n,1} + \frac{a_{i,2}}{a_1} \hat{u}_e - \hat{u}_e \right) \right] \right\} \] (11.31)

\[ \hat{L}_{i3} = \left\{ \frac{1}{2a_3 \left(1 + \frac{y}{k_1}\right)^2} \left[ \frac{a_3}{E_3} \left( \hat{u}_{n,3} + \frac{a_{3,1}}{a_3} \hat{u}_e - \hat{u}_e \right) \right] \right\} \] (11.32)

\[ \hat{L}_{33} = \hat{L}_{+3} = \hat{L}_{53} = 0 \] (11.33)

\[ \hat{L}_{63} = \left\{ \frac{1}{a_3 a_3 \left(1 + \frac{y}{k_2}\right) \left(1 + \frac{y}{k_3}\right)} \left[ - \hat{u}_e, \frac{a_i}{E_1} \right] \right\} \] (11.34)
APPENDIX III

This appendix is devoted to a more detailed description of the element as well as a more thorough discussion of the computer times and techniques used to solve the nonlinear problems.

As discussed in the body of the text, the finite element can be considered to be a quasi-3D element. That is, it consists of a 2-D isoparametric element containing degrees of freedom of $u$, $v$, and $w$ at each of its nodes. This 2-D element is used to discretize the reference surface. The effects of the deformations through the thickness are accounted for by including rotational degrees of freedom at the reference surface, the outer surface of the structure, and at each of the interlaminar boundaries. This leads to an element which has $2M+5$ degrees of freedom per node as can be seen in Fig. 42.

The test problems discussed in Chapter IV were solved on the CDC CYBER 175. Each of the nonlinear problems presented were solved by using the Newton-Raphson method. This was accomplished by an incremental load method followed by the Newton-Raphson iteration between each load level to obtain equilibrium. This incremental-iterative technique was used mainly so that the solution process
\[ \Theta_{ij} = \frac{\partial \hat{u}}{\partial z} \quad \text{(ith node; jth interface)} \]

\[ \Phi_{ij} = \frac{\partial \hat{u}}{\partial z} \quad \text{(ith node; jth interface)} \]

**Fig. 42** 3-noded Finite Element
could be observed and the plots generated.

The solutions were generated by first solving the linear problem, i.e. using \([K_0]\) terms only. The load was then incremented by the amount which is indicated by the graphical symbols of Figs. 36 and 39. For Pagano's problem using a \((0,0)\) ply lay-up, the incremental load factor was 23. For the same problem but with a \((0,90)\) ply lay-up, the incremental load factor was chosen to be 10. The incremental load factor used in Chia's problem was chosen to be 30. These choices were made based on observation of the linear solution at the maximum load level desired and selected so as to give favorable graphical points for the curves.

To illustrate the rate of convergence of the solutions for each of the load levels, Table III.1 is presented. This table shows how the solution progressed for Pagano's \((0,0)\) ply lay-up problem. Note that the inclusion of the full nonlinear stiffness matrix terms \([K_2]\) did not result in a drastic increase in the number of iterations required to reach equilibrium at each load level. There was only a nominal increase. These solutions were obtained in nearly the same computer time as well. The \([K_1]\) solution was obtained in 1085 CP seconds while the \([K_2]\) solution was obtained in 1107 CP seconds.
TABLE III.1

Comparison of Iterations Required for Convergence

<table>
<thead>
<tr>
<th>Load Level</th>
<th>Using [K1]</th>
<th>Using [K2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>50</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>75</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>100</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>125</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>150</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>175</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>200</td>
<td>26</td>
<td>27</td>
</tr>
</tbody>
</table>

The convergence criteria which was used to determine equilibrium was suggested by Zienkiewicz (48). Iteration was continued until the norm of the force imbalance vector was less than some tolerance times the maximum observed norm for previous iterations. For the nonlinear problems shown in this work, the tolerance was set at .0001.

Table III.2 shows the progression of the solution for Chia's problem. Again, there was no large increase in computer resources required to include the [K2] terms. The [K1] solution (which was solved to a load level of 200) was obtained using 62 CP seconds while the [K2] solution (which was solved to a load level of 300) was obtained using 318 CP seconds.
Since Pagano's problems were worked using 5 8-noded elements (2x2 integration) and Chia's problem was worked using 16 4-noded elements (1x1 integration), one readily observes (from the computer time required for the solutions) the savings which was realized by using the 4-noded elements with 1x1 integration.

TABLE III.2
Comparison of Iterations Required for Convergence

<table>
<thead>
<tr>
<th>Load Level</th>
<th>Using [K1]</th>
<th>Using [K2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>100</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>150</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>27</td>
</tr>
<tr>
<td>250</td>
<td>-</td>
<td>44</td>
</tr>
<tr>
<td>300</td>
<td>-</td>
<td>68</td>
</tr>
</tbody>
</table>
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ABSTRACT

A non-linear thick composite shell theory is presented in which the through-the-thickness displacements are modeled using a variation of a cubic spline. The theory is developed by considering the Lagrangian strains in conjunction with the 2nd Piola-Kirchhoff stress. This formulation leads to a theory which encompasses large displacements with moderately large rotations but is restricted to small strains. The imposition of the cubic distribution through-the-thickness insures that the compatibility of the displacements and their first and second derivatives and thus the shear strains are maintained from lamina to lamina. The cubic distribution is seen as a higher order approximation than has been previously employed, but because of the nature of the spline, the theory is less cumbersome and more easily implemented than the parabolic theory. In addition, there is no introduction of additional degrees of freedom with the cubic theory. A family of 2-D isoparametric elements is employed in conjunction with the theory to solve a class of 3-D thick plate problems. Results are presented showing comparisons which are in good agreement with previous work.