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PREFACE

This research effort describes the contliaued development of an
Lmproved Unlversal Network Interface Devic= (UNID LI). The UNID II's
architecture was based on a preliminary design project at the Alr Force
Tastitute ot Technology. The UNID Il contalas two hardware modules: a
local aodulz for the network layer software and a network modul2 for the
data link layer software aad physical layer fntecface. Lach wmodule is
an independent single board computar (SBC) residing on an [atel multibus
chassis, complete with its own m2mory (EPROM and RAM), serzial link
interfacas, and multibus interface, The local nodule is an 133C 544 and
the natwork modulz is an iSBC 38/453. Thls raport docuaents the dztalled
hnacdware and software design, test, and iantegration of tils system,

[ aspecially thank my thesis advisor, Dr. Gary Lanont, for his

perslsteace and perseverance in nudging w2 through this challenging 2nd
suacce2ssful endeavor. My thanks as well to Major Walter 3cward and Major
xeana2tn Caster for thelr valuablz2 coamments, snggsestisos, and
cacounriganeant durlng the course of thls fnvastigaticn., [ greatly
ipnrzciate tite assistaaca from Mr. Jervilla Wright, Mr. <haclie Powers,
©“ap%t L2e Baker, and Mr. Robert Durham for their techanical aad supply
sappoct. ¢ Capt Xea colz zoes special appreciatlon for the scinalatiag
aad cinilleugies theoreclel, fachaical and recrzational convecsatious in
the JNI) developuaz2atal phases Suriag the dead of the algnt. Last, Lut
certialaly anot least, to my two sons, Marek and Derrick: We will soon
kave tihe tlae tor the fishing, skifng, hik{1g and huating that we have
foragona thes2 last 13 moaths; thank you for your patieace. To ay wife
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Abstrggg

This research effort describes the continued devalopment of an
fnproved Unlversal Network [aterface Device (UNID IL). The UNID [I’s
archltecture was hasad on a preliminary desiga project at the Air Force
[astitute of Techaology. The UNID II contains two malan hardware
nodules; a local module for the network layer softwarz aanad a network
qodulz for the data liank layer software and physical layer Intecrface.
Fach nodulz is an iandependent singls board computer ($SBC) residing oa an
intel multibus chassis, complate with its own mamory (EPROM 1nd RAM),
serial Liax iaterfaces, and multibus iaterface. Tha local aodule Is an
Intel {33C 344 and the aetwork modulaz is an Intel 1SBC 33/45. The
natwork layer sofitware supports tne CCITI X.25, datagram cption,
protocol and the data link layer software supports the CCIIT X.25 LAPB
(HDLZ) protccol. This report documents the detaltled hardware and

softwara Jdesign, incegration, validation and test of this system.

ry
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iL
b CONTINUED DEVELOPMENT AND I[MPLEMENTATION |
OF [HE - -
UNIVERSAL NETWORK INTERFACE DEVICE (UNIN) [I :
IN THE ;
DI ETAL ENGINEERLNG LABORATORY NEIWORX (DELNET) 3
- V{
I. Iantroduction and Background

Introduction
This thesls descrivpas the developmant aad tnplem2atation of the - 4
Uaivarsal Network Interface Device (UNID) TII. Chapt2r Oae provides an ]
1 iatroduction to the UNID and the Digital Engineering Laboratory Network i
E' (DELNET). Chapter Two 2laborates on the requirenents and standards usad - 5
f in the UNID and DELNEL. Chapter Three explains the hardwire ;
; architecture and Chapter Four elahorates upon the supporting software j}
i (6. d2sign. Chapter Five describes the testing philosouphy, design and ;L;;
rasults while Chapter Six concludes the thesls with a summary and ,j
recomnendations for future work. -i
Chapter One begins with the background of the Digital Eaginesriag ;ﬂ;j
Laboratory Natwork (DELNEI) and the Usivarsal Natwork Iaterface Devica f;ﬁi
(UNID) I. 1t then covers the curreat status of the UNID {7, problaa .i
stataanent, scope, assumptlons, staadards, approach, =2quipment, .nd octher ;
support required to davelap and implameat a workiag UNIC II. ' 1
]
Bac<ground "
In 1977, a ceport from the 1342nd Electronlcs Englaserlang Sroup - :
(AFCC) statad that 3 local area anatwork (LAYN) would be an ideal fi}%
candidate to connect the ayriad of elactronlic data devices resf{dent on a ';sig
typlcal Air Force Base (1), The iuthors of tha report saw the need for : .;
1 -1 .
e e e S T e e e T T T e e S
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soma mathod of connecting these equipments tn such a way so that user
data processing and telecommunications needs could be efficiently and
effectively satlsfied, The report summarized that a multi-riag natwork
concept would be a primary candidate for a typlcal base lavel
teleprocassing aad narrative message aetwork of th2 late 19807s. A key -
to the multi-ring concept was the developmeant of five different
functional devices to handle the requiraments of faterfacing the diverse
user aquipment to the multiple ring structura. This basic idea was
2xpanded and tasked to Rome Alr Devalopment Center (RADC) for

incocporation Into a post doctoral study program (75). An initial

concept of the multi-ring, base level network is shown in Figure 1-1. -
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Figura 1-1. Initial Coacept of a Multi-Ring Base Level Natwork (75)

Further investigation of the system requirements and functlonal
definitions revealed that the five differeat devicas could ba
incorporat2d into oane plece of hardware. Since the singlz device must
Interface many diff2cent user equipments with the multiple rlag
structure, Lt was glven the name Unlversal Network [aterface Device, or

UNID, for short.

et e
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It was at this polnt that the Alr Force Institute of Technology
(AFIT) became fnvolved. An overall plan was devaloped for the
architectural, hardware and softwar2 desligns of both the DELNET and the
UNID, The plan also iacluded the use of the DELNET and UNID for
educatlonal purposes in computer anetwork courses and reseaarch,
Master’s level thesis efforts bLegan in 1978 with Sluzavich who outlined
the initial coanceptual hardware aad softwar2 desligns for the UNID.
Sluzevich separated the design of the UNID iato four tasks (84):

1. Define the functional requirements of the UNID.

2. Translate fuactional requirements into system design.

3. Design the UNID's hardware.

4. Deslgn the UNID's software,

The UNID began lts avolution in a modular dasign which would allow

the requlired degree of universality. The design consistad of thre=

\e
logical parts. The first part Lnterfaced the UNID with the host
2quipmnent. The second interfaced the UNID with the multiple ring LAN. K
The third part was a processor to provide the control and processing i;

capabilities for the first and second pleces. In 1979, Brown (7)

upgraded tae basic design by expaanding the processor into two
procassors, one for tha local host equipment and the second for the ring
LAN. A shared bloack of memory was also fncluded in the design to allow
the two processors to move data from tha local to natwork hardware and
vice versa, In 1330, Baker (4) addressed the neced for further software

development and testing of both the hardware and softwara required to
obtain an oparationil device., ‘'le also i{mprovad existing hardware and
software devalopment tools to accomplish the UNID hardware and software

testlng., [n 1931, Papp (74) devaloped the operational hardware for the

.
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UNID. Hdis work 2also Included complete documentation and testing. Cuomo

AR AR ATy |
,

(11), 1n 1982, itmprovad the hardware design by changing the procassor
aemory fcom dynamic to static, Lncludlng four ports for tha local host
proc2ssors, and improved the internal wiring to minlmize nolse and O
spurious Interference. 3pear (86), Ltn 1933, began a through redesign o7
and iunplamentation of the UNID I hardware to eliminate many timing and

other wirlag problems that had heratofore existed.

At the same tims Sluzevich began the UNID developmzat, Raveascroft ;
began work on the conceptual design of a local ar2a nz2twork for the
Digital Engineering Laboratory (DEL), later called the DELNETL (79%).
Jobart (33), in early 1981, began the conceptual devzlopment of the
software which would eveantually be neaded for the DEL. He used

structured analysis and design techniques (SADTs) to develop the initial

data flow diagrams (DFD) for the network. In 1981, Geist (29) b2zaan the

. v
(Y . .
protocol devalopment for the UNID, He used the International Standards v:}:
Organization (ISJ) Open Systems Iaterconnectlon (OS[) (12) model as the o

basic franework for software desizn and devalopuent in aa eftfort to iﬁﬁ:

provide 1 standardized seot of network protocols. He further reflned the
iaftial data flow requirements and Jdocumeantation., Ia 1932, Hazelton (32)
itaproved the flrst three protocol layer designs., He developed the basic
softwar2a for the ilmplamentatior of the Coasultive Comnittee for
[nternational [a2lephone ind Telagraph (CCL{T) Liak Access Protocol (LAP)
at the data linkx liyver iad the baslec structure of the CCIIT X.25
protocol for the networx layer.

fn 1933, Phister (75) Lmproved the Jdata liak layer softwar.,

Javeloped the tanittal 1etwork layer software for datagram use, and

developed the fnltial start of the transport liy2c protocol ustag the
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CCITT X.12! and T[lraasmission Coatrol Protocol/Internet Protocol k

(TCP/IP). The DELNEl standards were also established during this 2ffort 2 _.4

and are described In (75:Appen C). The requirements and documentation .:;11

are discussed {n detail Ln Hobart (33), Gelst (29), Hazelton (32), and i

Phlster (75:Appen C) and reviewed for completeness ln Chapter Two of -:

; tinis thesis, With the application of the stiadirds aad a hacrdware aad ‘

::‘ software modification to the origiaal work (84) to allow the ring

& commnunicate in both clockwise and counterclockwise directions, the _V j
DELNET architecture 2volved as shown in Figure 1-2. There are a maximum

of 15 UNIDs on any one dual ring. UNIDs one through 15 service various

b local area networks and host users. UNID J Is reserved to conanect the ..__.j
i Jual rings of UNIDs together. The addressiag scheme follows the

standards established ta (75) aad is discussed ia greatar detall ia i

- {75:Chap 2). ....._..:
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Flouce 1-2, DELNET Acchitectiure (73)

Concurrent davelopmant of an Lmproved UNID, callad the UNID LI,
based on the Iantel 3930 family Of processors, bdegan ln 1331 when Gravin
(30) developa2d the initial design. He used the current nardwar=
architecture of the UNID U as hils starting polnt. dis =miian goal was to
design a UNID LI which would be compatibla and operate wlth the UNID L.
Ia 1932, Palmer (73) used Sravin”s deslign and began the hirdwarz and
software implamentation. While Palmer ~as 1bl2 to bulld both the local

host hardware 1nd the n2twork niardwara and {atercface {t with 1n otf-the-
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shelf 8046 based processor board, the implementatfon was not completed.
In 1933, Matheson (64) followed with the hardware Implameatation and
bezan the translation of the system software deva2loped by Phister iato a
language compatible with the Intel devalopment systems. Matheson
dilscovered during his prelialanary hardware lmplemantation that the
network hardware desfgoed by (73) would not work properly as originally
designed (64). He then bezan an Intensive hardware redesign effort to
produce a worklng hardware design, He obtained a feasible hardware
design but at the cost of limited software translation from the UNID I
system and test of the UNID II system, 1Tt Is at thls polnt where the

current effort begins.

Curreat Status

A hardware design for the GNID Il exists (64). Aaother alternative
using off-the~-shelf single board computers was fnvestigated with the
result that the UNID IL developmaant could proceed mors celiably usiag
siagla board computers. The hardware acchitectural and {mplementation
cohanges using Tatel SBC 544 and $BC 33/45 singlz board computers are

discussed ln greater dz2taill in Chapter Three.

ProboIam Statement

integrat2 the 3BC 544 aad 88/45 stagle board coaputers aad

implament the existing scftware designs to produce a functionial UNID [L.
Specifically:

l. Lnpla2meat the lntagraction of the Int2l 3BC 83/45 and SBC
344 boards.

2. Convert the networs (data link layer) 2L/Z software to
PL/M aad vialidate {ts functionality,
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3. Yalidate the fuactionallty of the already traaslated
local (netwocrk layer) PL/M softwire,

4. Integrat2 th2 local (network layer) and n=2twork (data
link layer) softwars and test the UNID II as 1 functlonal
entity.

5. Integrate Into aad test the UNID [I tn the DELNEL.

Scope

fhe S8C 33/45 and S8C 544 slagla board computers will be checked
tor functionality. Development and implamentation of the necessary
software to validate the functionality of the SBC 344 and the S8C 33/45
boards 1s a single fuanctional entity will follow. Convarsion of the
remiiniag UNID I PL/Z software to PL/M and its fuactional validation is
the naxt step, followed by a fuactional simulation of the UNID II
sof twira on the Intel ISIS software davelopmant system. Int2gration of
tnz local 1ad network softwar2 and its functional validatioa on tae UNID
IL is next witn the integratlon and tast of the UHID 1I i{n the DELNET is

t12 last step,

\ssunptions

1. [t is assunzd that the local aad network boacds work
proparly.

2. [t Is assumed tnat the local software design a3
oraviously deva2loped and translited functions properly,

3. It Is assuazd chat the network softwars desiza as
davalonad fuacticns properly,

Summnary of Current Lnowladze

Tn2 aost up to date summacy of the UNID and the DELNET is described
In detall Lo Phister (753). The background In this chapter glives a

chronologlcal history of tne devalopnaat of the UNID. The curc=2at
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status of the UNID [I 1s described 1bove, Detailed laformation may be

found in the bibliography.

Standards
The staandards used in thls thesils effort will follow those used for
I the DELNET and the UNID I as developed by Phister, et al, In their work,
These standards laclude:
1. IS0 Open Systems Reference Model DP-7490.

i 2, CCLTT X.1, X.2, and X.95 for Class of Sarvice,

)
.

CCIIT X.121 for routing control.

Traasmisstion Coantrol Protocol/Internet Protocol ({CP/IP).

Fis

) 5. CCIIT X.25 for networ« control.

6. IS0 3309-1976(E) for data Link control.

7. Hizh lavel Data Link Coatrol (HDLC) protocol,
{ e 3. CCLIT LAPB.

3. RS-232C, RS-422 and RS-449 at the physical layer.

The standards are internatioanal and natlonal in thelr scopa and
i application and will be followed as presviously implamented to maintain

compatibility with the UNID I and other data processing, taleprscessiug,

and talacommunication equipmezats. The staadards will reviawed in

i farther detail in Chapter Two.

Approach
: The first step will oe to simulats the functlonality of the local
' (network layer) and actwork (data liak layer) software modules., This
; will be 1ccomplished on the Intal System ILL in tne Computer
) Conmunications and Networks Laboratory. Tha Lloput/output (IL/0)
B

raqulraments of the software can b2 satlsflad by the use ot the I[SI3
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vpercating system functlons. The software caa then be validated and
corrected as necessary wlthout the use of the target hardware. This
approiach allows a “simpler” and time efficient software devalopment and
vilildation phase.

The second step is to lancorporite the target systzm Lnitialization
softwara into tha local and networc software devaloped La the first
st2p, A final software module is built which can then be programmed
Into EPROMs for the SBC 544 and SB8C 38/45 boards. A CP/M systam will be
ased to sinulate a local host for the software validation hosted oan the
single board computars,

The third st2p is to integrate the UNID I[I into the DELNEL and
begia the software validation of the UNID II software in its latended

aavironmeat,

The Iatal Systeam IILL is requicad for PL/M software cosavarsion,
devalopaent, aad system software simulation. Thz Tntel Systeam ([1/219
is requlirad for word processiag., Wirewrap tools, wirewrap wire,

soldering fron and solder, assorted plizrs and othner tools are required.

Jther Support

Supply 3ad conctractlag support for the acquisition of incezrated
ciccuits, nardware, software and othar manufacturar’s wmanuals will be

required. A workbenciy, desk aad admialstrative supplies are requlred.

Concluslqg
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[he chapter begian with the history of the Digital Eazlnearing Ve

Liboratory Network (HDELNET) and the Unilversal Natwork Interface Device
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(UNID) I. [t then covered the current status of the UNID [I, problem
statement, scope, assumptions, standards, approach, aquipmant, and other
support required for the further devalopment and implementation of the
UNID [I to a working system. The next chapter discusses the UNID II and

DELNET requicements.
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[I. UNID LI and DELNET Requireaents

Introduction

This chaptar summarizes the requirements established fn previous
thesis work (30, 75, 64). A suamary of the UNID Il requlrements is
first follow=2d by 2 summary of the DELNE[L requirem=2nts. This summary 1is
repeatad ia large part from Matheson™s work as no aew requirements have

been established aor Jeleted except 3as notad later {a the chapter.

UNID II Requirements Summary

[he orlglnal 4GNID design was based on the following genaral
criteria (84): -

1. The UNID should function as a store aad forwiard coacentrator
and have message routiag capabilities.

2. The OUNID might require speclalized 1/3 ports for unique .
communication requirements. -

3. The UNID should be capable of {ntarfaclng to varinsus network
operatiag systams aad onrotocols,

4. The UNID should prcvide an eavironmesnt for coaputar
communication natwork studies, K

fhes2 concepts are still valid and are the prinavy dasign gcals tor
the UNI» [I. Th2 UNID II Is projected to be used in rhe DELNET. Ihe

UNIDs are coafigured in a dual ring with the host systems forming 1 atae

at each aode. dowever, the UNID should be designed to interface with
other netwsork configurations which could be iImplamentad 1t 1 latar date, ]
fhe UNID hardware should be as flexiblz 13 possibl2 so zhat changes in | 1
network protocols can be done in software or firmwace rather than by

changlag or redesigniag the tardware.

At the lowzst, or hardwiare, lavel of protocol the Lnterfaces have 7
beena definad to conform with tne §IA 5-232¢ (13) 1nd RS-449 (19) T o
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standiards, Th2 local interfaces to computers or terminals will use RS-
232C and the netwock lntarface between UNIOs are coufigured for RS-422
and RS8-449. Higher levels of protocol should interfaczs so that chaages
in the upper lavels can be accommodated with changes in UNID software
rather than hardware. The various levels should have clearly defiaed
interfaces to makes updates and changes easler and faster.

Structured analysis and design techniques (3ADT3) were used to
devalop the functional requirements of the original UNID (84). A design
using a modular approach was then daveloped. Three separate hardware
modules were identifiad: (1) a local iaput/output (I/0) mnodulzs for
interfacing the UNID to the user’s computers, terminals, or modems; (2)
1 netwock I/0 modula for interfacing the UNID to other UNIDs over the
network; and (3) a dual processor modula for matching the local I/ to
the networkx 2avicoameat (84:154-135), The threa modul: types werte
salected after analysis of th2 requirements using SADT naethods (34:11-
31).

Ia 1931, 2 tie

[}

is z2ffort was begun to design an inproved UNLDO, the
3036 based UNID L[I. The original fuactional requlirements (34, 32} wera
usz2d to produce Jata flow diagrams (DFDs) (30), and a new functional
requirz2ments nodal was devaloped for the UNID [[, The requicrsments
which a2rze ased to develep the requirements modal are listad in Table

[r-I.

L]

he result indicated that two distiact groups of raquirements
were presaent.  2Jue Jgroup d2alt with the haandling of local nessages aand
the other with the handling of network massages. While there wera muny
similarfitias in fuaction, both groups were consldered necessary. The
OFDs served as the basls tor the design of the UNID [1 and are of

suftlcient detall to ald in the tapla2mantation of the JHID [L. The

e - L R A A T PP S L P U SO S B T S Y
. R T N O M e A T e -




-
- d
origlnil DFDs are reproduced In Appendix A,
{ Tabla [[-I. UNID [L Requiremznts (64) -
] 1
’ [. Iaterfaca a wide varlety of n2twork components and i ;ﬁ
handls various topologles. ! -
! | K
’ A. Acconnodate dissimilar computing ejulpment ; 3
' l. Accomplish coda coaversioan i
| p
X ! 2. Perform data rita speed counversion ’ ,
' 1
: 8. Iatarface peripherals aand user terminals to the ! ]
j network ' 1
! ! {
E C. Interfac2 host computers to rthe natwork
! j
1 . . !
' D. Provide a networx to a2twork interface (a gataway! :
i
| |
i [L. Perform indepeandantly of network compoanents
} 1' - 4
A. Hdandle astwork data transmissioa and raception f 1
1. Accomnodate network thrvughput requiremeats ! _f
‘ and flow coantrol | 4
; 2. Adapt to different protocols i ]
‘ 1) Handle ooth synchroaous aad asynchronous 1 -~
! comnunication { e
; b) Edit 1ad pack characters into formatted { 1
i a2ssazes | .
' ¢) YJnpiack a massage ! }-J
, 1) cerform paralla2l tc serial and serial to ‘ T
i pirallel data conversion . R
; 2) Uandl2 error coatrol functioas such as 1 e
1
i e : 4

message acknowledg2, no acknowledge,
tapeat, and tlnout
5 3. Perform error checking and recovery procedures

' 3. Relieva host computers from astwork specific ]
| functions j k
{ l. Provide a2 nuffer to swmooth message traffic i 4
! 2. Poll comwmunicatioas lines if they are \ . !
| qultldropped ; s
} 3. Haundls Interrupts i SR
i 4., Routz massages to desired destlnatioas

: 3,

. |
Zollect performance, tratfic, and arror i
! statiscles ;

[LI. Provide testbed for computar network studies and resesarch

w
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DELNET Functional Requirements

A survey of potaatial DELNEL users was taken in 1931 as part of -
another thesis effort (32)., The responses to the survey were used to

formulate a set of functional requlreamants for the DELNEL. A summacy of

the requirements which were considered to be the most important ara: N
1. Ability to transfer files across the network.

2, Abillity to share peripherals attached to the hosts on the
DELNET.

3. Flexibility with respect to the network topology, protocols,
! and traasmission media.

4. Performance moaitoring capability.
i' 5. High percentage of availability. a-

6. User traasparaacy to network configuration and specific
oparating systams of hosts.

Jther additioanal features wera [dentified in the survey but were
not cousidered as important foc thz faitial implemeatation. Some of the -
fdentified features which may be considered in the future include:

1. Permit software tool sharing,

2. Perform distributed proc2ssing. -
3. Use distributed databases.
4. Iacorporate fault tolearance.

5. Provide 31 n2ans to connect to other networks such as the
AFIINET and ARPANET.

6. Coannect to tihe local Cyber 730 and DEC vAX 11/739 (Uanix).

7. Provide data privacy.

3. Provide security for classified projucts,

While providing sacurity for classified projects Is a desirable
goal, ft 1s not within the scope of the DELNE[D aor the UNIDs to

aceompllsh this goal. Alr Force and othar securlty directivas <o
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{mplemented by the Electroanle Securlty Connand (ESC) will not approve a
secure aetwork La the AFILT environmaat due to: lack of physical
securlity; tack of [EMPEST approved equlpment; and lack of trusted
computer softwars, aad it’s associated hardware, validated and approved
by the National Security Agency (NSA). Providing data privacy,
includiang user autieaticatlion and verificatlon procadures, for the
DELNET users, also desicable goals, ts within the scope aad pervue of
the DELNET aad the UNI[Ds. Recomnendations in this area are discussad
further in Chapt2r Six.

Jtiltzing the user generated list of functional requirements, a set
of raquicremeats For the DELNET hardware aand software was established. A
rlag topology was laitially selactad for the DELNEL connectlons with
eich node providing a star subnet to the local usars. TIhis 1s the same
basic configuration racomazaded in the 1342 EEG T2chnical Report (1) for
Dase le2vel coumunications systems axcept for the star subaet., The
raport seemed to Ladicate a singls usac it each networ¥k intaerface while
the DELNET ra2quirement Lls for multiple hosts, up to four in tie curreaat
{asign, sneich natwork aode. With the ring topoiogy, devalopmaat of
touting 1lgocithns {5 easler and systen expansicn siaplifizd (37:Chap

7), sinc2 an elaborate routing schem2 is aot neadad sad naw nodas can be

w

21sily connected to the anetwork.

Ine system r=quiraaents outlined in the orlginal thesis (84)
avolved and becume tha basis for a serles of additional iavestizations.
Further r2flaemnaat of the DFDs was accomplished (33), tfollowad by
fmplaneating standarcds, developing softwire procedurzs and writing the
necessicy code (29, 32, 75, 64). At the sana tlne, the UNID hardwar:

design wis modified aad cetined (4, 11, 74, 43) to correct xaowa

™
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problams, lmprove reliapility and create the duil rlng topology of tha
UNID network (75). Demoastrations of the DELNEf were accomplished (n
1931, 1933, and 1984 but were limited due to the lack of complete

sof tware above tie network layer.

Protocols

I[n establishing the protocol standards for the DELNETL, various
protocols recommended by both natf{onal and finternational standards

-

organizations were revizwed and those which seemed to “best” meet the
stated requirements were salected. A packet switching protocol using
the CCIIT X.25 standard was orlglaally chosan (29).

Slacz the work was aad will continu2s to be accomplished in stages,
with flexibility remaining a design goal, a recommz2adation was made and
accepted (32) chat tha IS0 OSL Refereanca Model (12, 37) be used for tha
overall DELNET protocol design., The development of specific protocols
for the VELNET and implemented on the JNID are (73):

l. CCIIT X.25, LAPB (HDLC) in the data link layer,

2. CCITT X.25, datagram service in the network layer.

3. CCIITr X.121, internet descrlptioas ia the traasport layer.

4a. [CP/IP in the transport layer for datagranm service,

5. Federal Information Processing Standards (FIPS) and
Nationil Bureau of Standards L[a the transport layer for
virtual clrccult secvice.

Since the UNID IL will be nodes fa the DELNET, it will support the
[S0 SI RQeferenca Model., Previous work (75) established that the UNID
would inltially support a datagram secrvice, with the three lowar layers

of thz model, called the subaet, implemeated In the UNID. Tha host

would inpla2meat the uppac four liyers. Tats partlcular sepiration of
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the layers {s common for a datagram service network (87:Chap 3). As an

ald to understanding both the model and {ts implemeatation oa the DELNET -

aad the UNID [I, a obrief descrlption of the model aad the above

standards follow.

ISQ Reference Model [

- The TS0 OSIL Refereace Model is int2aded to be a vehicle for the
development of specific standard protocols within its saven layers as
!: shown in Figure 2-1, The layering divides 2 very complex task lato ;
smaller tasks with each baing relativaly iandependent of the others.

Other organizations, such as the Natfonal Buraau of 3Standards, have

established and further clarified standards which operate within the '

framework of the OSI model (21, 22, 23, 24, 25, 26, 27).

I |
- %LevalLayer Layer Unit l
\e !f ! :
i dost A Host B |
? i
v 7 Application - = = = = = = = = =« = = = - ~ - Applicacien s i
I5 2resentatioa -~ - = - = = - - - - - - - - - - Presantation s3 ; .
to5 Sesslon =~ - - - - = = = = « =« - - - - Session Msg ' . ol
La Transport = = = = = = = = = = - - -« - - - Transport Msg '
| | :
; 1
i3 Naetworx - - Network - - Jetworx = -~ Necwork Packeat
o2 Dita Link - - Data Link - - Dita Link - - Data Link Frame )
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i UNID ~==--==-- UNID  ===-=--- UNID -=-=--- UNID |
l ]

Flgure 2-1. IS0 OSI Reference Molel Applied to RELNEL and UNID (75)

At any given layer (2xcept th2 physical layer), a program in oaz "
layer communicatas with a cocrespoading program in the same layer fa ;5.:
anothar host or node In what Ls cilled a “pesr process”. While the two

hosts loglcally conaualecata directly with eich other (the dotted lLines
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t la Figure 2-1), all communications in fact must pass through the lowest ;
+ .
*] layzc siace the oanly physical conaection s at that layer (the solid o]
) lina in Figure 2-1). Each layer, while logically communicating with Lts ]
E; peer process ln another host, provlides various services to the next Tleg
5 higher layer abova Llt. For example, the physical layer provides the :-:i
physical commuaicatlions link services for the data link layer.
The content of the applications layer Is deterulaed by the user ]
raquiremants. This layer may represent data base exchaages, user to 4
user lanteractive trafflc, or messaze tratfic as examples, :
The prasentatlon layer haadless the data format transformations
whicihh can include data compression, file translation, eald to end S
aacryption, and virtual terminal protocols. f
The sesslon layver normally performs addressing and connection
\; aanagemant of the network for the host, but in fact, somz 2f these ————
functlioas are oftea subsumed in the transpcrt or presentation layers in
an actual {mplamentation (37:Chap 23, Chap 9). .
Jace the data is formatted and addrzssed, it must be transmitted. L

Fh2 transport layar provides the host nessages to tne comaunlizations
facilitles for 2ventual transmission. Thls layer should provide acror
tree, end to end communlcatioas betwean hosts., Sonme axamplas of
services at thls leval include ercor checking and ra2covery, flow control
for the host, sequenclag of the nessages, aad establishmant and
tarninitlon of 1 host to host conaectlon. Tha [CP Is iaplenentad at

this layer in the UNIDs aad the DELNET (73: Appen ).

The [P protocol Is usually implament:d between the transport and

nztwor< Llayers to I{nterface networks with Jdiffecent protocols and data

entity formats through a coaaon, standacd peotocol (37: Chap 3). The
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most conmon lmplementation of the [P Is wher2 two different networks are
coanected theough 2 gateway, A giteway Is a set of computer hardware
ind software programs through which two different networks caan
comadnicate. The most common implamentation of a gateway I[s where the
functions of the gataway are divided in half and implemented at nodes of
the two different networks. The I[P protocol is Laplamented as the
¢omnon protocol bhatween the gateways and the next higher and lowerc
layers, the transport layer aad the anetwork layer, respectively. The IP
protocol is effectively sandwiched between the transport and network
layers, formiag another layer that could be callad the internet layer,
laysr three-and-one-half. The sandwlched layer representation is shown
in Figure 2~2 as applied to the ISO OSI ia the IJNID aad the DELNET.
Although the IP ls used batween two different n2tworks, it may also be
used between a host and tha host’s serviciag packet switching node. The

IP protocol {s implamented in the UNID and the DELJEL (75: Appen O).

P e A

WL IR R

~ R

. LavzlLaver Layer Unit |

Host A Host 3 ;

7 Application - = = - = = = = - = - - - - - - Application sz i

. 6 Prasentation = - = = = = - = &~ - - - - - - - Presentation ‘sg '

5 Sessfon - - - - - - - - ~-------- Sesslon sz |

; 4 Transport = = = = = = = = = = = - = = - - Transport Asg

P35 [nternet = = = = = = - = = = = - - - - ~ [aternet NData- |

; [ gram

‘ . l

3.5 [natarnet = = = = = = ~ = = - = ~ - = = = [atzenac Datagram|

3 Network = -  Network - -  Network - -  Network Packet !

2 Data Link - - Dita Liak - - Data Link - - DNData Link Frame |

1 Physical ---- Physical ---- Physizal ---- Physical Bit |

{

) i

: UNID ~=-—===- UNID  ---===- UNID ======- JNID —«J
- — —

Floucae 2-2, [30 OS[ Refarence Model with the Internet Protocol (IP).
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Subnet
q Fhe lowest thrze layers comprise the subact., These layers route
data through the natwork from oane host to another while the higher
levels are concerned with the dialogue between the communicating host
i pe2r processes. In the DELNET and UNID applications, tihe UNID contalas
the subnet protocols. The access protocol selacted for the subnet Ls
the X.25 creconnendation of the CCII[. This standard was chosen to
c: 2stsblishn and maintain compatlibllity with other networks. This protccol
standard describes tha interface and procedures for packet switched

service and ls defined ia thr2e independent architectural lavels which

are commonly used for the three subnet layers. FEach of tha subnat

L
: layers is discussed in somz detall becausa they encompass the software
: 1ad hardware functions of the UNID,
A \e .

d2twork Layer
- rhe network liayer, referred to a3 the packet lavel by the CCIIT, is
52 the top leval of the subnet and is primarily respousibla for routiag,
ﬁ' sequencing 1nd flow control. It determines the patn that 1 massage, or

packat, should take through the network from the originatlag host to the
destination host. In most networks the two host compaters may be
separated by nodes which are not directly connected ia the particular
counaction. There {s usually more thaan oaz path betwea2n the two
connected hosts, as w2ll. £Zich nodz2 In the network must datarmiae whica
way to sead the data so that it will reach the intended destination,

In the 1930 revision of tha X.25 standard, some signiflcant

techaical 2nhancemants were made (23). Two of the most Laportant to the

DELNET aad the UNID are: the additlon of provislons for ditagram service
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and the addition of a fast select facility to the virtual call service.
Datagrams are self-contafined packets which contala sufficiant
address ifnformation to be routed to their destinatlions w<ithout the
astablishment of a virtual clircuit through the subnet. Virtual clrcuit
call astablishment procedures, with their attendent ovarchead, ac2 not
n2eded siace the datagram 1s coanslidered a complete message unto itself
and independent of all others in the network, Tha fast salect facility
provision allows 2 full 123 bytes of user daza to be exchanged during
the call set up and clearing procedures for a virtual call. \ aore

Jetailad description of these services can b2 found ia tne literatura

The actwork layer must also deal with congestioon., The network can
become overloaded if the hosts lnitlate data Lato the n2twork faster
— than it can be procassed and delivered. Somz method of controlling the

11ount of data ia the network has to be used. Jne of th2 wmor2 comnon
aethiods 1s the 2xchanyge of flow coatrol ma2ssages with the astwork layers

of other aodes. These massages caa lanclude Information such as

[

acknowladgemaat of receipt of data, the number of fraz message bufiers,
or the fact that the aode 1s unable to receive dati at the present time
(37). These features are not as yet impla2mentad in the UNID.

Messages f[ron the transport layer may have a prilority, aad if so,

it is the task of the network layer to lasure that higher priority

messages 4ace handled first. It must also deliver high priority nessages

to the transport layer [frst before lower priority massages are )
daffvered. Tnls aspect of the natwocx layer {s parctlcularly important tisg
in nilitacy and some comazrcial comaunicatiaas systems where a hlarcarcchy i.j
of prlocltles axlsts, ;nnﬁ
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Data Link Layer

The data liank layer comblaes groups of ovits {nto loglical uafits
cilled frames. [t Ls the function of the dati liak layer to create,
recognlze, and coatrol the flow of the loglcal bits transfercred to and
fron the network and physical layers. The bit criented link accass
control procedure speclfied in the X.25 standard is the Link \Access
Procedure B (LAPB), which is equivalent to the {80 digh leval Data Liak
Control, HDLC, standard (23). The frame format specifiad by the
staadard and fapleaented in the VELNED and the UNID [I fs showsa In
Figure 2-3. The figuce reprasents a composite of the {UDLC protocol, X.25
protocol with tha ditagram service option, and the [CP/IP used in the

software implamantatlion of the UNIDs [ and IL,
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Defense computer anztworks and 1 required protocol for DoD computer

networks, is partially implemanted in the transport layer of the UNIDs [

.

ind [I. Tha source and destlnation iddresses are shown for each of tha

{rama, packet, and datagram where each structure is broken iato smaller

I s2gaents to show its raspective contents. The coatrol (LT), couatry

{CC), network (NC), host (dC), aad port (PC) codes arz2 shown for the

iapleaeatation of the CCITT X.121 standard In the IP header used with

the UNIDs. A more detailed description of the header structure and

[ Y
contents Is ia Appendix D and (75: Appen C).
Siace the data link layer can racelve bad data fron the physical
) liyer, aa z2crror detection capability is iuncluded. A szt of 1o bits

nased on cycllc redundeacy check (CRC) calculatioas, often called a

chreciksun, s 2ppended to the address, control and finformation bits 13

ey PRI .
B te they aca saat., This checksum is compared with a locally generated
checksun at the receiving node. 4Wnea the checksuns natch, thea It Is
1:3ua2d rthat the raceived frame2 is corr2c¢i, otherwise the ceceiver «nows
i thit a1a error nas Jccurred during traasnlssioan aand the transnitter is
wiiliad to catraasmit that partlicular frane. The Jetails of CRC
caleulictloa are explalned in =he X.25 standard (23), whila tae
) mathesasics Invoived are explained in the Lliteratuce (37, 62). Figure
<
‘ 2-3 does aot shos the £lag or chacksum bits, =2vea though they are ]
N 91
presant, 15 these ire autonitically calculated, addad, 1ad delated by -
) the dizital transmlittar and rac2iver hiardware at the na2twork physical
4
=9
lzvel, The flag bits are also appeadzd to the data liak layer frame. 9
these flag bits are used for syachronizlng the hardwar2 to the beglaning T
) md 2nding o6 the daty, Both the flag aad the CRZ blts are asually
1
wpended aad dateced autvonacicatly by the physleal level hiedwire. This " 3
s
) )
- "1
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)
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hirdwar2 method is implemented in the UNID [1 hardware,

Physical Layer

The physical layer is the lowest lavel in the networx. It provldes
th2 physical, electrical, wmechanical, €functional, a1ad procedural
services to define the physical coanection between network nodes. [he
physical interface standard referenced by the CCITT for the nost
coaputer to aa2twork node is the X.21 digital intacface standicd. The
standards batween 12twork nodes ar2 aot defiaad by CCITT for the ¥X.25

staindard, ther=2fore, the R3-422 and RS-449 standards are usa2d in the

e}

JELNET between the UNIDs to malntain standardization., The host compater
or gsa2r Jevice is Jefined as the Jdata terminal 2quipm=at (DTE) ind the
natgork node {the UNID) is considerad data coamunicatlions eqaipnant
(Ccx).  While the X.21 stindard is not widely iaplemented nationally oz
iateroationally du2 to th2 lack of true dlzital cowmunlicaticva systeas,
the 21(bils) is often used in its place. The X.21(bis) sraradacd is
23ed to iaterface digltal equipmnent with inaloz coamunication systems.
~hilz the Ynfted States gz2nerally does unot us2 the U21(bis) stzadacd,

th: 35-232C standard L[> most often used in 2 oas tha 23-232C

-
or
[

o
—
™
¢

standard s functionally eguivalaat to the X.21(bis) stindard (37). T[he
R3-232C staadard is the standard implemented becween tha aost ind che
UwIds fa the DELNEL. The original work of Sluzevica (34) inclided 1 20
nilliimpare current loop as a nlghly likaly physical fatarface betw:on
the JNID aad cartiln host =2quipmzaats. T[hls requireseat, while valid in
1373 and earlier when a considerabla 1aount ol 2quipaeat usiag thls
interface oxisted, is ao longer valid and will aot be iaplamzated on the

UNID (L. fost of the 20 milllampere current Loop eqiuaipaent has heen
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ceplaced with newer, wore advaaced equipmeat using the RS-232C and MIL-

4
3ID-133 standards, even ln military communication eavironmants. '1
Appendix B shows the actual RS-232C and R35-422 signals used in the

1

DELALL and UNID LI

Conclusion

[ This chaptar sumnarized the requirema2ats for the UNID [[ and the

DELJAET, Tha [SO OST Refereaca Modzl and X.25 protocol standard werz

)
‘ intcoduced and their correlation to the UNID L[ functions was brizfly
2xplafined. Th2 requicements in Table [I[-I and data flow diagrams of the
functional requirements model in Appandix A form the basis for the
'r.. dasiygn and fmplanmentation of the UNID [I. Chapter Thr2e discusses tie ]

NLY IL bacdware design and implementation.
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[[I. UNID II dardware Dasign

[ntroduction

[his chaptzar deals with the hardwiare deslgn of the UNID LL. The

srevious desigas (30, 73, 64) are ficst reviewed to show th2 design R
evolutioa, The curvreat design is then discussed in light of the past

Jasians.  Tne stroagtns and weaknesses of each dasign dre reviewed.

iritial D2sigan

(D]

fha Inltial Jud1d I design began in 1331 (30). T[ne invastigatioa

T

arad around severil possible conflgurations for tha fmplaaentation

Of A YINID IL usiang the [ntal 3035 family of processors as a successor to
ta2 UNLD [, wanich was based oa the Zilog 230 processor. Th2 3035 family

It

rrocessnrs was lnvestigited for usa2 4ith the UNID [ because of thelir

tacreased procvessing powar and ability to generate ralocatable code. _Jw"
iae Iinn) prelininacy design i3 shown Ia Figura 3-1 (30:Fig 3-4). This
coilguracion has two hiardwace subsystaas, the n2twork aad local
susystens, to allow 2ach subdsystan to be relatively ladeseadent of the
svstra multibus, The a2twork sudsystan conslsts of the 3034 1nd 2039
procassors with the associatad input/output (I/0) nardware, private bus

fnteciace elrcuitey aad a2no0ry and myltibus Interface circuictry., Tha

rn

tocal subsystem coasists of the four canaanel serial /0 and a 3939
peocasser. [noadditioa to the geasral systea rejuicremeats (s2e Chapter S
Two of tafls thesis), tihe dosfgn was guided “lo allow the aetwork

50systen to ve raiatlvaly tndepeadent of the systen hus, (¢t

)

harafoce)
the actwock subsystz2a coatilns 1a 3935 ZPJ 1ad slive 3033 (30:63)."
Thts dastan allywed n2twoark [/) to be handlad by one subsystan while the

Loeal 17 would be niadled by the other sabsystea. he l2stgn also
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allowed a networx and local software to be physfcally as w2ll as
logically separated and hence, added another degree of modularity in the
software design. Th2 largest contribution to the UNID II effore,

howaver, was actually twofold, Not oanly was a completed prelininacy

deslgn for the 8036 bised UNID IL provided, but a functional analysis o
whica l2d to the data flow diagrams 1n Appeadix A (30:26-334) was
completed as well. Processor to processor data transfars were specified

to be from Jdata buffers in shared memnory. These buffers were separate

fromn th2 receive and transnit data buffers ind fuactioned as a FILFO

u2de. Pointars and samaphores were included in block neaders tc
4 P

.

4 svaciicoaize the conmunlcation batween the 8036 and 3039 processors. The

seftware deziygn is discussed ia greater detail f{a Chapter Four. More

datatiled aanalysls aay be found In reference (30).

Jriginal Implementation

Th2 accual harcdwire, as implaneantad (30), became three circult
cards In 11 [ntzl aulcibus card rack. The Implamentaticn followed froa
the prelialnary design in Figure 3-1 “exactly”. The local procassor wis
an Tac2l 357123 siagle board coaputer. The fouc channel servial [/0 card
was fntacfac:d o the S3C 35/124 threouzh the parallel port of e S3C,
fhe 3938/3033 card was 1 locally coastructed wicewrap ciacd which tit In
the aaltibus cacd caz2. The ctnal circult design was basad on an Intel
wpplications agte (33). Data traansfzae fron th2 local host vas through
the four channal serlil card conn2ctad to the 33¢C 30/12A through the
piralla2l port., [he data was thz2a nanipulated appropriately and put {n
systzan shared memory aad then the aetwork card wais iatacrupted co

servic? tha data in the shacad az2aory.  The 3930/3339 hoard Jould than

DRI P N R
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manipulats the data and send the data to the 3039 and I/0 hardware.
Note that all the data transfers batwean the hosts and the 5BC 8s8/12A - -
wer2 through eight bit universal synchroanous/asyanchronous
receiver/traasmitters (USART) and the eight bit parallel port of the SBC

3a/12A, 2ven though the data was further mnanipulated by a 16 bit o

processor, After the SBC 356/12A maaipulited the incoming host data, it
would send the data to the 8086/3089 card through reserved blocks of

wa2nory la the shared memory space., The multiplz2 protocol comnunications

"

controllers (#PCC), while allegedly capable of handling 16 bit data

transfers, can in fact oaly handle eight bit data traasfers {20:5-267).

The MPCCs on th2 market at that time were capable of interfacling w4ith a .
to blt procassor, howaver the actual data transfer was eight bits of

data and 21ght oits of status or coatrnl L{aformaticn, The end rasult is

‘6' thac tine data transfars to aau from the MYPCCs and the processor are —
still eight bit data transfers. The “PUCs avallable oa che market as of
aid 1334 ace still, with the posslbl2 exception of very speclalized
lategcated circuits, designed 4ith 2ight bit data paiths., The LL;
iaplamentition did produce a 7nininally fuactioning system, howaver the
pcoress was taaperad dy dirlng errors which were discovared during the
nztwork board checknut phase (73:Chap 4). The only software
implenented at tnis time was for use sith checkout 1nd cest of the

circult boards, More detail may be found in referenca (73).

Revised [mplementation

Furctaer efforts (64) coatinued the UNID [L inplementation. Durlng {j}
th2 inttial revizaw of the design, it was iiscovered that the original ;lf

Joesizn would not wock properly. The ai1in pronlaeas were tacoapatibl: -
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addrass mapping in the Su86/3089 board (64:3-11) and the fact that the
3089 can naadle only two external I/0 devices., Whlle there are oaly two
4PCCs on tha board, each has a traasmit and recelve section which must }_.i'

ba serviced by the 8039, There were essentially four devices to be :-.';::f

ey .--..Bf,r*v.
"l

sarviced by hardware that could only sarvice two devices, therafore a N
secoad 8089 was chosan Lln li2u of thhe 3035 processor. The radesign

efforts resulted 1a a complete hardware design for the network board,

The four channal local host board was still intecfaced througn the 33C -
36/12A4 parallal port. Figure 3-2 shows revised UNID [T design (64:Fig
7). A mouitor program was put into EPRIM ror the SBC 35/124 hoard to
sventually mininfze use of tha Iln circuit emulator, the [CE 386 (41), and -
the 'zcal side softwire was translated i{rom PL/Z to PL/M (64). The work
concludad with a fuanctioaal validatlioa of tha local subsystam hardware

.-.- ind sottwarce, The convertad UNID I code was only cursorily wvalidated. -

Aore derall may be found la refereance (H4).
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Current Implementation

fhe current itmplamentatlion maintains the same basic archltecturz as _,,J
the origlnal aand revised designs (30,64). The maln difference Is in tha ' o

hacdware Lmplamantatlon, The current design utilizes off the shelf

sinzle board coaputers ($SBCs) manufactured by Intal. These two S8Cs, e

the LS8C 33/45 and the 1LSBC 5%4, ar

®

designed specifically for a data ‘__f

: {
conmunicatioas eaviroument (46, 47). The cholce of Int2l as a source )
~f the SBCs was due to the $BC avallability. Othec manufactureecs, such o
a3 Advanced Micro Devices (AMD), could have comparable hardware although _&
a seacen of other maaufacturer products was not conducted, [he cholice of
th2 Iatal 3BCs snould aot 9e taken 3s an eadorsement, eithec axpressed
>c implied, that [ntael products are the “best” cholce. The selaction

sntould be mada ia light of tha system requlremeants.

fhe curreac architectuce is shown in Figure 3-3. The heart of the
jesigu coasists of an 3033 processor servicing two high spea2d 4°0CCs
rtarouzh a :direct a2mory access (D4A) arrvangeazat for the s2twork

interface and aa 3035 procassor serviclng four iatecrupt drivea UJSARTS

for th2 local host interface. Both boards have (up to 15k bytes) shared
namorcy aad privatz neaory segments as well as flectrlcally Prograiamable
nead July Memory (EPROM) (8% to 64%k) which was oaly partlally designad

fa the previous desligns. I'he use of the DMA oa the high speed aetwork

hoard fullfills the “DMA-lixe” operatioan (39) of the 33333 in the
é‘ revised desipgn, [n2 interrupt capabilities used on the 3735 based local
voard simplifiess the software desiga and itmplamentation of the USART

o supportlng softwara., Each SBC has spara counter/timecs which nay o2

used for real time counta2rs, timers, or clocks to support the timasuts

raquired of the network and dati link layer protocols. Ifore detailed
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explanation of the 3BC may be found ln refereacas (46, 47).

Tne use of these 33Cs 2limlnates the hardware design,
implementation, and hardware debug phases of an la-house design effort.
Che hardwiare rellability of a3 known hardwara/software wmanufacturer, the
avallabpility of th2 software development tools (a full screen editor,
the PL/Y coupiler, 8085 and 8936 asseablars), the ivailability of PL/M80
and PL/M36, both hizgh order laaguages, anl the ease of hardware
2¢xpansion to support software axpansion l2ad to this implemz2atation

decision.

Jonclusion

Tnis chaptar 2xplained the hardwace design of the UNID [I. The
peavious deslgas (30, 73, 64) wsere first reviawed to show the avolution
of the dasiga. The current desiga was thea discussed in light of the
213t de=igns. I'ha strangths and weaknesses of each Jeslga were

=

r2vi2wal, Chaptz2r Four discusses tne UNID [I software design and




IV, UNID II Sottware Dasign and Implementation

. fntroduction

‘ [his chapter discusses the detailad design aad fmplamentation of
the JHID [T software. The discussion is divided iato six sectlons based

I upon the tup-down da2sign approach: Devalopmz2ant Languagz Selection; UNID
[[ Data Structures; UNID I[ Network Layer Software Design; UNID II Data

Link Layer Software Deslign; UNID I[[ Software Developmant [ools; and UNID

-
* [L Systam ‘lemory :fap.

Developasznt Languaye Selection
» [ha davalopmeat language used for the the UNID [L is a high order

linguaza called PL/M, a subsat of PL/1. The cholice of a higzh order

linguage versus asseably language {ollows current software eangineerfag
i (o tra2ands: modularity, ease of design and maintenance, ease of

understanding, self docuneating abllity, well defined module interfacas,
K c¢2:02 aad data niding, and simple parameter passiug. A small i1sscmoly
i laaguage modulz2 was used, howsver, ln a supporting test progran due to

tae fact that thne particular nodule raquirenents were satisified by a
] <nown worxlag and reliable wmodula., Chapters Five and Six address
" testing in fuctier detall.

fhe chelce of 2L/M is simply pragmatic: the compllar, othar

‘i: softwace tools, and the devalopmnent systaa on which to run thaa ware
‘- 1valilablz La the Air Force Instituts of Tachnology computzr networks
. d2vz2lopneat laboratory. While both Pascal aad C conpilers ware

availablea for the 3035 proca2ssor, nelther were avallavla for the
» 3033/3038 processors at the start of this lavestigation. Aad while both

Zascal aad © coull he ased in futuce eahancenants of the JNID softwara

,\
|
—_—

.
.
.
,
,




devalop.aent, this author recommends the use of € fust2id of Pascal
npecause of s ablliity to manipulate data it the blt aad byta level and
the avallability of C oa maany UNID nost systems. Pascal cannot
1dequately manipulate data at the blt and byte level. Manipulatlon of
data at the bit and byte lavel {s required for the correct
int2cpratation and nanlpulation of infornation fa the data eatity
headers. PL/YM Ls more thaa adequate for use oa the UNID hardware, fi.e.,
the 53¢ 344 and 33C 33/45, however furthec implameatitions of the UNID
nay aot use this hacdware and heance the software davaloped with PL/Y is
not rzadily traiasportadble to another hardwara system. The raader s
cautloned, howaver, that implenentatioas of the UNID softwarz fa any
language will requirs that the developer write the low level softwara

drivars for the USAXTs/14PCCs. Tha low leval drivers provided with
Pascil and C conmpilars typically lnterface to a host develepmzat system
sparating systen services which do aoft exist in tne UNID softwara. Low
Llevel I/ softwar: drlvers may nead to be written as well to support the

nardware serifal liak ro the UNID.

ONID LT Lata Srructures

As previously discussed in Chaptar Two, the mailn purposs of the
UNID [T softwarz is to nove Informatioa froa one polat to anothar polat
in a tlmaly and orderly fashion., The meias to accoaplish that ead,
whila strouzly dependent oa the systam hardwares, 13 1lso highly
dapend2at oa the systam softwire. The DFDs In Appandix A, whilea
outlining the steps to aove the dat1r and iaplyiag a data scructura, do
wt speclfy or =2xpliia {a sufflciznt d2tall how the data i35 to b2

organized or noved., Siaca th2 [mplamentation of the PL/4 linzuige L:ads

A e e L T T T et et e
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ttsalt rasily and efflclently to indexad acrays (56, 37) and  pravious
softwiare lanplameatation efforts (23, 30, 64, 73) used indexed arrays,

ur2 for tha i{aput and

cr

fnd2xed arrays ware chosen as the data struc
output buffers from and to the input and output serial ports. The
actuil indoxed accays arz implaneated as clrcular first-in, flcst-out
(FLFY) Jueues. A FIFO linked list structuare could also be used, nowever
dyaamtie aemory allocatioa for the linked list ia the PL/M language f{s

not aviiliblz and the implamaatation datails of hos to tmplament linked

[

ists is nnt clear froa the availabla anufacturer’s data, therefore,
considz2canla additioanal 2ffoct would be speat developing thls type of
supporting software. Furthermore, this author”™s 2«perience with Llinked
lists in che PL/Y l2pnguage Is linited, furth2cr coantributiag to a longer
davzlopnent time developing such supportiang structures. Where 1t was
mor2 2fficiant {4 terms of aininizing memory usaga, both foar data tablas
aand code size, and increasing procassinz spred, the Jat2r Ls lzft {n an
irray 1ad 1 volater to the curreat data 1s passad to the usiag aodulas

Senaphores are us2d bhatween the local 1ad networc SBCs to protect
critical regions of exscutabla code aad 4ata (13). Appendix & -xplatas
in aor2 Jatall the rational tfor use of thne semaphora2s and which ceitlcal
e glons of coda they protect betw22a tha local ind netsor 55Cs.

fhe dita structure relatioaships 13 impl2n2az2d i1 the 2arciier

jo

dav2lyyneant 20forts (32, 04, 75) ar2 savwn ta Figura 4-1. Th2 bastic
structure is an iadexad array, or tabl2, 315 implia2d by the DFJs la
\preniix A, There arz tablas for 2aci recz2ive (LCOxRX, NIOxRX) anad

traasnit (LCIXDY, NTIXTX) port as wall s coaaonn tablas (LONITB, V/LCCB)

ta shared neanory., La additlon, the vortglual deston (32) Included the

P O T
P A SO S S Tl Vol WOl WA SAAR W YRl Ty

- vares




T TN T T W T N T W T W T T Y YT W Ty ————

tables (LCLCCB, NCNITB) batween the receiva and traasmit tablas ia both

th2 local and network modules. The figure 1lso shows the type of the

-]

data entity (datazram, packet, frame) In each tabls along with the size

A. e ‘.A y

of that data eatity (128, 133, 135 bytes respectively) b2low the tables. -

v

B
B
A(lA

The original design, as well as the currenc ifaplamentation, 1allows ten

'
An

dati entities per table (32, 64, 75). The number of data entitias per
tanpla i3 not based ou aay analytical technijues or studias but rather

plcked 1s 2 reasonable number of entries per table for the intitial

r- 4
»
iaplementations. Exact tabl=z sizing Is discussed in the recomreadatlions
saction of Chapter Six. F'h2 last palr of lines ladicats where tha
4pplicabpla OSI layzr fits into the data structures. The solld lianes
o
connecting the tables indicate the data flow betwz2en the data
structures.
o T - T |
- ~ i '
a (e f }
i !
- ; S ST Y ,
A ] -V O
i
ol , TTNTT3) ,
S
; i :
; NTLTT & i < TR e ]
I TR d
. .'4
»
)
: SATEZRAM DASKET FTAN
; 123 BYTS 133 2riEs '35 3r7ES
' :
©TRANSPORT ST aRK JATA LXK SavioaL
' AYE LATER LATIR AT
9 , - R L A ! 1
Figura 4-1.  Orlglnal UNID Diti structuces and Flow. ]
) fhe modtfied data structures 1s faplen2nted in this levalopaent
b -4
D
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effort 1c2 shown Ln Flgure 4-2. The indexed arciays on the traasmit and
receive buffers of the sarliil ports have been ratiined., The recelive
buffars are la shared meaory avallable to both processors while the
transmic buffers are priviate to each processor, [he local-to-local,
detwork-to-network, local-to-n2twork, and network-to-local tables in the
original implamentation are aot required and have been elininated. They

increas2 both the size of the cequired code by virtue of thelr size aad

{nerease tie processing tine to move the data.

r ]
' i
- —— J
i i e —— 3 LCDIRX [ |
! — ——{LCo2rx —%j AN —> |
!
7 — CO3RY SN —>
[LLUORY
; e LCO4RX //,,/J .
T 1
‘ <—L31TX o o ;
i 0 )Wa T / |
: oy — g e ‘
5 €L 003TX (—%/ NTIIRY ;
€ 0arY K NTO2RK M——- :
j f
! 1
: Alptr —> | LPOINTER \ —> A ptr
+ —_— - —
: — I
: Dagdy —> VLSEM T s 2aady 1
' SO !
: (e —— £ — :\;n3
' :
i ———— ‘é
. ANphr <= POINTER e Ao tr '
; Loom ool
1 Noapa —b
; Yors
' 2233y .=
SATAIRAM DATACRAM/PAKET /F A€ TRAME
! Ti3BYTES 123/133/115 2Y7ES 135 3YTES
; i
borRasasRT SETATR DATA LN SHYSITN
| v1IR LAYER CATER CAER
H

- ]

Figure 4-2. JNID IL Dava Structures aad Flow

Pointers (LEDINTER, NPOINIAR) to the current data 2l2ment to ba

movad (datazean, vacket and fram2) are paissad to the subordinata

s0ftwars modules La order to nlnlalze both proczssing speed and code

MR NN S Shhe Srae Bas Sean S S e ases S e Ao aen
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slze, Semaphores (L3EM, N3EM) are used to ifndicate when 1 data alement
ts ready to b2 moved, Appendix E explains thelr structure and use in

more detall., Data element movement occurs only when an element must be

novad froa the recelve buffer to the transmit buffer. As Ian Figure 4-1,

flsure 4-2 1lso shows the type of the data entity in each table 3long

o

¥
with the size of that data entity below the tablz2s., The last lines
indicat2 where the applicable OSI layer fits lato the data structures.

The solid lines connecting the tablz2s indicate the data flow between the

da%ti structures.

YNID II Network Layer Software Design

A The basic design of this software modul2 follows the DELNET -
i

cequlrameants 2laborated upon in Chapter Two. The CCIIT X.25 Datagran
vrotocol was partially implemeatad to gain a minimally working software
aodule (2.4., pass datagrawus and packets). The DoD standard [CP/IP e

(57, 57) orotocols and a variation of the CCL{rIT X.l121 iatzarnet R

vldrossing prowtocol (75:Appen ) wersz implemeated. The variation Is a

cesuln of studytag the X.121 addressing concept as applizd ro the S
1ddressing space available in tha IP protocol header. As thza reader

will r2call froa Chaprar [wo, the viariant ¥.121 iaternet addressiang

orotocol is Iwbedded in the 32 pit source and dastiaation addressas of
tite [P protocol. 7Zne should also racall that comauanlcation betwean
liyers {35 acconmplisned throush tha infornration Ian the data 212nent
heidee, [ addition, the [P, and {ts supporting svftware Ln the UNID
and host(s), behave 1s half Jateways Interfaclng two acstworks (37:Chap __:,
3). hig;

[he basle function of the aetwork liyer {s to accept datasrias fron




- 4
an attached host, determine the datagram destinatlon fron the [P O
destination address, and route the datagram z2ither to another host . j
attached to the same UNID or to the data link layar after coastructing a 77_1
packat header for the data link layer, Figura A-1 in Appendix A is the ~; ;%
applicable DFD for this level of implemeatation. The network layer also i%;ii

accepts packets fron the data liak layer, lnterprets the destination

{ from the packzt header, and rout2s the resulting datagram to the

! attached host. A data dictionary is in Appendix 5 and compilad listiags
4

?: ar2 12 Appendix 1 for thz entire sat of software programs used in this

s

2ffoct.

Flgure 4-3 represeat a primitive structure chart showiag the high

ﬁ?
po
("L

vel structure of the natwork laval softwara. i
|
{malaj

e

(o

o f ] | 2
- | b : | S
F | fr:)x{cesi—n} :eSout } ' Lo
e ] | o

™
t
e s

.

eogdo e

Figurz 5-3. vetwork Layer digh Laval Structiara fhart, o

- 1
+. Fizur2 4-3 shows the structur2 chart represencation for the

i b

s coutadin proczdura and Figure 4-5 elaboratzas the coutedin procedure in S

;' plain language pseudocode. The “do"~"end” coastruct 1s taken directly IR

- -
*. from the PL/ liaguage to explicitly Jelinente 1 speclfic block of coda,

]

1 The coastruct functions exactly as th2 “begin’™~Tend” construct in -

X Piscal., The croutedin procedure routes data coning into the UNID to its

respactive destinatlon, Llhe flest part of the cod2 is representative of

‘_~
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the code for cach of the four ports oan the SBC 544 board with the
addition of a differentiating number in the varlable names to dazlineata
to whicih port the code belongs. The sacond part of the code 1is
representitive of the code for each of the two ceceive channels from the .€5;
network (data link layer) softwara. Again, differentiatiag numbers in

the varfable names are used to dalineate from whlch network port the

packat arvived.

o

destination
destination$
address

sourecaladdress

134

g address

Hexrx(icOxnsg)

«netrx(Q)

Ty

- et
destination$

| «i120xrx(icOxns) j { portoum « 1 CONrX ) cOxn3+5)
O I~ destinationg n
\r L (ji : (!D 3 3ddress ! .
iy ' by .

portoum ! i
!
| PP
;:;;%::;:] f sendd srvcd detiaddrt movetod | -
e e e — -
Lpask=t | tabs ni local J -
skp

i~

Route$la Provcadure Structure Chart.

. et
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Lf ditagram in recelve buffer then ]
do
determine destlaation address
if destination is back to local nost then
do
move datagram to local host traasmit buffer
adjust reczaive buffer polater
ead

-
]
)
) )
1]
b
‘p
N
\',
:
’
,
»

if destination 1s to remot2 host then
do
if network done then

3 ) send packet to n2twork

' end

- ! alsa
r‘ do
. \ increment error count

adjust cecalve buffer polnter
end i

{ : end

¥
I

, Lf packet {rom network then
3 do

i deternine local address | .
if lagal address then !
~ nova datagram to local host traasmit buffer i -
ﬁ .0 . 52t aetwork semaphore doae ; ,
g ; end | o
Figure 4-5. Routa$In 2rocedure Pseundocode -

¥ The dateruine destination address {(decdaddr) procedurs interrogates
thz incoaing IP datagram header to determine the destlanation for that o
£ datagram. If the destination is for a UNID other tuan that serviciag
lo
- tile current ncst, the source address is 2lso deterwmined, [his couting
b
taforaacion L3 availabla through the use of global variables for the
é. send3packat procadure. The senddpacket procadure builds the five hyte

packat headar on the datagram information, aoves thz polinter to a
variabl2 In snared systea n2mory, 3ad sets a1 semaphors to the R

ippropriata state and Lacrements the recelve table pointer. Daetaills of

- 3'~Tra Py
. 1 -‘.

the as2 of semaphoras for comaunication betwean the 53¢ 534 and SBC

F. - o~
. ' PRI
- 4 -1 .
p . )
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83/45 boards are axplained In Appendix E., [f the datagram ls destined
for a host on the same UNID, only the destinatiou Information s
determined, The destination information is thea used with the move to
local tabla (movatoflocal) procadure to move the datagram to the correct
traasmit table. If aa error exists ia the destination information, the
destinatlon variabls {s set to a nonexistant destination to ladicate an
error fn the destlnation. Ia all three cases above, tha receive table
pointer 1s adjusted to indicate the nmovement of the Inceming datagram.
If the semaphors from ths SBC 83/45 board is not appropriataly set, tha
raceived datagram is not processed aad recelve tabla pointer is not
adjusted for local to network data movement, The datagram will be
{aterrogated agaian whea the routedin procedure is next executed.

The s2cond part of the route$in procedure da2termines if a packet
from the network i{s destined for a local host. If so, then the local
nost port address is determlaed. Whea the host port address (s valid,
then the datagran is moved from the packet to the host transmit buffer
tor transmlssion to the host. The samaphore to the S5BC 33/45 board is
thea sat appropriately to indicate the packa2t has been processad. Hote
thiac the s2maphors is set to ladlcate completad processing aven though
riie local 1ddress may be in arror. Furthermor2, tne lacoming data is
not moved to any local traasait duffer if tie local address {a the
packet header 1s in ercor., 3Similar processing occurred with the local
host to a2twork movement; datagrams or packets with incorract
destination information ara aot movad and are 2ffectively “thrown away.

The nat effect Is that bad data is not allowed to 30 through the UNID;

-
[nd
P

s destroyad,

Tha sandbpacket procedurs fills the packet header with the

[/
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destiaatioa and sourcz laformation determined by the desteralne

destinatioa procedure. [t then puts the pointar to the current data -

into 3 variable {n common system memory for th2 3SBC 83/45 and the data

{} Link layer software to rz2ad. A semaphore ls then approprlately set to
i- indlcate to the data link layer software =xecuting on the SBC 383/45 _
L board that a packat Ls ready for transmission Into the network, The

buffer index Ls then updated.
F The detarmine local address (det$addr$nl) procedure is used when a
3 packet is received from the data link layer software destined for a

local host. The procedurz interrogates the packet header to detarmine

i
1
{
for whicin host the packet Is determined. An errocr {n the packet _ﬁ_%
{
addressing will retura a nonexistant address to indicate to the calling
procadure that the headar addressing is in error and the packet should {
not be sent to a host and should {nstead b2 destroyed. . 1
Th2 move to local table (movato$local) procedure recsives a peinter

to the current dacagram co mova to the host indicatad o2y tne detecawine

.j'. ?
!
Local address proceduce. The procedure wmoves the 4ata tron cthe conmoa ‘ ;.4
{
system aenory to the local host traansamit batffer and adjusts tihe hutfer .
polater accordlazly.
The companion procedure routelout detects If a datagcaam iIs preseat
fn the host transait buifers. Filgure 4-5 s a represeatation of the
1pplicabla structure chart, i
i <
| E— B
! i routasout
; | — |
‘; i 1 | .
| ! . !
i output nasK 1
i teansalt | taterrupts 2
L |
; raguest : .
- e e e e e i »
Flgure 4-6. Routeddut Procadure Structure Chuart
4 - 11 S
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. ; )
N
disable lnterrupts *1 R
mask receive USAKT interrupt off i B
| anable interrupts l o
|
| | |
| {f datagram available and not sending then { :
i do | s
i tf [RTA3handshake and (not seading and not receiviang) then i :.::
: do g .':..1
set transmit request true ! ]
: set sending true |
sead traasmit request :
aad
if not TRTA$handshake or (sanding and not receiving) thean 5 .
do 1
set sending trus ‘
- : disable Lnterrupts ! ]
- ‘ mask traasmit USART latecrupt on ‘
enable interrupts ; )
end
*' ' and | .
2 : i !
- , disable inteccupts I o
y ' mask recaive USARI iaterrupt on ! .
; enable Intercupts i L
i . ] 1
—d
Flgure 4-7, Routepgut 2rocedure Pseudocode - 4
A
o
fizuras 4-7 shows the plafa language pseudo codz tor the routesout ‘A‘f
3
procadure. If a datagram s pr2sant, than the proc2dure ausct check ;;;;
. d
certala boolaan flags to de2ternln2 {{ 2 softwsara handshaka {5 {n 132 K

#4ich the deslred host., T[he t2ram “software handshake” {s used here to

meaan the proczass by which two comaunlcating programs coordinate and

2

syacaconlze the s2a0ding or receiviag of 1 dati eatity such as a ‘

datazram, Jome processors, by virtue of their hardwar2 and software N
arciitectuce, caanot receive dati1zrans (or other data antities) on 2 o
randon basis. Iiese type of systens usually use  polled faput/output .

chenes 15 oppused to lnterrupt driven I/J schewma2s. lheraforae, thls type

s

of system camot rallably recelve or trinsatt totormation until Lt s

ready to do so.  [he @2ias to comaunlicita to 1notiher proc:ssor that data
b

..
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tcaansmisslion or reception Ls ready to comanenc2 s oftea accompllshed
through a softwace handshake. The AFL[ LSI-11 Network Operating Systen -:!;
(NETO3) is such a system (31, 72) aad will be discussed ia more detail ff:j
ralated to UNID I[ testing in Chaptesr Five. ;ttk

[he software handshake mechanism can be described as follows. When :
1 nost deslres to s2nd a packet to a UNID, Lt first sends a transmit
request (fR) to tne UYNID. The recaiving UNID then, when it recognizes a
TR was sent to 1t, will send a transmit acknowladge (TA) back to the -
host whea Lt is ready to receive a packet. The sending host, when it
recognlzes the TA from the receiving UNID, sends the datagraa to the
caceiving UNID. Ther2 is no final acknowledge sent by the UNID to the ;-"1
flost to acknowladge the receptioa of the datagram. The TX/TA mecha .?ii

The companion procedure routejout detects 1f a datagraam 1s present

in the host traansmit buffers, Figure 4-5 is shown in Figure 4-3.

o T

i UNID Host i

1412 Datagram to sead f

. IR . i

‘ Racy [R {~===memmcmcmccemce e Send TR :
= | \ '

! ' Walt for TA i
: i { ]

! \ rA ,, !
; Send [A =—=--=-=me-moamemeeeoan > Recv TA - 4
; i l ‘..'
i Look for } R
? Datagran Lol
‘ ’ ~:..jr_.<
; L Datizran . 1
L Racv Datagram (---===-=-------- send Datagranm -
1
Y

Flgure 4-3. UNID/Jdost Transmit Request/Iransmit Acknowledge Handshaka,

The handshake mechanism is laplamented in the UNID [I softwire with

-
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four boolean flags for each host port., Four flags are requlired since
Ei both the host and the UNI) will send and recaelve datagrams using thne
TR/TA machanism, providing a full handshake for each direction. The
GNID must know which state 1t is in so that it can communicate correctly
. with the host. The four flags are Transnit transait request (TXTR),
fleceilve tcansmit acknowledge (RXTA), Recelve transalt request (RXIR),
and Transait transuit ackuowledge ([XTA). Each flag has the valuz TRUE
E or FALSE. The 1initial stacte is all four flags FALSE. Of the 16
possibla states, the tive allowed states are shown in the truth table in

Flgurs 4-9, A ~¢7 represants FALSE and a ~1” represents TRUE.

'. f'
: | IXIA XTA RXTR IXTA
} 0 0 0 0 Initial state
| e mmmmmmmm e et mm—m e ——m—m————————
‘ l J 0 0 Datagram to send
‘s s !
‘ e i . :
! . ; 1 1 J 0 0K to sead datagram |
- i i
. i i
- ' t ! J 0 Send tha datagram
- '
.. : 0 2 0 2 Reset the flags attec ‘:
ﬁ ' seading datagraa %
& Q ] 1 b} Datagram raceive request ! ]
v ! ' -
. | :
. i 0 ) t 1 OX to recaive datagram | ‘
3 i | .
. P ! a
o | J 0 1 1 Receive datazram 1 1
r f SR
- 0 Q 0 9 Reset flags after 1
. i recelving datagram } :1-:1
: - \
° Flgura 4-9. UNLD FR/TA Allowable States.
i - <
- B
- - )
. otz that the rachanism starts in the all zero, or FALSE, state -]
- with no datagrams to send or raceive aad raturns to the iall zero state ]
: 1t the complation of sending or recelviang 2 datagrin., Also, only onea R
- o
L 4= 14 o
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process of sending a datagram or receiving a datagram is allowed at one
] time. - -
[f the handshake is present, thea the boolzan flags may oaly be {n
cerrain states before sending the datagram, 1l.,e., the UJNID cannot "‘
. transmit if it is receiving a datagram from the host and it cannot —
racaive a datagram i€ lt Is transmitting 3 datagram to tha host,
Appendix T explains the use of the software handshake used in the NETO3
; and in conjunction w«ich UNID [T testing.
Note in Figuce 4-7 that the laterrupts are disablad before masking
“off"” or "on”™ of a particular lanterrupt bit., Th2 latecrupts must be
) disablad before changing the interrupt nask as it is possiblz that an _—
{aterrupt could vccur which would change the interrupt mask duriag the .
tine that the {ianterrupt mask 1ls being changed ia the routedru:
i ‘; procedure. Sionce th2 intercupt mask could b2 changed by an interrupt ——ed
procedur2: whil2 another process is attemptiag to chaage the mnask, the ‘
later process ls then a critical reglon and must ce protected d2iore any 'tt‘
i maanipulations of the interrupt mask occur (13:73). Further Jdiscusslion »«--T
of critlcal regloas nay be found in Appendix T aad (13). ] .
- The conmpanion procedures that comnunicate with the tvoutedout "l"f.:
. procedure usluz the software nandshake are the transmnit and receive ’ j
fntercupt procadures, Sach of these procadura2s must be capable of '_1
’ sendiag and recelving datagrams correctly depending on the particularc : :‘_:
:. stite of the TR/TA boolesan states. The procadures must, in addition, be
capablae of traansmitting and raeceiving datagrams from a fdost that does ]
not requlre the TR/CA haadshake. The plaia language pseudo code for the
> recelve Lnterrupt Is shown la Flgure 4-10 aad the for the traansmit
- §
fat2rvupt Ls shown In Figuree 4-11. Note that the codz2, 1long with the «
- ASROR
- SR
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]
colde of the contedout procedur2 la Flgure 4-7, implements the lozlc of
| the four boolz2an wviarlablzs Ln the truth tibl2 in Figure 4-9. - “
| T - 7 =
i if {{aot trta) or ((rxtr and txta) and ({not txtr) aad -
; (not rxta)))) then ‘ ]
do f AR
l ‘ put recefved caaracter ln next empty buffer spics ; B |
. Incremeat cecatved character count :
i increment receiva bufter index }
‘ 1f reca2ived character count >= ditagram size then
do ;
adjast polntar to n2xt datagram area ' ]
: ' if roceive buffer index >= max index then i .
| reset iadex : ,
; resat raceive character count i :
; ctes2t rxtr false f ]
! reset txta failse ; 1
; resat send false
end | -
' ! end |
| “ | :
! ff trta then i Lv:
| do | .
: if recaive character = transmlit acknowledge then | :
i .. } {f ((exer and (not rxta)) and ((not rxtr) aand ; ey
i (not txta))) then : : 1
do !
. set rxta true i
rasat sand false !
2nd !
. : if receive character = transmit request then f RS
i if (((aotc rxtr) and (uwor txta)) and ((unot txtr) and ] !
(oot rxta))) thea | ]
do ! K
set rxtr true | L0
‘ set txta true | S
3 ; sat sead true .
' send ta to host ; 1
2nd .
' 2ad | : V'.*'J
f claac Latacrupt |
) L J
- Figure 34-10. Recalve [nterrupt Procadure %
[h2 fuplementatioa of the four booleaun variables juarantees that .
) .
, tha softwace will be 2xecutoed exactly according to the logic ia tie
' 4= 15
J
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truth tabla, dote also that the routlne counts the nunber of bytes
recelved aad inceemeants the index ln the buffers. When a full datagranm
is racalved, then the pointers ind TR/TA variables are adjusted for the
next datazram receptlion, [he vartable send {s usad to guarantee that
the software does not attempt to send a datagram when traasmission of a
datagram has already begun, This preveats the UNID from attempting to
s2nd the same datagrcam more thaa once before a slow host can rispoad to

the 1nltial datagram traansmission.

! if ({not trta) or ((txtr and rxta) and ((not rxtc) and
: (not txta)))) thea
do

. send next charactar to host
i iacrement transalitted character count
increment transmit bLuffer index

if number Dytes seant >= datagram size then
‘ do
i mask traansmit intercupt bit off

: reset transmitted character count '

if traasmit buffer index >= nax index thean

reset

txte false

rxta false

send false

J

R L I ]
o

w

W T (v
T T oot

w W

(£
jo BN {9
—

end

cla2ar intercrupec

Flguce 4-11. Traasmit Interrupt Procadure

UNID II Data Link Layer Software Desiga

The basic desfgn of this software nodule follows the DELNEY
cequiranents 2laborated upon ifn Chapter Two. The CCLIT X.25 LAPB
standacd (23) was Laplameated in pravious work (29, 32, 73) wlith one
vartation which was retalned In tnis work. The varlation relates to the

number of unacknowladpged framas the data layer link softwire will 1llow
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bafore catransmitting the next frame to send. [Che LAPB standard allows
. thrz2 bits, or eight (rames, for use with its sliding ~indow protocol
(37:143-153). Tha implameatations in the prevlous work use only ona

bit and allow oaly one unacknowlzadgad fram= nefora retraasmission in

il orcdar to gaia a winlaally worklng scftware module that passes fraanes

. ¢arractly (29, 32, 75). The use of on2 bit ifa this protecnl {s kaown a3 '

i 4
1 one bit stidiag window protocol (37:151). This work follows previous ]

- vork and uses oaly one bit and oaz2 unackaowladged frams before ]

; catraasaission. As Ia tha na2twork layar, coamunlcatioas batween layers
is accomplished cthrouszh the header information, in this case with the
packaet header.

The basic funcclon of cthe Jatz liak layer ls to iccept frames fron
thne aetwork 2ad rout2 tham 2lther to the natwork layer or to anothar
TNID ia tne network and asccept packats froa the network layer and routa2 _,;”j
tnz2a o the actwork. Sequanciag and flow coatrol between UNIDs in tha

retwors 1s don= it rthis layer. Fizur2 A-1 in Appeandix i1 i35 the

wpllcanle LD for this levzl of impleaentation, [Ihe data dictloaary f{a ~'-;%
r

Appeadix 5 aad the aompliled Listings ia Appeandix Hl coatala the datailad

iapletentation of tais software 1odule,
1
Figira 3-12 rajresents a prinftive structur= chacce shovlag the high :
laval structure of the diata ling layer softwara. Packa2ts and fcimes ire B
- -
rouiaed into and out of the UNID at this layer. .
-y
i
e
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jroute$in! | routesout | | 1
5 Figure 4-12. Data Link Layer High Level Structure Chart 1
‘ Fizure 4-13 shows the structure chart represeatation for the ;
[ coute$in procedure. The “do™="end” construct is taken directly froa the
PL/ A4 lanzuage to explicitly delianeate a specific plock of code. The
b
j. construct functions exactly as the “begin™~end” construct in Pascal.
b
r — B
| routesin ,
1 [coutesin] i ‘
i
.6 i - -
: v 4
| |
! tablaSaun framefndr tabla$aunm tabla?num )
. f Q iaputjseq o ! : ]
bit ! tablz5aum ' L
| . v . $ v H : ‘ %
! S Q O ) N
e kL b \ | ‘
. | )
a ; ‘
1 r 5 ) 1 1
- ! L!nltack’ |[detddestituo 'L‘)uild$3$frameq (ldStabshska ‘scchtabs i B
CooTTTTTT j hskp i
: — 1
| * ]
3 ) ; | R
- : frameshdr tablz23num tabol23num 1 k
‘ ;
z f v i | |
! j )
{ ~ - - . . "o .. - )] ! - b
[der_fydeswnl] buLli‘prrrameJ L:Lndpifr:mel! ; A
- | =
: Fisuce 4-13. TQoutaedln Procedure Structure Chart o
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it

a frame has been received from nz2twork then
do
if the frame is a supervisory frame then
do
if the sequence bit Ls true then
do
sat this sequence bit tru=
if tnis sequence bit equals transmitted sequeace bit
then do
toggl2 the transnit sequence bit
initialize the acknowledze variables
and
eadd

1]
"
[ %]
v

do
sat this sequence bit [false
Lf thls sequence blt equils traansmitted sequznce bit
then do
toggla the transmit sequence bIt
initfaliz2 the ackaowledge variables
2ad
2nd
and
alse { frame Is an information frame }
do
determine destination of information frame
if destination is network to natwork then
do
if frame szquence oit Ls true then
sat ilaput sequeace bilt true
2132
sat input sequenca bit false
build a supervisory frame
q0ve frame to tcansmit buffer
service trausmit buffer polnter
ond
if destination is networkx to local tinea

it frame sequence hit is true then
sat laput sequence bit true

sat laput sequence bit false
tuild a supervisory trame
anva frame to local butfer
service local buffer nointer
2nd

sacvice recelve huffer polntar

F—

L S

Fiuure 4-14%. RQout=s3[n Procedure 2ssudocods (Parct 1)

4=
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Figures 4-14 aad 4-15 elaborate the routedin procedure in plain
language pseudocode. Flgure 4-14 represents the software for one of the
two UNID IL data channels communicating with the rest of the network.
Only one set of channel softwars {s shown here for clarity.

[a Figure 4-14, the softwiare determines if a frame {s ln the
cecaive buifer. When a frame is recaived, the frame header {s
laterrogated to determine {f the frame {s an information frame or a
supervisory frame. A received supervisory frame is, iIn this software
fmplameatatioa, an acknowladgemeat from the aext UNID trnat an
information frame has been raceived correctly from this UNID. Other
supervisory informatioa may be coded in the framz header however these
featuras were aot implemented in the current work. A recelved
information frame Ls data from another UNID destined for another UNID or
a host i1ttached to this UNID. The supervisory and informatioa frames
aust be detectad first before the destination of the frame La order to
correctly detarminz the disposition of the received frame. An
{nforadtioa fram2 is not lateaded to be sent to the host attached to the
JNiD, The szquence blt is intercozated to determina its state. If the
received sequenc2 bit is the samea stata as the expeczed received
sequenca hit, th=2 information {rame rec2{ved 1t the distant UNID was
recelvad correctly and in order 15 denotad by the natchiiag sequeace
hits, [If the sequenc2 bits do not match, thea an 2crror has occurred i{a
the traasmitted informatlon frams or the raceived supervisory frama ind
this UNID will retransnit tha informatioa €rama to the distant YNID.
Wwhen the receivad supervisory frame natches the axpected supervisory

trame, the sequence bit s togzled to Lts next state and the acknowledge

varlablzs are celaltlallzed.
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Whan an Information frame s recelved, its header is lnterrogated
for Lts destlnatlon and the received sequence birc. fhe recelved
information frame may 2o to naother UNID or to aa attached host. In
2{ther case, 2 supervlisory (rame is genarated to the sender usiag the

sequeacz bit received in the inforwmation frame header and the frame is

moved to the n2xt buffer. NHote that the UNID s aot raespoasible for end
to ead sequencing; the UNID is only respoasibls for UNID to UNID

sequencling., TIf the sender did not recaive the acknowledgamenat fia the
¥; supervisory frame correctly, it will resand the same information frame

and tha {JNID will acknowledge accordingly and move the reczived

{aformation. 1t is the responsibility of the traansport layer software
to Llnsure that sequeacing of the information i3 correct fron the natwork
before passiag information to the attached host. Notice that Lf the
received frame header is corrupted and the software cananot determine If
the frame is a supervisory or iaformation frame, the buffer pointer is
adjusted for the aext fraune aad the frame just recelved Is effectively
destroyad. Thls type of interrogation keeps corrupted framss from bLeiag

senit throughout the aetwork and to tha hosts.

iy

igure 4-15 is the plain language psaudocode for the sacoand part of

~

tha

"

out2jin procedure.
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{f packet has beea received from aetworx layer then o
do o ;""
detarmine network destlnation
if destination for channel 1 then

U UV U

bulld an informatioan frame
servica local buffer pointer

- do .  $
- ! determine Lf information in transmit buffer 1 :1":]
[ if no info frame fa traansmit buffec then S
i‘ ; do -
1

and
f end !
if dastinatlon for channel 2 then i
; do '! .
i determine if information in transmlit buffer 2
. : if ao info frame in transamlt buffer then
! do

build an infcrmation frama
servicz local buffer poiater
end
end
end l

Figure 4-153. Routedln Procedure Psaudocode (Part 2)

This saction of software determines if a packet has beea received

for transmission into the network. The packet header is interrogated to Lol

detaraine Its destianation. The network traansmit buffer !s thea
intercogatad to determine If an unacknowladged information framz Ls In LT

the buffar destined for another UNID, If an unacknowledged ianformatioa }}7;

framz2 is {n the network transmit buftfer, then the pack=2t 1s not aovad
{nto the network traasmit buffer, It will b2 left untouched where It is
unt{l the softsire reinterrogates the Llocal to network bhuffer. I[f the
aetwork transmnit buffer doss not coataln an unackeowledged informatioa
frame, tuea the software builds 3a Information frama and moves the
packat and frame header lnto the network tranmsait buffar awaiting

transmissloa to another UNID., Routing determination to elther channel oae S

or two L3 sinply deterninad by the shortest pith to the destinatioan

4 - 23 R
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UNID. The coutling calculation s very simple based upoa the fact that
the UNIN natwork architecture is a bl-directional ring.

Durling the revlizw of the data liank layer software from previous
work, several implemaatation arrors were det2cted. For examplz, the
raceived frames from another UNID were first interrogated for their
Jestination rather than their iaforwmatlion or supervisory fuactlion. This
2rror caused supervisory frames to be generated for recaived supervisory
frama2s, 3ince the supervisory frames would be acknowladged at both
UNiIDs ad infinltum, the network would quickly become overloadad with
supervisory framas and the network would cease to function. This error

and others are discussed ia more detail in Appendix B.

JNID II Softwara Development Tools

To daveiop the UNID IT softwar=2 in a reasonablas laagth of tiae,
cartain software tools weare devaloped. The tools were used malnly la

the testlag area and are discussed hare as they relate to the overall

Lt}

software Jdesign of the UNID [T scftware davalopment. Detiiled
descrlptions and use of these tools are discussed ian Chapter Five and
complata listings ars in Appendix H.

Joftware was devalopad on the host Tatal System ILI to slmulate
poth the network aad Jdata 1llnk layer softuare. Each of these
siaulations 1llcwzd the operation and validation of the UNID II software
on tha software devalopment system whera it was rslatively casy to make
software changes 1an order to correct errocs In desigan and
implementation., The mnain thrust of this devalopment was to usea the

propos2d operational software with the abllity to insart test datagrams

tnto recaive buffers to simulate the raceptioa of a datagram from 3

4 - 24
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host. (h2 software has a softwara loop froan the traasamit side back to
tihe cecelve buffer to show che simulation of the action and response of -
the network. The datagrams, pickets and frames wera observed to bz In
certain buffers at certaln polnts In the program execution, thereby

validating the fact that tne datagram, packets and frames wer2 correctly -

vouted. [he cacelved datagram, packet and tfcame were displayed on the
devalopment syst2n td conflcm that the data eatity did, in fact, ratura
&; to Lt7s orlgin, Figure 4-15, similar to Figure 4-2, shows the the data

structure and flow used for the aetwork layer simulation. The iandexed

—p——

array nanes, pelnter aanz2s iad s2aaphore names are identical with thosa

asel i1a Fliure 5-2. -

AU
b e
.
.
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— e e S [LC02RX j
_— e~ STCO3RX i - -
—_ e SLC04RK |

+
<«—{ LCOLTX
<« LCO2 X :j T |

| vl <] NTI1RX | l

; <« LCOATX 5 NTO2RA ::“ !

! x

1 “Lptr -->  LPOINTER  --> “Lptr |

: !

! Raady ~=> LSEM --> Ready !

' Done {-- {==- Donea ;

! \

! i

f “Nptr <--  NPOIN[ER  <-- ~iptr |

[ .

: Done --> NSEM -=> Done ’

' Ready <-- {-= Ready !

t DATAGRAM DATAGRAM/ PACKET/FRAME FRAHE i

123 BYIES 123/133/135 SYIES 135 BYTLS

| [RANSPORT NETWORK DATA LINK o

i LAYER LAYER LAYER e

[ | . ‘

Figure 4-15. UulD [I Network Link Layer Simulatioa
Data Structures and Flow

Figure 4-17, similar to Figure 4-1, shows the data structuces aad
tiow used for the data link layar simlulatioan., Tha iladexad arriy aames

and pointar names are identical with those used in Figure 4-1L.
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UNID [I Diata Link Layer Simulation

Data Structures and Flow.

The devalopment systam host operatlag system calls were used for
th2 operator interaction aad consolz2 I/0 required of the simulation.
This method saved the tine and effort of programmiag EPRO'Ms and
1ttempting software validation oa the target hardware 3BC. Once the
software was validated to show that it did, ladeed, rout2 datagraas,
pickats aad frames correctly, It was traasferred to EPROMs and installad

£ SBC wilth the appropriate hardware Initialization

fad

an tha tar3ze
procaduras,
Another software prozram was developed on the 3ystam LII for use on
a host processor system to traasmit and ceceive datagrams beiwz2en tha
nost and the UNLD L[ at the network layer. The host used for the SBC 544
interface was the a CP/M 30 system. This host was chosen because the
slmulation sodtware oan the IP/M systenm could be 2asily developed in
PL/ 439, the software could be debuggad on the Systeam L[L1 software
devalopazat system, the hardware lnterface batween the UNID IL and the

o2/ system existed, and last but not least, the softwage would agecuta

on the CP/A1 systam with the approprlat: latarface to the T1/0 aad

- e

=~
i

i
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operatling system. Thils method was used wlth the SBC 544 board and could
ba used with the 38C 83/45 board simulating the UNID to UNID interface. i
Chis software validatlon method and systam were esseatlizl to further the ,‘ﬂ%

validation of the UNID II software. The UNID [I software could then be

excercised in a wmore realistic operationil environment wher= the errors :'31
of design oversight and real time operation could be 2xcercised.

A nonitor program for the SBC 344 was devz2loped fron a aonitor
available for the S3C 36/12A board. The monitor was installad {n EPROM . 1
and proved iavaluablz in the initial checkout and functional operation
of the SBC 544 board. The paper tape read and write functions were ,J

deleted as these functioas were aot neceded for the SBC 544. The display o

of memory data was modifiad to faclude an ASCIL display of the meamory
data. A €ill a block of memory with a constant fuaction was also added.
lhe same monitor used for the SBC 86/12A board may also be used for the

3S8C 33/45 board with minor aardware {nitlalizatioa changes.

UNID IL System Memory Map

Tha system mamory map ls Iimportant because Lt is nscessary to

insura that the tables, pointers aad semaphores coamon to both tha $BC :ff;
544 and 3BC 33/45 boards are correctly positioned aad known to the ST

netwerk and data llax layer software exzcuting on each board. Each

board has {ts own RAM, part of which is cipablz of befag napped iato :}‘1

whit Intal calls the systen nemory. Systza az2mory Ls taat azaory, with R
tts own local bozrd address, that Is physlcally rasident on a gziven 3BC N
winlch 1s also mapped onto tha multibus fatecface as azmory avallable to Q:?E

)

10y 3BC on the same nultibus. [he a2nory address mapplag on the A

muleibus 1s the address that that sectlon of W4 occuples la the systan
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memoty, When a processor writes Into a section of local memory which is
1lso mapped into the system memory, the data which fs written Is also
changed at the cocresponding mapped address in the system memory. When
12 procassor reads froim a section of local memory which I{s also mapped
lato the systam memory, the data whlch is read reflects the data la the

locatioas {rom the corresponding mapped address in the system az2mocy.

Che systam memory map used for the UNID [I is depicted in Flgure 4-
13, aAll addresses are shown in the hexidecimal number base (hex). Note
that the SBC 344 only has an addressing space of 0 - FFFF hax while the

system memory and SBC 33/45 have address spaces of J - FFFFF hex.
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Tha2 common tabla2s, polnters and semniphores are Ln system mamory
batween 10020 and L1FFF hex. The 3BC 544 can map 1000, 2000 or 4000 hex
of fts availabla 4000 hex memory onto the multibus at even 1000 hex
boundaries (47), but only 2000 hex ls required to be napped into

systam nemory to accomaodate the commoa tablas, pointers and semaphores.

&~

The physical RAM for the common software parameters is on the SBC 54
po1rd and must be there because the 3035 procassor space2 oa the board
cananot reach to tha 12300 hex 1ind avove addresses aand taerefore cannot
read or write abovs FFFF hex., The above memory mapping is also useful
during the testing phase as it allows aaother SBC to view the 3BC 54%
a2mory coatents. Thls fz2ature Is explalned in more detail in Chapters

Flve and Six.

Froen

fhe 38C 833/45 board, however, can r2ach the eatire system manocy
span 1s lts host processor Ls the 8083, This arrangement allows accass
to shar=d system memnory by both boards. The SBC 88/45 board caa nmap
aither 3000 tax or aone of its avallable 4000 hex memory into system
meavry. No 380 33/45 board memory is mapped into system memory for this
design. [he SBC 83/45 board m=2mory could be mapped iato a1y sectica of
systam aenocy not otherwise used by asnother board oa the wnultibus. It
is rz2conmended by tnils author that any 3BC 33/45 board memory mapping ba

abova 10090 hex. This allows another 3B8C, such as the 33C 36/12A or

e el

36/30, to view th2 menory of the 38C 33/45, This faature L3 2xtrenly
ns2ful for troublashooting problams during the testing phase, as further
2<plalaed in cChapters Five and Slix.

[he ZP20M for the S3C 544 resides {n the local menaory at 0 - 1FFF
hex, T[ne 2000 hax siza s the maximum for that board using two 27324

EPRIMs. The TPROM for the 33C 33/45 board is at FCOOO - FFFFF hex. The

7,
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4000 nex slze, wnile not ths maximua of 3900 hex, Is adequate for this

application, The board uses four 2764 EPROMs.

Conclusion
fhis chaptar discussed the detallad design and tmplamentation of

the UNID II software., The discussion was divided into six sections which

*
s facluded: Developnz2at Languagze 3election; UNID II Pata Structures; UJID
{ [I Network Layer Software Designy UNIO [L Data Link Layer Software
?; Design; UYNID IL Software Devalopment Tools; and UNID I{ System !enory
; Map. Chapter Five discusses the UNID LI testing philosophy and design,
-
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V. Test Pnilosophy and Desiga

Introduction

This chapter outlines the test philosophy and design of the UNWID LI
softwar: and hardware developed la this r2search and deva2lopment effort.
[he basic test phllosophy 1s discussed first, followed by 1 description
of the overall test design., The major diagnostic test tools used for
tasting are then discussed followed by a3 descciption of each of the

testing phases. Tlestlag results ar2 fncluded in the discussion of each

phase of tesclny.

Test Philosophy

The overall philosophy of most any test Is to “prova”, by sone
specifie] means and tools, that a certain specified event does, does not
or to some degree occurs. The word “prove” may take on many meaniags to
many paopl2, While some desire to see a datatlsd wmathematical tretise
£t “prova” a hypothesls, others are satisifisd with a nore pragmatic or
acvansmic approach of observing a demoastration a3 a means of “proof”.
Ia sonme dJefinlitions, the formal mathenmatical proof is called
verlfization while the more 2ccaomic denonstratlion fs callzad validation.
Validation also provides the developer and us2c with soma lavel of
coafidence that the lten uader test functlons as desired. This effort
uses the vaildation approach because of the cneiper econsales to
Janonstrate the systam works as described compared with a datailad
matheaatical proof that the systam works as descrlbed.

While most design efforts begin with 1 top-dnwn approach to the

partlcualar problam uslag step-wlse rofilneneat techalques to finally

ichleve 1 tractabls solution, 1 considerable 1aount of t2sting etfort

5 -1
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beglas at the bottom and works Lts way to the top. The testing of the
UNID [I hardware aand software takes the bottom=-up approach. The
approach follows that often used with software testing, specifically:
module testing, intagration testiag, and overall systems testing., While

there aras maay testing methodologies, such as statle aand dynanic

b testing, appliad to three phases of testing, the general methodology
used in this etfort, in followlng with pravious testing =fforts (75:3-
1), will be path testing. Boundary condition testing, while imnportant

in Lts own right, was aot emphasized duriag the testing. Soms boundary

[

testing ind provisioa for display of the boundary violatioans is provided

" in the software design Itself and available to the tester, -
-
. Jverall Test Design
q k
-
- Since the uaultimate goal of the UNID L[ is to provide the
(o : . .
) conmunlcations z2edia for host computec systems, the testing is oriented :
;“' towards the validation of nost-to-host ccmaunicatioas throuzh the UNID.

To that =2nd, UNID [T testing was divided lato five phases. The testiag
bezan 1t the lower level software modula2s and progressed to the larger
prcograns which lategrated the lower leval modules. Both of thase phases
used the Tntel System ILL 3and sinulation as the test venlizla. The
thicd phase was lnvolved with the interface and preliminary system test
of the S58C 544 with a simulated host on 1 CP/M systea, This phase
involved the use of the operational softwir2 oan tha SBC 5344 and
slnulation software on the CP/A host. The fourth phase was 1 systam
test of tha 33C 544 wlth the LSI-1l NETOS. Tha 5BC 544 with operational :i
softwire, the host CP/M system, a display tacminal, and four of the

nodes in the LsI-11 NETDS were the test vehicles, The fLEfth 1nd Llast
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phase was to connect two or more UNID IIs in thelr operational network
confisuration and attach host computaer systems to the UNIDs and conduct
host-to-host communications through the UNID network.

Only the first four phases were conducted. The fifth phase was oot
conducted because oaly on2 UNID [l was available for dev2lopmnent and
test. As more UNID TI hardware ls acquired, this last phase {s the next
logical step ian the devalopmeat, test and operatlon of the UNID II in

the DELNET.

Major Diagnostic Test Tools

Whila the test philosophy, design and mathodology outline the major
steps to detarmine if an entlty is operatiang properly, the test tool is
the basic lastrument used to implament the actual testing. Path testing
is the major methodology used 1n the UJNID IT testlag to detarmine Lf the
sof tware was opecating properly. Path testing essentlally shows that
the entity under test follows a desicred path while traverslag some medin
froam its source to [ts destination. To implament the path testiag
nethodology, three major Jiagnostic tools were daveloped aad used.

The major diagnostic tool used for path ta2sting in tnls, and
previous work (64, 75), is to insert diagnostic messages at strategic
locations Ln che various software inodules to show that a proc2ss or the
data did, in fact, follow a certain path., The diagnostic messages arz
typlcally dlsplayed on a computer tarminal attached to the hardware
under test or at the terminal of a development system, as dictated by
the partlculir test. When a message !s displayed when it should be
dlsplayed, th: observer i{s assured that the software uunder test did, in

ract, follow tie desired path. If a

v

ssage ls displayad when 1t should
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. . aot be dlsplayed, the observer Lls assured that the software traversed an
r‘ incorrect path. [f a massage Is not displayed when 1t should bhe
displayed, the observer could concluds that a problem exists ia the
hardwiare, software or their own perception of when the message should be
displayed. The lack of a displayed message is not conclusive proof that
a problem 2xists In the software as other coaditions may exist to
pravent the display of the message. The observer neads to look further
at the conditions of the test, or 2ven generate other tests or
diagnostics, to determine {f the software is at fault,

Another major diagnostic tool used in the UNID [L testing was to
use tha monitor program on 3BC 36/12A with the SBC 544 to view the data
tablas, variables, poiantaers, flags and se2maphores in the SBC 544 menory.

As the reader will recall from Chapter Four, the memory of the SBC 544

(e was mapped into systam memory for two reasons: to pass data, opointers

:

and sanaphores to the SBC 33/45 and to allow an axternal processor to

vi2w the mnemory conteats of the SBC 5344 during operation. This tool w~as

.

us2d where Lt was not feasible to fnsert diagnostlic messages, such as

H

)
. PR
o RN
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attempting to display the contents of a large aunbar of variabiz2s or

data, as well as to view tha memory conteants durlag the vpzration of the

PRI DAL

UNID ILI. The ability to cobserve the contents of the variables provad

WSO ST RET TU NV IY PP

to be Invaluable wnile attampting to trouble shoot softwar=z that did uot

work as designed. o

YT

Tha last major diagnosti:z tool was a CP/4 system usad to simulate a

host to the UNID [L. This tool”s advantags lLies with the ability to
send and recelve datagrams from the UJNID TL. This ability allowed the
UNID L[L to be tested La a more real tin2 envicronmeant aud provide a anore

reallistlc test of the UNID I[ softwire. Thls tool was chosen beciause the

(9]
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system was readlly available where others were not, the simulation
software was relatively easy to develop, the 2S-232 hardware interface

to the UNID [I existed.

Phase One Testing

Only a few of the low lavel software modules from the original
software (64, 75) were tested on a module basis. The tested modules
were related to the display of the diagnostic path tasting messages on
th2 host operating system or other display terminal. A small priant
program was developed to validate the correct interface with the ISIS
operating system calls, Messages were typed at the opsrator keyboard
and then displayed on the ISIS terminal. The remainiag modules had been
previously tested (73:Ch 3, Ch 5) and were assumed to bs correct wlth
the exception of implamentation errors during the software conversion

from PL/Z to PL/M.

Phise Two Testing

DRI AL AP PR RS S T R T et .
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A slmulation capability was developed on the software davelopmant
the [nt=2]l System ITI, which allowed the devalopmeat and test of the
individual modules through the fully integratad, siagls board computar
level programs. Tne simulatioa method allowed the functional validation
and testing of the fully operational software on the developmeat systam,
When the validated software was then installad on the single board
computer, it wis Xnowa to correctly reca2fve, tarprat datagraa, packaet
and frane neaders, and route the data correctly siace it had just baen
validated via slnulatlon with a lacge degree of coaufidence that the
software functlonad properly,

This slnulation capabllity was Jdecltded upon Dbecause it was
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“simpler” and more time efficlent to test tha software functionallty
bafore installing the software oan the singls board computers and testing - -4
wlith the in-circuit emulator (ICE), the ICE 86A, the CP/M system, or the
NETOS. There was also no ICE 85 (40) avatlabla for the 3BC 544 board _Au'J
during the testing period. In addition, th2 ICE is used mainly for new
designs where the hardware Ls designed and developed from scratch and
doas not use off the shelf siagle board computers. The simulation .. jj
i: capabllity allowad the testing of software modules where incorrect -
software functioning could be readily detected and corrected without the J
necessity of eaxacutling the unproved software on the target hardware
system. Experience with the systems showed that software changes could —

be readily made, the program rz2compilad and retested in approximately 10

tn 20 minutes where similar changes for the target hardware requirad 30 :;f!ﬂ

or more minutes to complete. —
-9

The interface of the programs with the System I[I required the use

of tha [SIS operating system c¢alls for message display and operator R

k2yboard interaction, Appropriate software procedures wezre devaloped to oa
insert datagrams and packets In the buffers of the operating software ;5;-

and to display the coatents of the buffers. Figures 5-1 and 5-2 show Lf.’

the operating software data flow and tha softwaraz loops. Tha labesls are

the sana used for Figures 4-1 and 4-2.

'
P
’

In Figure 5-1, datagrams were {nserted in the LCOLRX receive buffer

with operator optlons allowing the cholce of destination and number of

P QLN A L AP Y

t
. m
|

datagrams. The destination was chosen by selacting a UNID number. The ;f&f:
operator then had the optlon of choosing the destination port by _x}f;
s2lecting 2 host code batwean 0 and 235. The network layer software )

then routed the datagram through the tibles and displayed the recalved
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datagram on the simulation terminal. Test polat messages displayed to

t] the System IIIL terminal were embedded in the software ln each procedure, -
r and [n some cases, within the if-then-2lse and case statements to g 1
I o
tl validate the 2xecution of a particular sectioa of coda. RS %
1 . J
i LCOLRX 1
; LCO2RX 4
‘ LCO3RX "
‘ ——— LCO4RX q
f 0
: | LCOLIX ::L%"_ﬂﬂ’__—,ﬂ,,-»—~"” 5 -
! €— LCO2TX 1 B
: <~ LCO3TX e <{NTIIIX e S
«—f LCU4TX <—-l NTO2RX f& _ !
. :
i “Lptr -=> -LPOIN'I‘ER --> “Lptr : B
| p p ; o
! | o
' Ready --> LSEM --> Ready I o
Done (-~ <-= Done | -

| “Nptr <-- [VPOINTER] <-- “Nptr } R
(e : Done --> ‘ NSEM I -=> Done ! T

- ‘ Ready <-~ ¢-- Ready S
‘ DATAGRAY DATAGRAM/ PACKET/FRAME FRAME
! 123 BYTES 128/133/135 BYTES 135 3YTES
TRANSPORT NETWORK DATA LINK S
] LAYER LAYER LAYER SEARS

Figure 5-1. Network Layer S{mulation Data Structure and Flow

The test datagrams were simple messages wlth a modulo 10 datagran
counter imbedded in the datagram. Test nessages were inserted at certain
locatioas where an out of range error would occur to advise the operator -
that an error had occurred. [his s an example where boundary testing

was designed Lnto the path testing messages. The IP header was also f:}

displayed for troublashootling and vallidating that the software did T
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manipulate the header as and when it should. A softwarz loop from the
transmit tables to the receive tables simulated communication with
another UNID through the data link layer and DELNET. Datagrams were

{nserted in each of the four receive buffers with each of the transmit

buffers as thelr destination. This test was successfully accomplished S

L

both in the local-to-local host communication and local-to-distant host ?;{j

commuaication modes. ififz

l: The same type of testing was used with the data link layer software -

shown In Figure 5-2.

- P
f. —{ Learrs NTO2IX —
!

s «{ nrers e o NTOLRX

K
NTO2RX je—i

|

: PACKET FRAME s
, 133 BYTES 135 BYTES o

| NETWORK DATA LINK PHYSICAL

' LAYER LATER LAYER

Flgure 5-2. Data Link Layer Simulati{oun Data Structure aad Flow.

Packets were Inserted in the LCNITB buffer with operator selacted

destinations aad number of packets to send. The receive test packets
were read from the NTLCIB and displayed with thelr modulo 10 counter to
the operator on the System [II teraninal. In this test, the test
messages were also inserted in various strategic locations in the

software as with the network layer software. Test messages ware also

{nsarted at certaln locations whera an out of range error would occur to

advise the operator that an ercror had occurred. This is another example R
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where boundary testing was designed lnto the path testing messages. The
i packet and frame headers were not displayed as there was no need to do
so. The test messages showlng the flow of the datagram sufficed to
validate the software. A software loop from the transmit tables to the
recalive tables simulated communication with other UNIDs through the
DELHET, This test was successfully accomplished through all the

tablas.

The simulations on the System III were conducted with the actual
operational software that would execute on the SBC 544 and SBC 88/45
single board computers. As errors were found in the design or logic of 3
the origlnal software, appropriate modules were corrected or rewritten
and testad both on a module by modula and overall program basis. The

Lmplementation errors from previous work are discussed in Appendix C.

Phase Three Testing N
Phase three testing coasisted of testing the network layer software ﬁtf:
on the SBC 544 with a simulated host on a CP/M system. As previously E}ﬁﬂ

meatlioned, the data link layer software was not tested on its host SBC <o
83/45. The simulation software was mnodified to delets the ISIS
ij operating system calls, install the procedure that displayed messages on
- an Heath HI9 terminal attached to the SBC 544, and iastall the B

procadur2s to inltialize the special purpose large scals Integrated 2 11

circulits on the SBC 544, Once these steps were acconplished, the
= software was compiled and programmed into EPROMs for the SBC 544.

Programming the EPROMs lanvolved the use of one of two EPROM programmers

for the two dlffereat EPROMs used. An Intel EPROM programmer (60) was

attached to a second Intel system, a System 210. A software program on o
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the System 210 was used to program 2716 EPROMs. A Bytek EPROM
programmer (8) was attached to the CP/M system to program 2732A EPROMs.
A communications program on the CP/Y system downloaded the softwars to

the intellegent programmer to program the 2732A EPROMs. Software

-
Voo
:
v
2

2
»
.
:
b

traasportability betweea the System [Il aad the System 210 was
accomplished with single s{ded, single density ISIS formated diskettes.
Both Intel systams can read and write single sided, siangle density

diskettes. The above procedures were developed for this test as there

wera no prior established procedures.

Two different size EPROMs were used becausa the initial testing ia
F this phase usad only one recelve and one traasmit table for the network
% layar software and did not require a large amount of memory, the

interrupt handllng procedures for the SBC 544 needed to be developed and

tested, and the 2716 EPRCM programmer was divectly avaftlable. This
approach was taken until the interrupt handling procedures worked
properly. In addition, the appropriate compiler coastructs for the PL/M
compilar aeeded to be validated 1a order to correctly locate the receive
and transmit tables In the SBC 544 memory. Thea the software was

2xpanded to its full size, complled and installed in the 27324 EPRQMs.

Transporting the software from the System I[I to the CP/M systen
required an intermediate translatioa procass on the System 210 as the

software was on an ISLS forwmatted diskstte on the Systea III and needed

to be in a standard C¢/M format for the CP//H system. A commercially

Y

available program, procured by a previous researcher (64), was avallable
to run on the System 210 under the C2/M operatling system. The program

is a flle format translatlion program which converts files from ISIS to

e

CP/M or CP/M to ISIS formatted dlskettes. After the natwork layac
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softwara was translated, It was then dowanloaded to the EPROM programmer
from the CP/M system. The EPROMs were then installed on the SBC 544 aad
the program executed.

The simulated host software that executed on the CP/M system was

1lso devaloped on the System III. Tha software was translated on the

System 210 as explained above and transported to the CP/M system where
3 it was axecuted. The software used many of the procedures already
t; developad for the anetwork and data link layer simulations. The
additional software required consisted of interfacing the operator query

and response to the CP/M console through CP/H operating system calls,

The serial communication interface between the SBC 544 and the CP/M
system was a standard RS-232C cablz with USART I/VU driver software on
the CP/M systam provided by an assembly language program for that

(i; purposa. The assembly language program wWas already availabla (Appendix ;;;;*
1) and only needed slight modification to iaterface with the PL/M
procadur2 calling couventions and add the CP/M operating systam catl [Sﬂ-:
fnterface for the main PL/M program., The reglster usage of the PL/M s
procedure calling coaventions are identical to many of the CP/M
operating system calls and allowed a smooth laterface.

The simulated host software was able to sand and receive up to ten R
datagrams at one time 2s specified by tha operator. The operator could
also specify the routing of the datagram as in the network layer %
simulation. The testing then consisted of sending datagrams from the R

4

simulated host to the 3BC 544, observing the diagnostlc nessages

displayed on the H19 terminal and observiang the response fron the
simulated host. When Incorrect or unexpected software behavior occurrced,

the tast messages were used In conjunction with the softwyare listings to

5 =~ 11
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trace the flow of the program through {ts executlion. In addition, the
use of the SBC 86/12A and its monltor were used to observe tabla,
counter and boolean flag contents to aid the determination of where the
software was aot functioning correctly., The Hl9 was connected to only
ona port during the test for simplicity. The RS-232C cable was
connected sequentially on the three remaining ports and datagrams seat
from the simulated host to the SBC 544 and returned on each of the tiree

SBC 544 ports, Both a simple local-to-local port loop and as well as a

lccal-to-distant host loop were tested successfully for all three ports.

Fhe traasmit request/transmit acknowladge handshake, discussed in
Chaptar Four and Appendix F, was also validated. Figure 5-3, similar to

Figuce 5-1, shows the network layer data flow and structures with the

.rfvw“-

additlion of the H19 monitor and the CP/H system used In this phase of

‘; testing.
<
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~“Lptr --> [LPOINTER| =--> “Lptr ?
f Ready ~-=> LSEM -=> Ready ;
i; Done <-- {-- Done X
_ “Nptr <-- |[NPOINTER] <-- ~Nptr ;
: Done -~-> NSEM -=> Done :
Ready <-- {-- Ready ;
5 i
! ' DATAGRAM DATAGRAM/ PACKETL/FRAME FRAME i
128 BYTES 128/133/135 BYTES 135 BYTES i

-
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9 LAYER LAYER LAYER i
N ]

Fizure 5-3. Network Layer Simulation with the CP/M System and (3

Thls phase of testing was partlicularly significant for two reascas.
Flrst, both the receive and transmit side of each of the SBC 544 serial
ports are interrupt drivea. This is significant because tha softwara
had to behave rationally while transmitting and rzceiving randonm

datagraas on a real time interrupt basis while “simultaansously” routing

datagrams. Second, it was quickly discovered by observiag incorrectly
behaving software that certaln secrions of the executing software needed
to be protectad from outside Interference while they ware axecuting.

These sections of zode are called critical ceglons (13:77) and are

discussed ln Chapter Four and Appendix E. T[hls phase of tasting als> :}j;t
allowed the testing to occur under more real condltlons than the ;4

simulations and demoastrated the effects of real time Lntarrupt RN
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programming and critical regioas that were not possible during the

simulatioans on the System II[ development systen.

Phase Four Testing

This phase of testing consisted of testlng the network layer

s e
Lo ® A Mttt

sof tware from the phase three testing oa the SBC 544 while the SBC 544
was connected to the LSI-1l NETOS {72). Figure 5-4 shows the conmnection

of the UNID II with the NETOS.

—

B ,
i 9

>
-~

UNID cP/M e
II dost - ‘

\\

~—

H19

Figure 5-4. UNID II and NETOS Connection

The letters A, C, J, and K are the designations for the NETOS nodes
used for this test. Each NETOS is a LsI-1ll processor a2xecuting the
NETQS aetwork software (72). The software exacutiag on the NEfOS was
devaloped as part of a class at the Alr Forca Institute of Technology.
The softwarz implamented a half-gateway (87:Chap 3) iatacfaclng the
NETOS layer four protocal with the UNID [I. The UNID TI half-gateway is
implemented ia the natwork layer software that ilaterprets the Intarnet
Protocol (IP) header. Both the NE[OS and the UNIN [T used the [P h2ader

for Llaternet datagram couting. YNode J Is the central node through which
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all the NEIOS aodes are connected 1in a star configuration. dode C was
used to lnsart NELOS messages into the NEIOS destined for the UNID LIL.
Nodes A and K were connected to two of the UNID II ports while the C?/M
host and the 19 were coanectad to the two reamalalag UNID ports. The
CP/4 host and the Hd19 terminal were used as Ln the phase three testing
while node C was inserting NETOS messages into the NETOS and through the
UNID.

Local-to-local routing was tested where messages inserted in the
NETOS circulated clockwise and then counter clockwisz in the ring A-J-K-
UNID-A in Figure 5-4, This test validated the local-to-local routing
process in the UNID network layer software, Other messages were
injected at node C to address another nods hosted on another UNID. This
test simulated one NETOS node sending messages through two UNIDs to
another NEILOS node and receiving replies by the same path. 1In this
test, the messages traversed the path C-J-K-UNID-UNID-A-J-C. The UNID-
UNID designatlon represents the softwars loop in the network layesrc
software, This softwara loop razmained in the networx layer software for
this test as a secoad UNID TI was not avallable.

1essages were also inserted at the CP/M systeam while the NETOS
nodes A and K were sanding and raceiviag messages with the UNID. This
test was done to provide a somewhat higher messaga iocading on the UNID
to subjectively observe any detremental effects. There wera ao
datremental effects to the NETOS messages by thz ilnsertion of additional
nessages by the CP/M system during the subjective obsarvatioa. This
phase of testing validated th2 local-to-aetwork aa network-to-local
touting process In the UNID network layer software.

Of partlcular aote during this test were lInstances whera the UNID

5 =~ 15
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software “lost” data from the sending node. Tha lost data was a result
of the code In the UNID required to protect a critical region and of the
cod2 in the NETOS which sent the NETOS messages. The NETOS amessages
wera broken into two datagrams which weare sent to the UNID ia rapid
succession., The UNID successfully received the flrst datagram from aode
K and whila attempting to send that datagram to node A, the second
datagram began arciviang from node X, Th2 lost data occurrad during the
reception of the second datagram from node K. The cause of the lost
data was the result of the disabled interrupts required to protect a
crltical region in the UNID software, Data was contlaued to b2 sent by
aode ¥, but while the UNID ioterrupts were disabled during traasmnission
of the first datagram to node A, some of the data from the s2cond
datagram simply overflowed in the UNID USART and ware lost. The fact
that bytes were Ia fact baing lost was determined by usiag the [BC
86/124 monitor to chesk the program variables {n the S8C 344 ramovry. it
was jJuickly observed by checking the receivaed byte count that oaly 125
bytas of tna 128 byte datagram were recalved ia the SBC 5%4 na2mory. A
“quick fix” patcein was wade to the NELDIS s3»ftwacs to incceas2 a delay
batween transmission of characters to the UNID. The patch wis mnade to
the NELDS software inst2ad of the UNID softwice as the UNLD scftware had
to be relastalled in EPROMs before retesting. The 1dditional
tcansmission dalay betw2en characters from the NEIDIS to the UNID
1lleviated the problem during the testing. Th2 solutlon lias within the

UNID software and nas not yat been estahlished.

poncLusigg

This chapter outlined the test philosophy and design of the UNID [IL




CONTINUED DEVELOPHENT AND IMPLEMENTATION OF THE
UNIVERSAL NETWORK INTERFA.. <U> AIR FORCE INST OF TECH
WRIGHT-PATTERSON AFB OH SCHOOL OF ENGI. CHILDRESS
UNCLASSIFIED DEC 84 AFIT/GE/ENG/84D-17-Y0L-1

-A131 9335 272




S §2s 25
oo i1
"m TR =

= e
23 flis e

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS.1963.4

EPT IR SO




software and hardware devzloped ia this effort. The basic test
philosophy was dlscussed first, followed by 1 description of the overall
test design. The major dlagnostic test tools used for testlag were then
discussed followad by a description of each of the testiang phases.
Testlng results were ifncluded in the discussion of each phase of
testing. The first four of flve phases of testlng were completed. The
n2xt chapter dlscusses the conclusions of this thesis effort and

recomneadations for further research and developmeat.
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VI. Conclusions and Recommendations
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|

Introduction

The purpose of this investigation was to develop the UNID II and iig
implement the exlsting software desigans to produce a fuactional unit. :;:f
dell over the majority of the tasks in the problem statement {n Chapter
One were accomplished as described in Table VI-I. Tha integration of
the network layer and data liak layer software on the SBC 544 and SBC
88/45 and test and validation as a functional UNID II was not

accomplished.

Table VI-I, Tasks Accomplished.

2. The SBC 86/12A and SBC 544 were integrated for operation

l
l 1. A software monltor for the SBC 544 was developed.
: on a multibus chassis.

i 3. The functional operation of the translated network layer
; PL/M software was validated by simulation aad test,

4, The integration, test and validation of the netwoik
layer software hosted on the SBC 544 was completed,

5. The data link layer PL/Z software (75) was translatad to
PL/M and validated for correct functional operation by
simulation on a software development systam.

|

!

1

! h. The prelimninary integration, test and validation of tha

i network layer software and SBC 544 in the DELNET was 1
i accomplished. -
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Conclusions

The development of the UNID II in the DELNET has progressed

M

considerably, The use of functional simulations on a host software
development system has enabled the developer to validate the software

befors installation and test on the target hardware system. This

“—‘..r'r'vl ,<
- . . ’..l'
'

LA

MO R oA S0 e g
v .
P

o 2




R — — p— ——— —— P ———— Lo aamn T Mnd SRAICCA A e bt S emi S At 2

capability can save considerable time and effort attampting to jffé
troubleshoot and problam solve on a target system by elimlinating most of R
the errors In the software design and code before the softwara {is
executed on the hardware.

The integration of the network layer software hosted on the SBC 544 t:;t
with the NETOS is a major milestone not achieved before this theslis
effort. Two differeat hardware systems executing software designed and
implemented by two different groups of people successfully transferred )
information., Although work remains to be done to fully implement the
UNID in the DELNET, a solid foundation has bzen devaloped which should

make the task less formidabla.

Recommendations

As thls investigation is a continuation of previous research aand
development, the recommendation by this author is to continue the UNID -

IT and DELNEL development. This project has provided a test bed for

some of tne practical experience required in applying the theory learned
In the classroom, Specific examples from this effort are the real time -
interrupt programming and critical regions of software. Both of tha
examples are dlscussed in the classroom enviroament, however one does
not gain the full Lmpact of the theory and what needs to ba done to
properly design the software untll onme actually designs, tests aand
validates software of that type.

Not only has this project provided valuable practical z2xperience, -
but the U.S. Alr Force has a growing need for a UNID. The Alr Force and
other DoD departments are {ncorporating a considerable number of single

and multiple usar mlcroprocessor based systams In the offlce -
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environmeat. While many of these systams have some common media for

transferring information, many do not. The UNID can more than

adequately fil1l the gap In linking these systems together to traansfer

their {nformation, If for no other reason, the UNID development should

;: continue to f£ill that zap.

il Other specific recommendations not yet addressed are:

; l. The analysis of the buffer sizes, throughput, dalay, and host 1
’ aand network serfial data rates has not yet been accomplished since the ) é
?: UNID devalopment began in 1978, This analysis 1s required and must '; f

evantually be accomplished {n order for the UNID to adequately support
the user data trafflc. The methods outlined in (87:Chap 2, 81, 82)

could be used as a starting polnt for the analysls. This task could

;‘ develop iato an entire thesis effort. Giii

A 2. Only the first four of the five test phases were conducted in i;;:
this effort. The fifth test phase of integrating the anetwork layer and o ﬂJ
data link layer software on the SBC 3544 and $BC 88/45 and validatiag as ::i
a functional UNID LI fn the DELNET remains to be accomplished. This ‘f;g
test and valldation can be accomplished as more UNID It hardware is i_}é
acquired. This last phase ls the next loglical step in the development, 2:
test and operation of the UNID II in the DELNET and is required to be
done. - 1

3. The timing problem (Chap Five) which arosa durlng the testing
of the UNID II and the NETOS n2eds to be resolved.
4, The data link layer software needs to be Installed on the SBC B

88/45 single board computer and validated in a network euvironment. ﬁjji

5. The further implementation of the X.25 network layer protocol

remalas to be accomplished, as well as tha fimplementation of the higher
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layer protocols for UNID hosts computers and the internet protocol (IP)
for networks connecting to the UNID. These implemeantations must occur
for a fuactional DELNET to exist.

6. Use the C language for further sof tware development, especially
in the transport through the presentation layers of the OSI model.

7. The DELNET and the supporting UNIDs would comprise an excellent
tool for research and development of user data privacy, user
authentication, and user “verification” implemeatations. While
classifled traffic cannot be supported in the AFIT euvironment, the
basic groundwork for a classified system can be supported., The DoD has
a counsiderable interest in this area (2) and much can be gained. Some
previous investigation at AFIT has been started (86) with a consliderable
amount in the commercial sector (5, 10, 14, 15, 65, 79, 83). (10)
and (83) provide introductory material while (5, 14, 15, 65, 79)
provide more advanced material. Research and development in these areas

can easily encompass several theses.

Concluding Remarks

A considerable amount of time, effort and resources have been
applied to the design, implementation and testing of the UNID and the
DELNET. There i{s, however, still much work to be done before the UNIDs
can perform ia a local area network function. It Is this author’s
opinion that this project is valuable and can pay large dividends, both
to satisfy U.S. Alr Force operational needs and as a learning tool,

when continued to fruition.
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Appendix A ]
4
UNID II Data Flow Diagrams )
This appendix contains the Data Flow Diagrams (DFD) for the UNID II \
N
L
which were developed in a previous thesis effort (30:26-34). These DFDs o -]
- 4
show the UNID II message processing functions and the internal flow of
;
messages between tha local and network I/0 hardware ports. The DFDs ara ]
still current and are shown In this thesis for complateness. The DFDs
k ar2 presented la the following order: )
}
b
4 Figure Page
A-1. UNID II Overviesw A-2 ]
A~-2. Input Local Information A-3 )
A-3. format according to Outgolng Protocol A-4 )
A-4. Transmit Network Message A-5S o
Vo )
A-5., Input N2twork Information A-6
A-6. Transmit Local Information A=-7 :
-4
1
<
A -1

o
e
."
1
|
q
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Aggendix B

RS-232C and RS-422 Signals

The network layer (SBC 544 or similar hardware fiaterface on the

local host side of the UNID II) will use the RS-232C standard to
{nterface with the host computers or other DELNET networks (75:Chap 1,
Chap 2), such as the NETOS (72). The data link layer (SBC 88/45 or
sinilar hardware interface on the network side of the UNID II) will use
rhe RS-422 standard to interface one UNID with another UNID (75:Chap 1,
Chap 2).

Each standard (18, 19) has a large number of signals specified not
all of which are used by the UNID IIs (75: Appen B). The following
figures indicate the signals that are implemented in the UNID and
DELNET. Stignal directlion into or out of the UNID II is shown for the

(. 25-422 interface. 3Signal directfion into or out of the UNID II i{s not
shown for the RS-232C interface as the SBC 544 board 1s juaper
configureable for either a DTE or a DCE connection. The defauit

configuration for the RS~232C ports on the SBC 544 board {s set to a DCE

to allow most host computers and terminals to directly connect to the

UNID ITI without the use of a null modem.
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DB-25 Pin Implemented
Number Signal Nomenclature in DELNET
1 Frame Ground X
2 Transmit Data X
3 Recelive Data X
4 Request to Send X
5 Clear to Send X
) Data Set Ready X
7 Signal Ground X
3 Recelve Line Signal Detect (x)
| 9 Unassigned
i 13 Unassigned
' 1! Unassigned
I 12 Secondary Receive Signal Detect
13 Secondary Clear to Send
14 Secondary Transmit Data
15 Transmit Signal Element Timing
16 Secondary Recelve Data
17 Recaive Signal Element Timing
13 Unassigned
19 Secondary Request to Send
20 Data Terminal Ready X
21 Signal Quality Indicator
22 Ring Detector (X)
— 23 Data Signal Rate Select (DTIE)
(o 24 Data Signal Rate Select (DCE)
25 Unassigned
NOTE: Pins 3 and 22, wmarked (X), are not required when the UNID

{s hard wired to a host computer or terminal. These pins
l would normally be used whan a particular port is connected
L to a modem,

Figure B3-1. RS-232C Pin Assignments

The local side connected to host computers or terminals will use

the RS-232C signals shown {n Figure B-1. It is assum2d that the RS-

232C interface uses 1 standard DB-25 connector.
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D3-37 Pin Direction Implemented

Number Signal Nomenclature In Out in DELNET
i Shield X
2 Signal Rata Indicator A
3 Spare B
4 Seand Data A X X
5 Send Tiaing A X X
5 Recelve Data A X X
7 Request to Send A X X
8 Recelive Timing A X X
9 Clear to Send A X X
19 Local Loopback A
I1 Data Mode A
12 Terminal Ready A X X
13 Recelvar Ready A X X
14 Remote Loopback
15 Incoming Call X
15 Selact Frequency Signalling

Rate Indicator

17 Terminal Timing X
13 Test Mode A
19 Signal Ground X
20 Recalve Common
21 Spare A
22 Send Data 8 X X
23 Send Tining B X X
24 Recelve Data B X X
25 Raquest to Send B X X
25 Recelve Timing B X X ;
27 Clear to Send B X X l
23 Terminal in Service A
29 Data Mode B
33 Terminal Ready B X
31 Recelver Ready B X
32 Selact Standby A
33 Signal Quality X
34 New Signal
35 Tarainal Timing X
36 Standby Indficator
37 Seand Common

HOTE: The -A aad -8B suffixes on the signal nomanclature refer

to the non-inverted and lnverted outputs/inputs of the RS-
422 signals as the signals use a balanced signalling
nethod aad a reversed connection will Lavert the deslred
slgnal.

-

Figure 3-2. RS-422 Pin Assignments
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The UNIDs are connected using the RS-422 standard on the data link -

o

o

layer (subaetwork) side of the UNID, Figure B-2 shows the piln - -

assignments and indicates which signals are currently implemented in the

DELNET. In this figure, the direction into and out of the UNID is also

shown to clarify the use of a null modem required on one of the two high L

sp2ed network ports. It is assumed that the RS-422 iaterface uses a

e
PP U S S S O S R

standard DB-37 connector.
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Implementation Corrections in Previous Thesis

[ntroduction

This appendix explains (mplamentation errors, and their
correctlons, from previous work (29, 64, 75). The hardware errors were
detected during the 2arly analysis of the previous designs (64). The
hardware errors refer to the revised network (data link layer) board
designed by (64). Whllz this design was not used in this effort, the
errors are anoted for future reference. The software errors were
discovared during the early analysis of the pravious designs aad during
the netwotk and data link layer software simulations. All the detected

arrors have been corrected.

Software Corrections

Tha toggiing of the sequence bit in the transmitted frame for the
one bit sliding window protocol was forgotten. The sequence bit is
never togzgled in the 1 frames, even though the ROUTE$OUT procedure does
toggla the saquence bit on a true ACK., Sinca ROUTESIN checks the I{nput
sequence blt agaiust th2 transmnittad sequeace blit to determine a true
ackaowledgament, 3 true acknowledgenent will only occur on the first
transmitted frame. The software will then hang up resending the second
frame ad fafinitum. The corrective action {3 to includa the sequence
bit in the BUILDSI$FRAME procedure,

A counter and error recovery for the maximum number of
retransmissions tn tha ROUTESOUT procedure {s aneeded. There currently
{s none. The result is that {f€ a fram2 13 never acknowledged and the

tiner times out, the software will hang up sending the frame forever!

The corrective action is to include a retransmission countar which will

P

RN A I AP |




perform a specified action i{f the maximum number of retraansmissions 1s

r] ' exceeded.
f; The design for Laterpreting the incoming frame {n the NTJQLITB and
NT02TB tables Ls lncorrect. The current design first detects If the

ii incoming frame is to coatinue around the network (NN) or is destined for
{ the local UNID (NL). [f the frame is NN, then an S frame is sent to the
,
L sender of the frame and the recelved frame i{s then sent around the 1loop.
k: This situation {s correct for an I frame, but causes havoc with an S
, frame. 1n effect, S frames are generated as acknowledgements for other
S frames and consequently, S frames will be generated at a geometrlc
rate aad will choke the network. The NL logic is satisfactory. The
solution is to interpret the incoming frame to determinme if it Is an I
or S frame, then determine it’s destination. This solution will preveant
(6— 5 frame flooding and route the frames correctly.
A problam axists in the ROUTESOUT procedure when ACKNOWLEDGES$SA(B)

{s true., The frame to send is correctly discarded, however,

ACKNOWLEDGESA(B) is never reset false, the timeout flag and counter are

not resat, and the number of retransnissions counter, assumned to bde
fmplamanted, {s not iaitialized. The ACKNOWLEDGE$A(B) reset to talse
was placed in the fncorrect place. This will only allow sending the
first fcame whereupon the software will aot send any other packets. The
corrective action Ls to include the proper resetting of the flags and
countars when the ACKNOWLEDGE$A(B) is true.

An error with the implementatlon loglc of the one bit sliding
window tlmeout and the acknowledge axists. Both timeout and acknowladge
need to be considered togather (37:43), not separately as implemented

(75). The software design and Laplzmantation can be darlved from the

c -2 S

[ PP A

. . . . . o . PR N . S o o A . . Sl PO R e Tt SR Y N
R A N S P RO P U U, S "I P PP R ", "SSP SDE "N PRI S S SO SRS S, Wt W Wt Jult Wepk Wb Y W N B F SR



truth table in Flgure C-1. The corrective action Is to implement the

software according to the truth table,

ACK TIMEOUT FUNCTION
0 9 Increment [IMOUT counter
‘ 0 1 (re)send a frame
1 0 service transmit table, reset
flags and counters
1 1 same as the (1, 0) case

Figure C-1. Acknowladge and Timeout Truth Table

[ae INPUTS$SEQSBIT and THISSSEQ$BIT require the suffix “$A” and “35
to separate the sequencing of the I and § frames for the A and B loops ,
otharwise the software becomes confused when both the A and B directions
are transmltting aad receiving frames. Thne correctlive action is to
faplanent the INPUTSSEQS$3IT and [HIS$SEQ$BIT for both the 3A arnd $8
sections of software.

The original softwar2 deslgn does not 1lnsure that one and only one

[ frama Ls In the OUTFRAMESCIA(B)$TB table at a given {nstant of time.

fhe ora bit sliding wiandow protocol requires that the curreant I frama be
retained until a positive acknowledgament {s recaived, If two or more [
frames are fa the transmit buffer at the 3ams timne, the traasmit
software will send them both and subsequently confuse the s2quence bits,
This results in the software continually r2transmitting the frames until
the maximum cetraasait counter is excceded. The corrective actlion is to
Jenerate a procedure to determine 1f an [ frame Is in the transait

huffer and inforam the calllng procedure accordingly. The calling
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procedure should then load an I frame only when ther2 i3 no I frame in
the transmit buffer,

An error exists with the implamentation of the bit masking used for

the detection of the acknowledge frames and the sequence bits. The bit

.ji
4

nasking was implemanted in reverse order, that is the eighth bit is 2

masked for detection of an S frame where the first bit should be masked.

Y

Similarly, the sixth bit is masked for detection of the saquence bit

dtenlionin

'; where the third blt should be masked, The source of the problem is -

interpretation between the laft to right ordering of the bits ta the
source documentation and the left to right implementation Lan the
ﬁ. software. The source documantation shows the least significant bit on - q
the left and the most significant bit on the right, however the bit mask

coding is just reversed with the most significant bit on the laft and :_}f-

the least significant bit on the right. This reversal did not affect —el]
the orfginal implamentation because the software was the same at both

I3

ends of the UNID connection and each end saw the correct information

where it should have. Coasequently, thls error was not previousliy

detected. The corrective action is to implement the bit maskling
corractly.

The BULLD$IL$PACKET procedure in the original network layer software | k
contalned a case statement that performed the same assignment statements
regardlass of the case selector (64, 753). Whila this 13 not an ervor to _:-?
tha software as Lt than existed, it did use extra memory. The procedure
w33 rewritten using pointers and semaphores as explained in Chapter

Four.
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Hardware Corrections

A design error exists in network board schematic. Data lines D3 - = -

D15 and DO - D7 in the memory array need to be controlled by A0 and BHE*

’ "'Y"E

(generatad by the 3089 processor), otherwise the memory will not be

accessed correctly for byte read/write operations. The corrective

action 1is to redesign the memory data coatrol similar to the SBC 86/12A
logic to properly gate the memory data,

A design or typographical error exists with the address decoding

liaes for the 8039 local I/0 space. The address lines Al4 and AlS are
reversed. Fhe corrective action is to iaplement the addressing

correctly and annotats the schematic diagram, ==

.1""7-'vv

The RS 232/422 DTE/DCE strapping options shown on the schematic are

in the incorrect locations. They need to be between the connectors and

drivers, not between the USART and the drivers, otherwise the drivers -—
are connected output to output and {nput to input with the USART. The
corrective action is to redesign the strapping options 1in the correct

location and annotate the schematic diagram. -
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Appendix D

DELNET/UNID Header Information

This appendix expands upon the TCP/IP datagram, packet, and frame
header faformatlion prasented briefly in Chapter One (75:Appen C). Each
byte in a complete datagram, packet, and frame i{s shown with the
appropriate bit informatlon within each byte, The name of each byte
posftion, along with the array fndex number, is givea for each byte.
The subscripts H and L refer to most significant byte and 1least
significant byte, respectively. Similarly, the subscripts 3, 2, and 1
Indlcate the most significant byte, the next significant byte and the
l2ast significant byte, respectively. The contents of each byte confora
to the standards established in (28, 67, 69, 75:Appen C). Entries that
contain letters refer to specific bits that must be initfalized or set
according to how and whea they are used. For example, the packet source
addrass will ba a3 constant that depends upon the particular UNID and
port nuaber to which a host Is connected, The Type of Service byte on
page D-2 depends upon the precedeace, delay, throughput and routing
cequired hy the transport and higher lavel protocols. Those bits and
bytes that contaln latters are varlables that are data and user
dependent. Those bytes that are empty are not yet used by the UNID LI
softwar2 and are currently filled with zeros. The particular mapplng
shown was used for the testing of the UNID II in the LSI-1l NE[OS test,

Each byte s further explained in (28, 67, 69, 75:Appea Q).
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Name Lndex Bits
Frame Packet Datagram Ms8 LSB
: |o oo ofo 0 0|
Unid Dest/Source 0 | d d d d|s s s |
Coatrol 1 | o 00 ujo s ¢ |
s = J,1 => sequence 4 -+
¢ =1 => control
Destination Addr 2 ) lu u u uje c ¢
u = unid # — %
¢ = channel #
Jource Address 3 1 lu uw u uje ¢ ¢
4 = unid # +- +
¢ = channel #
Sequence # 3 2 nanon o n a
Spare(1) 5 3 lo 000 o0 0 0]
Spara(d) 6 4 o oo o0 0 0 0|
[P Yeader 7-33  5-36 0-31 :
bo vars +#/IHLength 7 5 a ot 0 01 0 0|
Type of Service 8 A 1 lp pp dft 0 0 -
o = pracedence - + L
p = UdJ => routlne datagram N
p = 112 => Internet Control A
Total Length(i) 9 7 2 j0 00 0]0 0 0|
Tetal Leagth(L) 10 3 3 1 00 0j09 0 0]}
User Identid) 11 9 4 u u u ulfu u u |
User [dent(L) 12 10 5 u uu ulu u u | ‘
Flags/Frag OFE(H) 13 11 6 | o 1 00 0 0 0|
Fragnent Offset(L) 14 12 7 Ll oo o0}o 0 0]
Tire to Live (60) 15 13 8 oo 1 1]l 0 9 |
t +
Protocol 15 14 9 |9 0 0 3]0 1 0|
d2ader Checksum(H) 17 15 19 9 0 0 00 0 0|
e +
D -2
e g T T e e
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Name Index Bits
Frame Packet Datagram MS8 LS8 :
4 Header Checksum(L) 13 16 11 |]o o oofloo o 0] ;
Source Address: N -'_'f'«j
Control/Country 19 17 12 loooof10 0 1] S
Network Code(GNID #) 20 18 13 | o 21 0|lh h h hj
Host Code(H) + +
Host Code(L)/ 21 13 14 | hh b h|lp p p p|
Port Code(2) 4+ +
Port Code(1)/ 22 29 15 lp pppPplppP P p|
Port Code(0) - +
Destination Address:
Control/Country 23 21 16 00001 00 1]
Network Code(UNID #) 24 22 17 l nnnao I h b h h | L
Host Code(H) — +
tost Ccde(L)/ 25 23 18 |h h h hlp p p p|
_ Port Code(2) + —+ o vt
to ' + L
Port Code(1)/ 26 24 19 lp ppplppop p| .
Port Cede(0) + - S
Security(H) 27 25 20 1060 20]l0o 921 9 DR
securtty(L) 23 2% 21 0000]1 3 1 1] .
S Flald(d) 29 27 22 | | |
S Fleld(L) 30 28 23 | | |
C Field(H) 31 29 24 | | |
+ +
C Flald(L) 32 30 25 | | |
H Fleld(H) 33 31 26 | [ !
e +
H Fleld(L) 34 32 27 | | |
TCC Flald(2) 35 33 28 [ [ |
ICC Fleld(1) 36 34 29 | | |
p——— o
ICC Fleld(0) 37 35 30 | | | -
fm———— +




Name Index Bits

Frame Packet Datagranm 4SB LSB
LIF Padding 38 36 31 |o o oo0ojo oo 0]
+— +
[CP Headar 39-62  37-60  32-55
Source Port(i{) 39 37 32 l ( [
Scucce Port(L) 40 38 33 | | |
¢ r +
i Destin Port(d) 41 39 34 | | (
r Destin Port(L) 42 40 35 | | |
ol — +
} Sequence #(3) 43 41 36 I | |
Sequenca #(2) 44 42 37 l | |
Sequence #(1) 45 43 38 | | |
Sequence #{0) 46 44 39 | { |
+—- +
Acknowledge #(3) 47 45 40 | | |
Ackaowledge #(2) 48 46 41 | | |
fmmmm e +
Acknowladge #(1) 49 47 42 ! | |
-+
Ackinowledge #(0) 50 48 43 | | |
+ ———mt
Data Offset/Resv 51 49 44 [o 1 L 3]0 2 0 0f
= -t
Reserved/Control 52 50 45 | 9 00w a|lp £ s £
Window(H) 53 51 46 | | |
+ —+
Window(L) 54 52 37 | | |
- +
Checksum(:) 55 53 43 | | | -
pm——— + T
Checksum(L) 56 54 49 | | | o
e -+ .
Urgent Ptr(H) 57 55 50 | | | :
+- + 4
Ucgent Ptr(L) 53 56 51 | | | -
+— —t ﬂ
Option 59 57 52 | | | L
Padding(2) 60 58 53 20002000 0] R
- - +
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Name Index Bits .
Frame Packet Datagram MSB LSB : J
+~ —+ o 4
Padding(l) 61 59 54 0000|000 O] .
Padding(0) 62 60 55 |o oo o|o oo o] =
'; '
User Data 63-134 61-132 56-127 Ix X X X X X X x| -
Flgure D-1. DELNET/UNID Detailed Header Information .
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Appendix E

UNID Semaphores and Protected Reglons

This appendix explains fn detail the use of semaphores as
{mplemented for the exchange of Information batween the SBC 544 and SBC
38/45 boards. 4

The use of semaphores ls required to protect a critical region o
(13:73) of program execution from baing disturbed by other concurrent
processes In a multiprocess or multiprocessor eavironment, As was 1

earlier noted, the UNID I and II are multiprocessor and multiprocess

systems. Data Iin the form of packats are exchanged between the two _"i
procaessors. The process on the SBC 544 board which alerts the SBC 88/45 ) “{
board chat a packet s ready for the S$BC 88/45 process must esnsure that : ,~é
the SBC 33/45 process {s not manipulating tha last set of data left by ’ g
.‘ the SBC 544 process, otherwlse the SBC 54% process will, [n all L.-*-‘
likelihood, write over the old data with the new data and cause 2{5
fnadverteat destruction of destred data (13:77). {"i
Equally as important, the SBC 88/45 process must ensur2 that the ' VJJ
SBC 544 proc2ss is not manipulating data {n the critical region of ]
nemory when the SBC 38/45 process wants access to the critical region.
The qnethod to ensure a writeover (race) condition does not exist often
tavolves the use of P and V type semaphore operators (13:33). Tha P and
V operators are oftean implemented with low lavel hardware operatioas,
such as TaestAndSa2t which 1s called LOCK for ths I[ntel processors, that ' 1
will iaterrogate and set a flag to ensure that oaly oae process is _?
nanlpulating data la a critlical region of menory at one time. tﬁ
“nfortunately, as mentioned In Chapter Three of thls thests, the SBC 544 ' v,j
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board does not have the TestiAndSet (LOCK) capability evea though the SBC
i 88/45 board does. The SBC 544 board also does not have the mechanisms
to allow the SBC 38/45 board to use its LOCK operator. Therefore
another method was devised which allows both boards to share certain
| portions of the common systam memory while allowing only one processor SRR
and process to access that shared, critical region at one time, thus :
praventing inadvertent destruction of data (13:77). This method uses a
variable with oaly two states, Ready and Done, as the semaphora. The B
SBC 544 process will check the variable for the Done state, and {f Done,
will update the packet polnter and set the semaphore to the Ready state.
) The SBC 38/45 process checks for the Ready state, and {f Ready, will —
movz2 the packet to another buffer for further processing and set the
semaphore to the Done state. The SBC 544 process is allowed only to
| .. check the semaphore for Done and set the semaphore to Ready. The SBC "‘""'"'
33/45 process is allowed only to check the semaphore for Ready and set
the semaphore to Jone. By Impleamenting the processes iln this maaner,
' the processes will stay in synchronization and not manipulatz data until Sti;j
tue data 1s ready to be manipulated. Each process is not allowad to
walt until the otner process is completed; 1t will continue performing
) other tasks and will, at some later time, reenter the semaphoras testing
routine. This mechanism Is fllustrated Lo Figure E-1 with the aid of

pseudocode.
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4 1f DatagramAvailable then (Process executed by SBC 544)
I1f LSem = Done then

do;

LPointer = .LocalReceive(NexttoSend)

LSem = Ready

service(.LocalReceive(NexttoSend))

end;

If LSem = Ready then (Process executed by SBC 88/45)
do;
move(LPointer, .NetworkTransait(NextEmpty), PacketSize)
LSem = Done

, load(.NetworkTransmit(NextEmpty))

[ end;

Figure E~-1. Pseudocode for SBC 544 to SBC 88/45 Packet Movement

) The first section of pseudocode corresponds to the process on the
SBC 544 board and the second section of pseudocode corresponds to the
concurrent process-on the SBC 88/45 board. DatagramAvailable is an

i Q i indication that a packet 1s avallable to move to the metwork board,
LPointer is a pointer to the available packet, LSem is the semaphore,

.LocalReceive(NexttoSand) is the pointer to the available packet in the

] SBC 544 memory, .NetworkTransmit(NextEmpty) ifs the pointer to the next
avalilable entry for a packet in the SBC 88/45 memory. LPolinter and
LSem, as well as the packet, are stored i{n the shared system memory.

' The routines “service” and “load” adjust the pointers within the tables

given as arguments and “move” moves a specified amount of data from one

location to a second location. The reader should recall that the tables

LocalRecelive, LocalTransmit, NetworkReceive and NetworkTransmit used in

the UNID sof tware are circular FIFO queues whose first-in polnter is

NextEmpty and first-out pointer 1s NexttoSend.

- The above high level code 1is divisible into smaller sets of
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indivisible assembly language code, each of which can be Interrupted by
other processes on the respective SBC 544 or SBC 838/45 board. The
sections of code that can interrupt the above processes, however, do aot
manlipulate any data used by the above sections of code, and will
therefore not disturb the critical sections except for inducing a non
critical time delay. In addition, the remaining processes on each board
never manlipulate the semaphore. The LocalReceive butfer is used by
other SBC 544 processes, These are the host recelve interrupt routine,
where the table pointer NextEmpty is manipulated, znd the send a
datagram from local host to local host routine where the table painter
NexttoSend is manipulated. The latter routine, while manipulating the
NexttoSend pointer, will only do so when the particular datagram iz for
local to local host movement., The particular routice of which the aoove
code is a part interrogates the IP header of the first datagras po:nted
to by NexttoSend. If this datagram {s for loczl houst tc lccal hest
movement, the datagram is moved and the NexttoSand pointer updated.
However, if the datagram is for local host to network movement, the
first section of pseudocode above is called. The pointer NexttoSend
will only be updated if the SEC 88/45 is ready for another packet,
otherwise the pointer is left untouched and the datagram ipn question 1s
still at the top of the LocalRecelve table waiting to be moved. So
while the NexttoSend polater can be manipulated by another process, it
1s done so only 1f the datagram in question at the top of the
LocalRecelive table is going back to a local host and not to the network.
Therefore the NexttoSend pointer will be updated for a network destined
packet only if the datagram in question at the top of the LocalReceive

table is going to the network when the first section of the pseudocode
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is entered.

It should be noted that while both processors have the ability to
access the shared system memory at the same time, and will probably
attempt to do so, they cannot, in fact, read (or write) to the same
shared location at exactly the same instant. This “read at the same
instant” phenomena 1s prevented oy the hardware design of both boards.
If the SBC 544 processor is in the middle of a fetch from shared memory,
the hardware design locks out access to the memory to other processors
with access to that shared memory. Therefore, the SBC 88/45 board
cannot access the desired location until the SBC 544 board has completed
its current instruction, whereupon, the SBC 88/45 may *hen access the
shared memory. The same holds true for an access of shared memcry by
the SBC 38/45 board. When the SBC 88/45 processor accesses shared
memory, other processors are locked out from accessing the samwe shared
memory until the SBC 88/45 has completed its current instruction.
Therefore, if the SBC 85/45 is executing the instructions to set “LSem =
Done”, and the SBC 544 is fetching the “LSem” location to interrogate
for “Done”, there will not be a simultaneous access of the locatica
“LSem” as explained above. Therefore the SBC 544 Interrogation of
“LSen” will find its value either “Done” or “Ready” as expected and
execute the critical section accordingly.

The process communication from the SBC 88/45 board to the SBC 544
board is identical to that for the SBC 544 to SBC 88/45 board explaiaed
above. The variable names are different so as to keep the two processes
and functions separated, The two processes function the same and the
discussion above applies to the SBC 83/45 to SBC 544 board

communication. The pseudocode for the SBC 88/45 to SBC 544 board

E-5

B S TS et e Mt m e a e e AT T e E

<N T e e e e e N s e e e e e e T e e e S

. e - ettt et e Nat - LY ot o te S te"
- LR R y 2

- Tt et At et e
R A . N I TR S et e SN e ST N U
B A N A R A L N S AR S AU AP AP SR I I IR B o S, SRy P, S S Sy

Y

PRSP ST

PO ——

‘a4 am

l

afaal el laliea

O

- TR
‘~_'.-_ DRI T
LIV S LI U W L S



(r T w = v v e w CmT e W e v — i e =T Ty, w¥ T T AT AT w v w —mw

communication i{s shown in Figure E-2.

i NPointer = .NetworkRecelve(NexttoSend)
NSem = Ready f
service(.NetworkRece{ve(NexttoSend)) [

- - - e _
| I1f PacketAvallable then (Process executed by SBC 83/45) 1
! 1f NSem = Done then )
; do; }

!

end; )
| |
1f NJew = keady then (Process executed by SBC 544) !
i do; '
j move (NPointer, .NetworkReceive(NexttoSend), Datagram3ize)
3 NSen = Done
load(.LocalTransmit(NextEmpty))
end;
L

|
I
]

Flgure E-2. Pseudocode for SBC 838/45 to SEC 544 Packet Movewmont
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Appendix F

Transmit Request/Transmit Acknowledge Handshake

This appendix explains the detalls of the transmit request/transmlit
acknowledge mechanisa implemented in the SBC 544 local host software.

The transmit request/transmit acknowledge mechanism s used to
synchronize the UNID Il network layer software with a comparable process
on a local host. The mechanism allows the orderly transmission of
datagrams betwzen the host and the UNID I1. This allows the UNID II to
reliably send and receive datagrams from a host that is slower than the
speed of the UNID 1T, whether the host polls the receive port or has 2
slow interrupt response, or a host that does not have an interrupt
driven receilve port from the UNID II. This mechanism, or scmathing
similar such as the DTR-DSR or RIS-CTS hardware handshake, must be

(e implenmented to ailow the orderly transmission of datagrams between the

UNID 11 and its connected hosts. The particular inplemeatation
explained below was chosen to accommodate the NETOS (L3I-11) network In
the DELNEIL, which uses a software transmit request/transmit acknowledge
scheme, The NETOS uses does not use a hardware handchake such as the
RTS-CTS because the signals are not implemented on that system. Other
mechanisms, such as XON-XOFF, may be relatively easily implemented Iiu
the UNID II software to accommodate similar the mechanisms in cther

networks.

The particular mechanism used by the NETOS can be described as

.v.

\

follows (72). When a node in the NETOS desires to send a packet to

L AR A

A S e e g -
ST e

another node, it first sends a transmit request (TR) to the desired

node. The receiving node then, when it recognizes a TR was sent to {t,
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will send a transmit acknowledge (TA) back to the sender when it is '1

ready to recelve a packet., The sending node, when it recognizes the TA

from the receiviang node, sends the datagram to the receiving node.
There is no final acknowledge sent by the receiver back to the sender to f{ﬁ}
acknowledge the reception of the datagram. The TR/TA mechanism 351
- 3
effectively reduces a normally full duplex channel to a half duplex 4
. 4
channel. The process can be diagrammed as shown in Figure F-1. .
Node A Node B - 1
r
1dle Datagram to send ]
TR
Recv TR <(eom=smsmmmooome oo Send TR
- <
Wait for TA ‘ .
TA | ffﬂ
Send TA ===rmemm—m————m e > Recv TA » S
| .
i Look for ‘ —.-‘“4
Datagram ' .
Datagram ' ;:ﬁ
Recv Datagram <(-~--===-—---ee—- Send Datagram ! X
j

Figure F-1. NETOS Transmit Request/Transmit Acknowledge Handshake. <

The mechanism is implemented in the UNID II software with four
boolean flags for each host port. Four flags are required since both
the NETOS node and the UNID will send and receive datagrams using the
TR/TA mechanism, providing a full handshake for each direction. The
UNID must know which state it is in so that it can ccmmunicate correctly
with the NETOS node. The four flags are Transmit transmit request
(TXTR), Receive transmit acknowledge (RXTA), Receive transmit request

(RXTR), and Transmit transmit acknowledge (TXTA). Each flag has the ST
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value TRUE or FALSE. The inltial state is all four flags FALSE. Of the

16 possible states, the five allowed states are shown in Figure F-2. A

*0” represents FALSE and a ~1° represents TRUE. o
i

IXTA  RXTA  RXTR  TXIA I

0 0 0 0 Initial state -

i ——‘-—I --------- 8 --------- 5---—--‘—-6 ----- Datagram to send '1
1 1 0 0 OK to send datagran %

1 1 0 0 Send the datagranm ) 1

0 0 0 0 Reset the flags after _ »i

sending datagram o

————— 5------—--6—-—------1—--------5_--_- Datagram receive request | N a

0 0 1 1 OK to receive datagram e

0 0 1 1 Receive datagram E

i 0 0 0 0 Reset flags after ; j
..‘ 'l receiving datagran '_"“'""'

Figure F-2. UNID TR/TA Allowable States.

Note that the mechanism starts in the all zero, or FALSE, state Sl
with no datagrams to send or receive and returns to the all zero state
at the completion of sending or receiving a datagram., Also, only one
process of sending a datagram or receiving a datagram 1s allowed at oue
time. While this is a requirement for the NETOS, and possibly other
networks, the UNID software {s totally interrupt driven and can send and
receive a datagram simultaneously without this handshake mechanism. The
UNID II local software on the 544 board has been designed through the
use of a boolean flag labeled TRTA so that the TR/TA half duplex

handshake may be used or not used on any given host port of the 544

L.
e e




board. Thz entire handshake process may also be represented in a state

diagram as shown in Figure F-3.

:; Send Recv

3 Datagram Datagram
@ (¢

) NOTE: The four-tuple (0, 0, 0, 0), for example, represents the

state of the boolean variables (TXTR, RXTA, RXTK, TXTA).

Figure F-3. State Diagram of the TXTR Handshake.

—.‘-..-'.-ﬁ_.v.ﬂ.'

o

S S o T N P ST
e Tt R AR AL RN AT AN SN N

C e w - et " - - LR - ‘.'-..'ﬂ.‘ - R T - - . B P . -
AP C PP PO PG P, R G R &{-\_' L I Sl Nl S, K G TR Sl P, . Sl SO A S . PRI Rl

ARRRS




f". A . A T Padiate R o dPt et o S SuE Se SR S DRSS Ae i Ao i - S SR 2l ate Lol sk cUth Jutel AIhh S Mt NS st SEM N mani sae o

Appendix G

Data Dictionary

This appendix contains the data dictionary for the four programs
that comprise the network and data 1link layer simulations, the
validation and test programs used with the UNID II and NET0OS, and the
host CP/Y simulation software {(Chapter Five).

The simulation dictionaries are presented first followed by the
dictionary for the software on the SBC 544 and the CP/M system. Each of
the four programs has its own subdictionary which contains a section feor
constants, variables, and procedures. Each entry 1s listed 1in
alphabetical order.

The batch files used to l1ink and locate the object code generated

by the compiler are also included at the end of each applicable

‘; subdictionary.
The appendix is subdivided into four subdictionaries which are

listed as follows: .
. Subdicticnary Page o
:_ 1. VNWetwork Layer Simulation . . . . . . . . . . . . G=2
: 2. Data Link Layer Simulation . . . . . . . . . . . G-7
i. 3. SBC 544 vValidation . . . . . . +. . ¢« ¢« .+ .+« - . G-12 -
E 4. HOSt CP/M. v v v v v v v v v o & v o o o v o o« G-16
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1. Network Layer Simulation

The purpose of this program is to simulate the network layer

software on the Intel Software Development System.

Constants

ASCII(*) - Array of ASCII characters used for converting binary to hex :
and hex to binary numbers for display on the console.

DATA$GRAMSSIZE - Number of bytes in a datagram (128) received from a

_ host.
kﬂ DATASTABLE$SIZE - Number of bytes within a data table.
¢ L$RISDEST$ERR - Local route in destination error.
L$ROSDEST$ERR - Local route out destination error.

MAX$COUNTRY$CODE - Maximum number of countries operational on the s

DELNET.
. MAX$NETWORK$CODE - Maximum number of UNIDs operational within a L
E particular country. S
(o

PACKET$SIZE - Number of bytes in a packet (133). . :

PACKETS$IN$TABLE - Number of packets in a packet table.

PACKET$TABLE$SIZE - Number of bytes in a packet table,

-eoeead

R$CONN - 1/0 handle number for ISIS console call,

STAT$NBR - Number of the status entries to be included in the status
table.

SYS$MEM$BASE - Base address used to locate the shared table and
variables.

::ﬂ SYS$BASE - Base label used to properly locate the shared table and
: variables. Used with SYS$MEM$BASE.

i.' THIS$COUNTRY$CODE - Unique code indicating in which country
b THIS$UNID$NBR resides. T
- THIS$UNID§NBR - Unique UNID number for the UNID performing the interface ;;:%

batween local hosts and the DELNET.

*. TCP$DATA$SIZE - Number of user data bytes in the TCP header.
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1
g TA - Transmit acknowledge character.

R ~ Transmit request character.

W$CONN - I/0 handle number for ISIS console call.

Variables
i. ACTUAL - Number of characters returned from ISIS console read call.
BUFFER - 128 byte buffer used with ISIS console read call.

DESTINATION - Indicates whether a received datagram is destined for the
network or another attachei local host.

t: DESTINATIONSADDRESS - Indicates the destination address of a datagram.
: SOURCE$ADDRESS - Indicates the source address of a datagram.

ERRNUM - Number of the error returned from an IS1S system call.

®

LCOINE - Pointer in the array LCOLTB pointing to the next available 1
position for a received datagram, B

LCO2NE - Pointer in the array LCO2TBE pointing to the next available
position for a received datagram,

LCO3NE - Pointer in the array LCO3TB pointing to the next available . 1
position for a received datagram. -

LCO4NE - Pointer in the array LCO4TB pointing to the next available
position for a received datagram.

LCOINS -~ Pointer in the array LCOITB pointing to the next datagram to . f
service.

LCO2NS - Pointer in the array LCO2TB pointing to the next datagram to O

SAAANE NORSIARS WRSPERS |
¥
{

service.
LCO3NS - Pointer in the array LCO3TB pointing to the next datagram to o
service,
LCO4NS - Pointer i{n the array LCO4TB pointing to the next datagram to . tf;
service, »'1:
LCO1SZ - The maximum number of bytes in the LCO1TB array. i :
LC02SZ - The maximum number of bytes in the LCO2TB array. ;;ki
LC03SZ - The maximum number of bytes in the LCO3TB array. A‘iii
LC04SZ - The maximum number of bytes in the LCO4TB array. ::_;
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LCOITB - Local receive table for host port number one.
k‘ LCO2TB - Local receive table for host port number two. o
-
{ LCO3TRE - Local receive table for host port number three,

LCO4TB - Local recelve table for host port number four,

[
s LPTR$1, LPTR$2, LPTR$3, LPTRS$4 - Pointer to the current packet to be R
. passed to the data link layer. T

LSEM$1, LSEM$2, LSEM$3, LSEM$4 - Semaphore used by the network and data ‘:‘
link layers to indicate the state of the packet transfer. s

LSPARE$!, LSPARE$2, LSPARE$3, LSPARE$4 - Spare memory locations used by

the SBC 88/45 for it”s pointer transfer. T
“ NPIR$1, NPTR$2, NPTR$3, LPTR$4 - Pointer to the current packet to be ]

passed to the network layer. 1
{ NSEM$1, NSEMS$2, NSEM$3, NSEM$4 - Semaphore used by the network and data _,q
é. link layers to indicate the state of the packet transfer. g

NSPARE$1, NSPARE$2, NSPAXE$3, NSPARE$4 - Spare memory locations used by
the SBC 88/45 for it”s pointer tranmsfer.

W, o o
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TXOINE - Pointer in
position for a

TX02NE - Pointer in
position for a

TXO3NE - Pointer in
position for a

TX04NE - Pointer in
position for a

TX0INS - Pointer in
service.

TX02NS - Pointer in
service.

TX03NS - Pointer in
service.

TXO4NS - Pointer in
service.

TX01SZ - The maximum number of bytes

TX02SZ - The maximum number of bytes
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the array TX01IB pointing
transmitted datagram.

the array TX02TB pointing
transmitted datagram.

the array TX03TB pointing
transmitted datagram.

the array TX04TB pointing
transmitted datagram.

the array TXJITE pointing
the array TX02TB pointing

the array TX03TB pointing

the array TX04TE pointing
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TX03SZ - The maximum unumber of bytes in the TX03TE array.
TX04SZ - The maximum number of bytes in the TX04TB array.
TXO1TB - Local receive table for host port number one.
TX02TB - Local receive table for host port number one.
TX03TB - Local receive table for host port number one,
TX04TB - Local receive table for host port number one.
MESSAGE(*) - Test message array.

STATUS - Error status of ISIS console I/0 calls.

Procedures

DET$ADDR - Determine the destination of the datagram from the attached
host.

DET$ADDR$NL - Determine the destination of the datagram passed from the
data link layer.

ERROR - I/0 error handler for ISIS operating system calls,

EXIT - Graceful method to end the simulation; returas to the ISIS
operating system.

INIT - Initializes the variables to their initial states.

INIT$TAB - Initializes the network and data link layer tables and
pointers to their initial wvalues.

LD$TABSHSKP - Housekeep a specified buffer table load pointer,

LOOP - Simulates the semaphore check and set operation of the SBC 88/45
board to turn a frame around to the network layer,

MOVETO$LOCAL - Move a datagram from a receive host buffer or the data
link layer buffer to the local host traansamit buffer.

READ - Read a line of character input from the console; an ISIS
operating system call.

ROUTES$IN - Route received datagrams from the local hosts to the data
link layer or the local host transmit buffers.

ROUTE$OUT - Send the datagrams in the transmit buffers to the local
hosts.
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SEND$PACKET - Transforming the user datagram into a packet for transfer
to the data link layer.

§ SERVICE$LOOP ~ Turns a frame around at the data link layer. The source
and destination headers are exchanged.

SET$TRTA - Queries operator for which host channels will use the TRTA
handshake.

i SNDSEQ - Takes a message string from the calling procedure and outputs
it to the ISIS operating system.

SRVC$TABSHSKP - Housekeep a specified buffer table service pointer.

WRITE - Write a line of character iaformation to the console; an ISIS

r operating system call.
4
Link and Locate Batch File
CAUTION: Do not change address or other paramaters in the
following batch file. They are highly hardware dependent
4 on the System I1I and the ISIS operating system. . 1
LINK NEVLOC.0OBJ,SYSTEM,LIB,PLM80.LIE TO NEWLOC.LNK MAP 1-;@
LOCATE NEWLOC.LNK TO NEWLOC STACKSIZE(100H) ORDER(CODE,DATA,& s
. STACK,MEMORY) CODE(5000H) MAP PRINT(NEWLOC.MP2)
- ~ TYPE NEWLOC.MP2Z
g (e
|
J 1
a
2 o
» SR
4
b -
: <]
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2. Data Link Layer Simulation )

i The purpose of this program is to simulate the data link layer ) ‘]
software on the Intel Software Development System.

4

Constants

ASCII(*) - Array of ASCII characters used for converting binary to hex
and hex to binary numbers for display on the counsole.

CONCTC - Network monitor counter timer port address.

1

. CONCMD - Network mounitor USART command port address.
CONDAT - Network monitor USART data port address.

DATASGRAMS$SIZE - Number of bytes in a datagram (128) received fror a

host.
) 4
DATASTAELE$SIZE - Number of bytes within a data table, o
L$RI$DEST$ERR - Local route in destination error. 5:
L$ROSDEST$ERR - Local route out destination error. _m;;
R (o .

MAX$COUNIRY$CODE - Maximum number of countries operational on the L
DELNET. S

MAX$NETWORK$CODE - Maximum number of UNIDs operational within a
particular country.

MAXNOA - Maximum number of timing counts for network channel A.
MAXNOB - Maximum number of timing counts for network channel B.

MAXRETRANS$A - Maximum number of retransmissions of a frame for network
) channel B.

MAXRETRANS$B
channel B.

Maximum number of retransmissions of a frame for network

PACKET$SIZE - Number of bytes in a packet (133).

. - -
' PACKETS$IN$TABLE - Number of packets in a packet table. <
.," 9
PACKET$TABLE$SIZE - Number of bytes in a packet table. R
- R$CONN - I/0 handle number for ISIS console call.
) .
y o
. n
: G - 7 4
)

L . S
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STAT$NBR - Number of the status entries to be included i{a the status
table.

THIS$COUNTRY$CODE - Unique code indicating in which country
THIS$UNID$NBR resides.

TAIS$UNID$NBR - Uaique UNID number for the UNID performing the interface
between local hosts and the DELNET.

TCP$DATASSIZE - Number of user data bytes in the TCP header.

W$CONN = I/0 handle number for 1SIS console call.

Variables

ACTUAL - Number of charvacters returned from ISIS coansole read call.

BUFFER

128 byte buffer used with ISIS console read call.
CTCNOA - Progressive number of time counts for network channel A.
CICNOB - Progressive number of time counts for network channel B,

DESTINATION - Indicates whether a received datagram is destined for the
network cor amother attached local host.

SOURCE$ADDRESS - Indicates the source address of a datagram.
ERRNUM - Number of the error returned from an ISIS system call,
INPUT$SEQ$BIT$A ~ Input sequence bit number for channal A.
INPUT$SEQ$BIT$B ~ Input sequence bit number for channmel B.

LCNTNE - Pointer in the array LCNTIB pointing to the next available
position for a received datagram.

LCNTNS ~ Pointer in the array LCNTTB pointing to the next datagram to
service.

LCNTSZ - The maximum number of bytes In the LCNTTB earray.
LCNIIB - Local to network table.

NTLCNE - Pointer in the array NTLCTB pointing to the next avallable
position for a received datagram,

NTOINE ~ Pointer in the array NTOITB pointing to the next avaiflable
position for a received datagram,

NTOZNE - Pointer in the array NTO2TB pointing to the next available
position for a received datagram.
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NTLCNS - Pointer in the array NILCIB pointiang to the next datagram to
service. .

) NTOLNS - Polater ia the array NTOLl[S8 pointing to the next datagram to ~
] service. -

NTOZNS - Pointer in the array NTO2[B poiating to the next datagram to
service.

'
.‘ PRI

NTLCSZ - The waximum nunbec of bytes in the NTLCTB array.

i

NTOLSZ I'he maxlmum wuimber of bytes In the NIUOLTB array.
NLJU2SZ - The maximum number of bytes in the NT02TB array.

NILCTB -~ Local recelve table for host poct number two.

2B

NIO1THB - Local receive table for host port number three.

NTQ02TB - Local recelve table for host port aumber four.

‘‘‘‘‘

OUTFRAME$CHASNE - Pointer in the array OUTFRAME$CHA$TB polnting to the
next available position for a transmitted datagram.

OUTFRAMESCHB$NE ~ Polnter in the array OUTFRAME$CHR$TB pointiug to the
next avallable posicion tor a4 transmitted datagram.

.1}
®

OUCFRAME$CHASNS -~ Pointer in the array OULTFRAME$CHASTB pointing to the .
next datagram Lo service. o

QUTFRAMESCHBSNS — Polnter in the array OQUTFRAME$CHB$ LB polnting to the
uext datayram to service.

i

OUTFRAMES$CHAS SZ The muximum aumber of bytes ia the OULFRAME$CHASITB array.

VUTFRAMESCHBSSZ The maxiwmum number of bytes in the OUTFRAME$CHBSTB array.

OUTFKAME$CHA$ B - Local receive table for host port number one.
D
OUTFRAME$CHBYIB - Local receive table for host port nuaber one. ;
OUT$TABSFULL - Boolean to determine when the network transmit table
coutalns a frawe. )
1
b RETKANS$A - Progressive aumber of retrausmissions of a frame for channel ;
A,
g KETRANS$B -~ Progressive number of retransmissions of a frame for channel .lﬁ;;
- A, Lo :
D

SEQ$BITHA - Frame ackuowledge bit for channel A, N
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SEQ$BII$B - Frame acknowledge bit for channel B.
STATUS - Errorv status of ISIS consule 1/0 calls, ;
TULS$SEQEBITHA - Current seyueace bit for frame to transmit in channel A. j
THLS$SEQPBILEE - Curvent sequence blt for frame to transmit 1o channel B. }f&
fIMCIIA - Current time count for channel A, tt:
TLMCHB - Current time count for channel B,
Procedures
DETHADDR ~ Determine the duestioation of the packet from the attached !
host. 1
DQIDECODESEXCEPLION ~ External IsES call to decode error exceptlons.
DJPCLOSE ~ External [SIS call to clese an [/0 haadle. i L
DQ$DETACH - External ISIS call to detach an 1/0 davice.
DQSEXIT - External (SI5 ¢all to exit the current program back to the
ISLS vperating system.
(o DQFAI'TACH - Lxternal [S1S call to attach an I/0 device. N j
DQ$CREATE - External [S1S call to obtain aa 1/0 handle. ;_;;f
DQHOPEN - Extermal 1563 call to opea a file. AVEE
DQ$PREAD - External [51S call to read an opened file. i
DI$WRITE ~ Eacernal ISIS call to wrlte an opened file.
tnlf - fniclallzes the varlables to their Initlal states.
INIT$TAB - Taltializes the actwork and data link layer tables aad
polnturs to thels inltial values, ]
LD$TABSUSKP - Housekeep a specified buffer table load pointer. ;
LOOP - Sluwulates the operation of another UNID in the network. ;
ROUTESIN = Route reccived packets and frames from the nctwork %
layer and the network. ]
ROUTESOUT =~ sead the frames to the network or packets to the network ~$i;;
layer,
g
=
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BUILDFL$PACKET - Transforms the user packet into a frame for transfer
to the network.

4 SERVICE$LOOP - Turns a frame around in the network. The source
aad destloation headers are exchanged.

SNUSEQ - Tukes a message strlng from the calliag procedure and outputs
It to the ISILIS operdtiag system.

SKVCHTABSHSKP - Housekeep a specifled buffer table service pointer.

Liok and Locate Batch Flle

CAUTION: Do not change address or other parameters in the
followlng batch rile, They are nighly hardware dependent oan
the System 111 architecture and the ISIS operating systemn,

run liukd6 actuaew.obj, swall.lib
run loc86 netuew.lnk ad(sm(code(7300h),const{8b00h),data(9900h), &
stack(bd00h),memory(c303h),??seg(c200n)))

.
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3. SBC 544 Validation '

t] The purpose of this program 1s to operate the network layer -
software on the Intel SBC 544. All the constants, varlables and :

procedures from the network layer simulation are used in this program §

. with the followlng exceptions: B

1. The READ, WRITE, EXIT and ERROR ISIS system calls are not used.

2. The coanstants R$CONN and W$CONN are not used.

ORI W

3. The variables ACTUAL, BUFFER, ERRNUM, and STATUS are not used.

.ﬂiv"‘xvvv

The followlng constants, varlables and procedures are additlons

to the network layer simulation.

Constants

BRFO, BRFl, BRF2, BRF3 - Data rate factor, USART 0, 1, 2, and 3.
SIM$MASK - Set interrupt mask mask,

MASTER - Port number for Master Mode.

SLAVE - Port number for Slave Mode.

3251A USART Constants:

US$POSCHMD - SERIAL PORT O COMMAND
U3S$PO$SIAT - SERIAL PORI O SFATUS
US$PO$DATA - SERIAL PORT O DATA

US$P1$CMD - SERIAL PORT I COMMAND
US$P1$STAT - SERIAL PORT 1 STATUS
US$PISDATA - SERIAL PORT 1 DATA

US$P2$CMD - SERIAL PORT 2 COMMAND .
US$P2$STAT - SERLAL PURT 2 SCATUS T
US$P2$DATA - SERIAL PORT 2 DATA O

US$P3$CMD - SERIAL PORT 3 COMMAND :
US$PI$SIAT - SERIAL PORT 3 STATUS )

US$P3$DATA - SERIAL PORT 3 DATA -
US$MODE - SERIAL PORT MODE .
US$COMMAND - SERIAL POKI COMMAND Y
US$RESET$CMD - RESET USARL SR
US$DTRSUN - 2TS,RXE,DTR,TXE N
US$CRT$CMD - RTS,ER,RXE,DTR,TXE T
US$TIY$CMD - RIS,ER,RXE, TXE -
US$DTR$OFF - RTS,RXE,TXE Sl
T
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US$RXRDY - RECIEVER READY
US$TXE - TRANSMITTER EMPTY
US$TXRDY - TRANSMITTER READY o
PARITY$MASK - MASK OFF PARITY BIT -

8253 Interval Tiwer Coastants:

IT1$CONT - IWTERVAL TIMER 1 CONTROL -§_§

IT1$CNTRO - COUNTER 0, USART 0 e

ITI$CNTR]1 — COUNTER 1, USART 1

ITI$CNTR2 — COUNTER 2, USART 2

q [[2$CONT - INTERVAL TIMER 2 CONTROL

- IT2$CNTRO -~ COUNTER 3, USART 3

3 IT2$CNTR]1 - COUNTER 4, CNTR5 OR SPLIT CLOCKS

[T2$CNTR2 ~ COUNTER 5, RST 7.5

USART$CNTR$M3 - DIVIDE BY N RATE GENERATUR, MOOE 3, FOR USART CLK * -
16, CLK = 1.2288 MHZ

B19200 - TIMER VALUE FOR 19.2 KBPS

B9600 - TLMER VALUE FOR 9600 BPS

B4800 - TIMER VALUE FOR 4800 BPS

B2400 - TIMER VALUE FOR 2400 BPS .

B1200 - TIMER VALUE FOR 1200 BPS -

B6J0 - TIMER VALUE FOR 600 BPS )

B300 - [IMER VALUE FOR 300 BPS

B150 - TIMER VALUE FOR 150 BPS

B110 - T'IMER VALUE FOR 110 BPS

(o 3155 Peripheral Interface Constants:

PI$PORTA - PORT A (OUTPUT)
PI$PORTB - PORT B (INPUT)
PI$PORTC ~ PORT C (INPUT) RIS
PI$STAT ~ PPI STATUS it
PI$CMD - PPI COMMAND
PI$CNTR$LO - PPI COUNTER LO BYTE
PISCNTR$UI - PPI COUNTER HI BYTE
PI$CNTRFLOCNT - PPI COUNTER TIME CONST
PI$CNIR$HICNT -~ PPL COUNTER [IME CONST
PISINII$CMD1 - PPI INITTALIZATION COMMAND 1, A OUT, 8 & C IN, STOP

COUNT
PI$INIT$CMD2 - PPI INITIALIZATION COMMAND 2, A OUT, B & C LN, START T

COUNT T
PISINIT$USSINIL - USART AND INL CONT RESET R
PISINITSUSSINT2 - USARI AND INT CONT NORMAL
PI$PORTC$STAL - PORT C STATUS :
PI$PORTC$CIL - PORT C CONLROL -
PI$M2ML - A-MODE 1, B-MODE 2
PL$OBF - QUIPUT BUFFER READY
PL$IBF - INPUI BUFFER READY
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8259 Interrupt Controller Coustancs:

IC$PORTA - PORT A o
IC$PORTB - POKT B - =
IC$ICW1 - INIT COMMAND WORD 1, (A7A6A5) = 010; EDGE TRIG; INTERVAL oo
= 4; SINGLE; NO ICW4 Lo
IC$ICW2 - INIT COMMAND WORD 2, (Al5-A0) = 0 S
IC$ICW3 - INIT COMMAND WORD 3, NO SLAVE IN IR N
INIT$MASK - “101010108°, INITIAL INTERRUPT MASK, OCWl; RECEIVE INTR -
ON, TRANSMIC INTR OFF
IC$EOL ~ END OF INTERRUPT CMD, OCW2, ROTAFE (PRLORITY) ON NON-
SPECIFIC EOI
IC$OCW3$SMMS - SPECIAL MASK MODE SET
IC$OCWI$SMMR ~ SPECIAL MASK MODE RESET

Variables

BYTES$RECV$1, BYTES$RECV$2, BYTESPJRECV$3, BYTES$RECV$4 - [nteger value
fndicatiug how many bytes of a datagram have been received from a
host,

BY FES$SENT$L, BYTES$SENT$2, BYTES$SENT$3, BYTES$SENT$4 - Integer value
indicating how many bytes of a datagram have been sent to the host,

CrAR$1, CHAR$2, CHAR$3, CHAR$4 - Place holder for the received character
ia the receive iInterrupt routine,

RXTA$1, RXTA$2, RXTA$3, RXTA$4 - Boolean flag to indicate If a transmit
ackinowledge has been received.

RXTR$1, RATR$2, RXTR$3, RXTR$4 - Boolzan flag to indicate if a transmit
request has been recelved.

SEND$1, SEND$2, SEND$3, SEND$4 - Boolean flag to Iindicate when a host
channel 1s sending data to its host.

TA - Transwit acknowledge character,
TR - Transmit request character.

TRTA$1, TKTA32, TRTA$3, TRTA$4 - Boolean flags to indicate 1f the
transmlt request/transmit acknowledge handshake 1s in use.

rry r*w'v'-

é‘ TXTA$1, TXTA$2, TXTA$3, TXTA$4 - Boolean flag to Indicate if a transmit
acknowledge was sent. -

IXTR$L, TXTR$2, TXTR$3, TXTR$4 - Boolean flag to indicate If a transmit
request was sent,
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Procedures

INITIALYIZE$BOARD - Initlalfze the hardware integrated circuits on the
SBC 544.

R$JMASK - External procedure to read the interrupt mask on the 8085
processor., Linked from PLM8O.LIB.

S$MASK - External procedure to set the interrupt mask on the 8085
processor. Linked from PLM80.LILB,

Link and Locate Batch Flle

CAUTION: Do not change address or other parameters in the
following batch file. They are highly 544 hardware depeadent
on the SBC 544 architecture and the network layer software.

LINK NEWLOC.OBJ,PLM80.LIB TO NEWLOC.LNK MAP

LOCATE NEWLOC.LNK TO NEWLOC STACKSIZE(100H) ORDER(CODE,DATA,& o
STACK,MEMORY) CODE(60d) DATA(0AOCOH)& S
RESTARTO MAP PRINT(NEWLOC.MP2) A '

TYPE NEWLOC.MP2

0OBJUEX NEWLOC TO NEWLOC.HEX

RRASS
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4. Host CP/M Simulation

P

‘; The purpose of this program is to simulate a host system to the SBC —

544 network layer software. All the constants, variables and procedures R

e

from the network layer simulation are used in this program with the

exception that the console 1/0 now occurs through the CP/M system calls = e
and the actual character I/0 to the UNID II is accomplished through

calls to an assembly language module linked to this module,

The following constants, variables and procedures are additions to

the network layer simulation.

Constants -
ASCII(*) - Array used for converting hex to binary and binary to hex.
BDOS2 - BDOS call 2-console output.

‘5 BDOS9 - BDOS call 9-print string until “§7., """"'
BDOS10 - BDOS CALL 10-read console ioput buffer,
DATASGRAM$SIZE - Number of bytes from host.
DATASTABLE$SIZE - Number of bytes in datagram table. 2;;“
MAX$COUNTRY$CODE - Indicat.s country codes {n use. :
MAX$NETWORK$CODE - Indicates UNIDs operational in the network.
MAX$RXTA$TRIES - Maximum number of TA wait tries.
PACKET$TABLE$SIZE ~ Number of bytes in packet table.
TCP$DATA$SIZE - TICP data size.

THIS$COUNTRY$CODE - Country code where this UNID resides.

TAIS$UNIDSNBR - Unique address for this UNID in its country code.

Variables

RESULT - Error value returned by BDOS function calls. D

G - 16

R R A N kTR TANE D] - PO . .‘-~.<_

e




— vy Y
o, . ”
. A - .

v “rv_l

T

W WY W e TR I T T " 5 - T T > - — T YTV T T T Y Y

BUFFER(128) - Line buffer used for console input.

CHAN$NUM - Channel number in which to load the test datagrams.
DEST$NET$CODE - Destination network code for the test datagrams.
DEST$HOST$CODE - Destination host code for the test datagrams.
CHANS$PTR - Pointer to the current datagram.

RXTA$TRIES - Number of recelved transmit acknowledge attempts.

TRANS$1$RDY - Indicator when the transmit software is ready to transmit
a datagram.

RXOINE - Pointer to next avallable space to receive a datagram.
RXOINS - Pointer to next datagram to service.

RX01SZ ~ Size of receive datagram buffer.

RX01TB - Receive buffer for datagrams,

TXOINE - Pointer to next available space to send a datagram.
I'X0OINS - Pointer to next datagram to service

TX01SZ -~ Size of receive datagram buffer.

TX01TB - Traasmit buffer for datagrams,

DESTINATION - Destination of the datagram for program control.
DESTINATION3ADDRESS - Destination address of datagram from IP header.
SOURCE$ADDRESS - Source address of datagram from IP header.

BYTES$RECV - Integer value indicating how many bytes of a datagram have
been received from a host.

BYTES$SENT - Integer value indicating how many bytes of a datagram have
been sent to the host.

CHAR - Place holder for the received character in the receive interrupt
routine,

RXTA - Boolean flag to indicate if a tramsmit acknowledge has been
received.

RXTR - Boolean flag to indicate if a transmit request has been received.

SEND - Boolean flag to indicate when a host channel is sending data to
its host.

i
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TA - Transmit acknowledge character. S
] - Transmit request character,

TRTA - Boolean flags to indicate if the transmit request/transmit
acknowledge handshake is in use.

TXTA - Boolean flag to indicate if a transmit acknowledge was sent.

TXTR - Boolean flag to indicate if a transmit request was sent. R

Procedures
BDOS - External call to the CP/M operating system to perform a BDOS ) ;;
t: call. - 4

© o
b CHK$RXTA - Procedure to check the receive USART for a received transmit .

acknowledge character.

- CHK$RXTR - Procedure to check the receive USART for a received transmit 1
F request character. -—

EXIT - External call to return to the CP/M operating system.
INIT - Procedure to initialize the variables used in the program.

< - LD$TAB$HSKP -~ Procedure to adjust the pointers to the next avallable —d
datagram position in a buffer table. . 1

LOAD - Procedure to interactively load datagrams into a buffer for :{f3
transmission to the UNID.

LOOP2 - Procedure to send and receive a datagram. N
RCV$1l - Procedure to read a datagram from the USART.
READ - Procedure to read a line of buffered input from the host console. :—:Al

READ$LINE -~ Procedure to interactively read and interpret a line of text
at the host conmnsole. -

READ$RXTAB - Procedure to read and display the contents of the receive
buffer table.

READ$TXTAB - Procedure to read and display the contents of the trausmit T
buffer table. T

SCLRCM - External call to clear the USART receive port.

SCMCHK - External call to check the USART receive port for a character.

SCMIN - External call to get a character from the USART. oo
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SCMOUT - External call to send a character to the USART.
SINIT - External call to initialize the host CP/M USART port.
SNDSEQ - Procedure to send a message to the host console for display,

SRVC$TAB$HSKP - Procedure to adjust the pointers to the next to service
datagram in the buffer tables.

TRANS$1 - Procedure to send a datagram to the USART.

Link and Locate Batch File

CAUTION: Do not change address or other parameters in the
following batch file. They are highly CP/M system depz=ndent.

LINK CPMTMP.OBJ,SBS.OBJ,PLM80.LIB TO CPMTMP.LNK MAP

LOCATE CPMTMP.LNK TO CPMTMP STACKSIZE(100H) ORDER(CODE,DATA,&
STACK ,MEMORY) CODE(103H) MAP PRINT(CPMTMP.MP2)

TYPE CPMTMP.MP2

OBJHEX CPMTMP TO CPMTMP.HEX
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Abstract

'\\ . A . K
>'Ih18 research effort describes the continued development of an improved

Universal Network Interface Device (UNID II). The UNID Il's
architecture was based on a preliminary design project at the Air Force
Institute of Technology. The UNID II contains two main hardware
modules; a local module for the network layer software and a network
module for the datalink layer software and physical layer interface.
Each module is an independent single board computer (SBC) residing on an
Intel multibus chassis, complete with its own memory (EPROM and RAM),
serial link interfaces, and multibus interface. The local module is an
iSBC 544 and the network module is an SBC 88/45, The network layer
softwdare supports the CCLITT X.25 protocol, d-tagram option, and the data
link layer software supports the CCITT X.25 LAPB (HDLC) protocol. This
report documents the detailed hardware and software design, integration,
validation and test of this system, C7r//qu\(/?,—»yﬁiygaé,/,4:,,,rv-4
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