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ABSTRACT

The Information Theoretic Approach and the Collision Resolution

Approach to Multiaccess Channels are reviewed in terms of the Underlying
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Communication Problems that both are modelling. We give some perspective

on the strengths and weakness of these approaches and argue for the need
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of a more combined approach focused on coding and decoding techniques.
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is an expanded version of the Shannon Lecture at the International Sym- I
posium on Information Theory at St. Jovite, Quebec, in September, 1983. .
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A PERSFECTIVE ON MULTIACCESS CHAMNELS
Z; 1. INTRODUCTION
; —= For the last ten vears there have been at least three
I bodies of research on multiaccess channels, each proceading in
\ virtual isolation from the others and each using totallv

different models. The objective here is to cantrast thess bodies

at wark and to give some perspective on what i1s needed to provide

|
i some unification belbween the areas. We shall refer to the three
1 areas’ as cnllision resolution. multiaccess informaction theorv,

| .

; and spread spe ETRTT P ——

L)

i The kind of communication situation that these three areas
s address 15 illustrated in fig. 1.1. There are multiple

i » > . . .

| transmitters and a single receiver. The received signal is

1 corruptad bDobkh by noise and by mutual intertarence betwsen tha

transmitterse. Each of the transmitters is fed by an infoarmation

source. and each intormation source generates a sequence or

MeEssades. SUCCesSSIve MeEssagses arriving at random 1nstants of

- tim=., Thersz is usuallv someg small amount ot feedback +rom the

ﬂ recaiver to the transmtter, but this feedback will not ho oo

: main +ucus. Our major toous. rathar, (g€ on the interference. the
;

noilse, and the random, or "burety'", message arrivale.

This tvpe of model is approoriate for the wuplink of a
satellite network, tor a radio network where there is one central
repeater, and for the traffic to the central node on a multidrop
telephone line. It is also adequate in most respects for

studving networks where a common channel allows all nodes to hear
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all other nodes. Common examples are a cable connectina many
nodes and a fully connected radio network.

The beginning of the collision resolution approach to
multiaccess communication came in 1970 with Abramson’'s Aloha
network [1]. The idea here was that whenever a message (or
packet) arrived at a transmitter, it would simply be tFanEmitted,
1anoring all other transmitters in the network. I+ another
transmitter was transmitting in an overlanping interval ,
interterence would prevent the message from beina correctly
received, the cvelic redundancy check (CRC) would not check. no
acknowlzdgement would be sent, and the transmitter would trv
Again later; the later time would be psaudorandomly =hasen to
avoid the certainty of another collision if both transmittercs
waitaed ithe same time.

Ovar the vears. this bazic strateqy has hesn 1Mproveda,
gzneralized, and analvead in many wavs. A number of variations
are 1n wWidespread use, and the genersl topic of collision
rasolution has provided many challenging and interasting problams
tor research. Section 4 provides an introduction to these

proplems and most of the other papers in this special i

SU2 ar

i

~
1

devoted to the current state of these problems,

Collisi1an resolution ressarch has alwavs focused on Lthe
bursty arrivals of messages and the interference between
transmitters. but has oenerallv ianored the noise. HMore
generally, this approach ignores the under lying communication
pProcess. assuming only that a message transmission is correctly

received in the absence of collision and incorrectly received
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! The multiaccess information theoretic approach to

4 mulriaccess began in 1973 with & coding theorem developsd bv

;

. phlswede [2] and Liac [T]. This work has alsoc been ageneralized

! in nany wavs and has opened up a ssparate area of research i o
g . . s . Gl
3 problems. wecellent summaries and descriptions of this research

i are aiven in [4,5,41]. In this aporoach. the poisa and

E interterence aspects of the mulitiaccess channel are appropriately

{ model Lad, bt the random arrivals of the massages are rgnored.

i tefore proceeding., it is important to understand why

oy

). g o, A h . : ;

- information theorists and communication svstem designers have E}*
¥ alwavs messentiallv ignored random messaar arrivals for peint to et
i peint channels, and why this i3 uswally unreasonable for i
i muitiaceese channelsz., For 2 ooint to point channel. one normailyv

I.“'

1 b . . . - . A -

& amizz an infinite reservoir of datas to be transsntizad. ina

o

R roason for this is that it is a minwr practical detail to intorm

‘ Fhe receiver when thores is no data to sznd; furtnermorse there 13

f o oller usEe for the channel, so potential lack of data miahi as

X well e left out of the wmodel. For muitiaccess channels, on bhe s
) L

— other hand. most transmitters have nothinag to send most of the

cima. and onlv a f2w are busv. The groblen is then to share the
clamne ] between the busy users. and thig 1s ovten the central
technical oraoblem in nultiaccess commuenlicabion.

4 pure theoretician would properiv point out herz that
bursty message arrivals bhave nothina to do with coding theorens
for multiaccess channels. The arrivals have to do with the

sourcas and can and should be dealt with throuah source coding.
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Even without source codino. if the arrival orocess is 2rgoaic,

then over the arbitrarily long time intervals used in the coding
theorems. the burstvy arrivals will not matter.

From a more practical point of view. the sindie user limii
thearems of informstion theory are interesting both because thewv
put an upper limit on what is achievable and because tihe limit is
usually pot too far from what is nracticallv achisvable. For a
multiaccess channel. however, the long time intervals regulrad
Tor the source arrivals to appear smoothed out are tvopically far
areater than the tolerable delavs. Conversely. tivs tims intarval
required for coding to be eYfective (ie. the time for the noise
to be smoothed out) is tvpicallv smaller than the tolerable
dgelay. What is needed then iz an information theoretic modei
that somehow preciudes the possibilitvy of imoosing long delavs an
sSoUICe Mmesesages,

Une approach to this. which is used in the collizion
Fesalution field. is to asswne an infinite number of sowcas. o
@ausvalantly. that a new transmitter is created for each new
ATlving messaae and then destroved wien the message is
successtully transmitted. The received seqguence or waveiorm would
then be some function of noise and whatever was beinu transmiited
by the active Lransmitters. It seemns that to develop
understanding 10 this area. it is necessarv first to develop some
understanding of coding (as ooposed te coding theorems) in a
multiaccess enviraonment. This understanding should involve

decaoding in the presence of several messages being transmitted

simultaneously. since otherwise the problem simplv reduces to
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contlict resalution with coding added for reliable transmission
in the absence of conflicts.
in section 2., we discuss multiaccess information theory in

more detail. and in section 3, we discuss what little is known

HENEER L 4 b 3.7 A RN

about coding. In both sections, the discussion is restricted to %

svstems with only two sources. The rationale for this is to o

unaerstand multiacess coding in the simplest context before

{ tackling the problam of real interest with many sowrces and

3 transmitters. A

: ihe spreasd spectrum approach to multiaccess channels £L7,81 ﬁ;
\ :

will not be discussed in anv detail in this paper, gut 15 bBrieflv
discussad here in order to 1llustrate the types of poscibilities

Tar multiaccess communication that lie outside the conventional

Y e R PR T

collizion resolution and coding theory approaches. Sarezad

¥

spectrun 1% a mode of communication originally developed to

) s sl e | e

IR RN

protact against Jamming in a military environment. The signal to
be transmittea is modulated over a much broader freauency band,

sav fi times mora. than necessarv. Assuminag that the jammer does

g e e b _ Y ez e s e

not know the modulating seguence., the jammer s sianal will

g essentially iowii like broad band noise to the signal, and the

3 Noise saen by the receiver after demodulation will be reduced bv

L a ractor ot f.

] = : . :

1 For multiaccess communication using spread spectrum, several

l

; sources can transmit at once using different modulating

i sequences, and each will look like broad band noise to the

: ;
! others. If we compare this type of system to tregquency &
7 multiplexing, using g frequency bands, it appears at first that T
. 0
-~ '._:_\‘
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spread spectrum is not & very good idea. When p transmitters E;

transmit together uwsing spread spectrum. the self noise becaomes E&

;? considerable, and the resulting system is clearly interior to FDM Eg
hia ek
gﬁ in terms of capacity. The problem with FDM, however, is that if Ei
q there are many more than g transmitters in the system, but w
. )
E; tvpically many fewar than g with messages to send, there is a éﬁ
ﬁé problem allocating the frequencies to tie busy transmitters (this iﬁ

Dty
I
[y

is the came Tundamental problem handled by the collision

QS P
Pyl = .
’

resolution approach). Since many times nore than f modulation

.
.

e

sequances can be chosen that are almost orthogonal and lowk like i
s

noise to each other, spread spectrum provides an automatic ?ﬁ
solution to the problem of allocating the channel to the busy {3
users., Thise soiution is not entirely satistactory, since one 57
3 B

still needs collision resolution when too many transmitiers send e
8

s,

ai. once, and the decoding is very compiex., [t illustrates, R
huwever, a major point of this paper - namely that a better set i
i

of models and approaches are nesded for multiaccess communication .
a3

Dl

than collision resolutiaon or 1ntormation theory alone. (P
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<s  The Intormation Theoretic épnroacn

The coding theorems of information theory treat the gquestion
of how much data can be reliably communicated from one point, or
set of points. to another point., or set of points. It is tacitiy

assumed that the sources have a never empty reservoir of data to
zand. Thus the tneoretcicsl resu1£5 in tnis area do not address
the guestion of the delav that arises 1n multiaccess systems
becausa of tihe random arrival times of data to be transmitted.
The class of channels to be considered is i1ilustrated in
Fig. Z2.1. Each unit of time. the first transmitter sends a
svymbol x from an alphabet %X and the sacond transmitter sends a
svinbal w firom an alphabet W. There is an output alphabet Y and A
transmitter probability assignment P(v|mw) detzrmining tne
praobabilicvy ot rreceiving each viY for each choice of inputs x£X.
and weid. The channel 1s memorviess 1n tne sense that i+ x =
(xi.....HN) and w = (wl.....wN) represent the inputs to
Lransmithiers aone and two respectively over N successive time
units. then the probability of receiving y = (Yisaaaavy! tor tne

JLVEN W, 1S

Py lxwr = T Fuv i w7 ()

but it will soun be obvious tnat this can be gensraliced in the
same wayvy as tor single input channels.
As indicated in the figqure. there are two independent

sources which are encoded independently into the two channel

A T A

T .
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1MputTs,

M code words.,

{wl....,wL} tfor transmitter Z: each code word is a seaguence of

channel inmuts. Faor convenience we reter to a code with thesa
parameters as an (N.iM.L) code. The rates of the two sources ar
defined as
R1 = {n M/N. R_ = (ln L)/N (2.
f; Each N units of time. =source | genarates an integer m unitormlyv
o
o 4 ; \ =
:g distributed +rom 1 to M and source > independently generates an
-~

integer @ uniftormlv distributed +rom 1 to L. The transmitters

gt
.‘-.-'l-l'

-

y entars tne decoder and 1s mappned 1nto A

3 A
decoded "message" M.0

o . A A
I+ bothn @ = m ang & =

decoding arror cczurs. The prooaibility of descoding &rror, F

o3

=

minimized o 5

2ach y by a mavimun liwkelihcod decocer. Choosing
. &9 " . . o ANt - T
N8 as integers 12w’ 2 M. 1 % ¢/ % L chat maximicz
ny}xm,wnik. I+ ths maximum 13 nan=—unigue, anv maximizlng

«m’.u’7 can be chosen with N effect on Pe'

sets of code
wards ixl....,xm} And {wl.....wL} ara known to the decoder. oot.
ar Course. the sowce ounputs m.¢ are unknown.

The most fundamantal resuit abour these channels

s

coding theorem due to @hlswede [2] and Liao LZ21]. ()

Let @& and

I DS
P g
e
T1ee

E(w) be probability assignments on the X and W input

alpinabets

v'- ‘-‘
et
2 St

* '3

respactively. Define the achievable rate region R as the caeanvex

hull of the set of rate pairs (RL.REJ which, +or some choice of

assigninents QI'QE’ satisty each of the inequalities:

Consider block coding with a given block length N using

{’1'“:"""H}’ tor transmitter 1 and L code words

send Xxn and w, respectively, and the carresoonding channel output

. the decodirg 1= corract and gthnerwise a

1

Moy
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@) GIEL(WIF Ly fxwrln
.y < Fly) (2..3)

N

.~
xS
a

G xRS IKsY W o= E G, (%) G- (Wi F Cy [3w) Ln .
ooy m Fly |wi (2.4
; e Fov fiew)
VoS R, E LYK = ) E GG, (WP Gy |xw) In
= R Wy 5 F Oy s (2.5
where Fly: = I, Gy GG iw) Fovicw, Foviwr = E B oy |ws . ang
e .I. o i " 4

Favlns = I Bn(ws Py fawl .

ihe ra2gion bounded by (Z2.3)-(2.5) for a qgiven tig oz 12 shown

L LT T e A it 12 @asv o 3ee that the bresks poinks of the
boundary cucur at Ry = IX3ylu). fAs = LikiY) and at NSRS IRCAT: FUR

RE = Iiw;flnk. In general. si1nce X ang w are 1ndep=ndent,
l\a;rlwi Z LuAs vy wW1ITh @quailty 1r1 ¥ anda w are also
conaltionally 1naeperndent given v,

Theorem 2.0 vkl swede, Liaos: For each & & &, & > O, (R aRa) &R,

tnere ex1sts an vy such that for all N = Nge M = exp muR;—-éry L

12

®p MiRz=62. tnere exists an (N.M.L) code with Fe = €. For each

& 5 € and (Riqﬁz)sR. there exists € » U such that Fe £ € for all
(N M,L) codes with M z exp N(R,+6)y L £ exp N(Ra+é).
In eftect, the tneorem savs that reliable communication is

possible for source rates in the i1nterior of the achievable
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region and 1s impossible outside of the achievable reaion.
Slepian and Wol+ [9]1 later ageneralized this result by considering
a thira source that could be encoded Jointly for botn
transmitters. They also used a random coding argument which
showed that Fa can be made to decrease exponentially with N and
showed also, in a sense, that most codes ha&e this benavior.
Since this random coding argument is a very simple extension of
random coding for sinale input channeis sand aives a grsat deal of
insight into coding for muitiple access channels, we now ao
through the argument +for the two source case.

el A Multiaccess Codina Theorem

Let By () and flntw) be probability assignments on the X and
W aiphabets respectivelv and consider an ensemble of (N M,L3J
codes wnere each conde word Xpe L 2 m 2 M., is 1nasoendently

selected according to the propability assianment

G (% = (IR PO . A6 5RE 8.0 60 asfeal LS

i-

and macn code wora W, 1 20 2L is 1ndependently sejiected

%

according to

e

ot | P S

1 N

Y = 2 ] = 1w
_-:. Q:(w) " L‘:(wn’q w \w‘Lg-leWhl) (.n..-. ,
i n=1

o For each code in the ensemble. the decoder uses maximum

o

=

&

likelihood decodina. and we want to uppar bound the expecied

o value Pe ot Pe tor this ensemble. Define an error event to pe o+




el la e

e o
e

type 1 if the decoded pair (m,#) and the original source pair

(m, ) satisfy m # m, i = 0, An error event is type 2 if m = m

-0 EEEEE. e« dwa~vsV¥ w8 L

and @ = 2, and is of type T if @M # m and 0 # 0. Let Pt 6 il

(e}

y be the probability, over the ensemble, of a type i error

event: obviously Py Fa1 * ey e

4

Consider Foz first. Note that when (m,#) enters the

[

encoder, there are M-1 choices for m and (L-1) choices for ﬁ, or

(FH=1) (L-1) pairs, that vield a type T error. For each such pair

R e I S e

(ﬁ,ﬂ), the code word pair Xne Wp 1s statistically independent of

“pe W, over the ensemble of codes. Thus, regarding (x,w) as a

combined input to a single input channel with input alphabet Kyl y

Son BeSlOl a S e

3 we can directly apply the coding theorem, theorem S.4.1 of [101,

=] which asserts® that for all Fa 0

l"'

ARl

3 Fo. S [iM=1) (L-131°

=K

s
(%) G (WIF Ly |xw) 1/(l+p)]1 p

< Nl
= i~
-

O et ek

Svaw

Using the product form of Ql, G-, and F, Egs. (Z.1, Z.60, 2.7,

ﬁ and the definition of rates in (2.2), this simplifies to

Y

|

:i *The statement of theorem 5.6.1 of [10] assumes that all code :i:
B ey B2
E words are chosen independently, but the proof only uses pairwise

S
e

independence between the transmitted word (X W) and each other

. ra o - y . )
word (KjoWy) m #m, 2 # 0.

T, SR
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(1+p) 1+
@1(x}Qﬂ(w)F(v]mw)1/*1 r'JI ”J N

lw 2-9)

1]
Vod
N~ :

Fos & @pleN(R +R_ )] [g [

-
S

"

Next consider Pel' the probability that @ # m and 28 = b, We
first condition this probabilitvy on a particular message @

entering the second encoder, and a choice of code with a

particular W) transmitted at the second 1nout. Given Wi wa can
view the channel as a single i1nput channel with 1nput Kp &nd witn

transition probabilities F(y|x w,’.
H omaximum likelihocod decoder for that single input channel

will make an error (or be amoiguous) ot
= e B = oF a BAS 2 me ¥ . FRyry 7 Q)
f.ylxm%wﬂ; 2 Flyfx w, ) for at least one ms # m (e 51

gince this event must occur whenever a tvpe 1 ervor cocurs, tha
pragapiliity of a tvpe 1 error. conditional on w, being cent 1=
upperboundad by the probapility of errcr or ambiguity on the

.

abave sinale input channel. Using theorem S.4.1 of [130]1 again

tar this single input channel, we have. +or any p. O 2 p = 1,

17/ (1+ps j1+p
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TFaking the expected value of (Z2.11; aover wy and then using the
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Applying the same argument to type 2 errors. for all ¢, O % p =

1.
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Futting (2.9), (Z.127. (2.13) in a farm to emphasize the

#ponential deps=ndence on N. we have:

Theoren £.2 (Sigpian-Wolt): Consider an ensemble of (N,M.L}

codes 14 which {xl....,xmi and {wl....,wlj are ind=penaently
chos=2n according to (2.6 and (2.7) for a agiven probebility
assianment Eixw) = Ql(ﬂ}@p(W}- Then the expected arror

probabilitvy over tine ensemble satizfies

F sSF_, +FP__ +F_, . 14)

Ce, )0 for all g, U £ p = 1,
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The benavior ot the expressions E, (p,2), 1 = 1.2Z,3, is the iE

e

sam@ as tor the single input case. In particular let Ii' My €5 :ﬁ

-

n

~

Zehe DeE given by

Lpo= Tkavlwn, I o= LY %0, I, = I(KWgv) (220 =
B

) P

as detined 1n (Z.31—-(2.5). fnen i+ I, » €. the function Egj (FaCl

-
1t

concave, strictly 1ncreasing 1n g, and positive for p o .

l lé\

= =&

Furthermore. the maximum of E.; (¢ -pR;, over & = ¢

1. (see theorems S.60.5%

positive and decreasing in R tor O = W B g

and 3.468.4 of L10] for proots). Theorem 2.2 then asserts that 1+

i

« then Ee decreases exponentially with

increasing .
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There are two questions we want to explore in the rest of
this section. First, how tight is this bound on error
probability, and second, what indication does it give of the
practicality of coding for multiaccess channels. To explore the
question o+ tightness, we first intarpret the terms Pei in
(2.143.

Pel' as upper bounded in (2.12), is the error probability
that would raesult if a "genie" intormed the decoder about the
second source message ., This genie aided error probability is
also clearly a lower bound to ﬁe' so that when type 1 errors are
the predominant cause of errors, the genie aided error
probability closely approximates 59. Similarlyv, the bound tar
Foz 15 the conventional single input random coding bound for a
single code of rate R1+R2 using combined inputs with probability

G~ {w)e Uur conclusion, then, 1 that the bound on Fe 1N

Ly (e
thearem 3.2 is quite tight +for the given ensemble ot codes. The
problem, as we shall soon see through a set of examples, is that
the best codes are ncot always representative of the enzembles.
-

2e The Collision Channel

Let X = {Gylyaaabkd and W = {0,1,...,}. We regard O as an

~e
pe

“1dlea" input., and if O is the input far a given w input, then vy
iz the pair (G.wi. Similarly i+ w=0, the output is (,0).
Finally if » # 0 and w # O, the output y is a special symbol c
representing "collision". This is shown in fig. 2.3 for kE=2.
First consider the achievable rate region. For any given

By () ,Qo(wi, it is @easy to see that, conditional on the output vy,

the two inputs are statistically independent: thus I(X;Y|w) =

i
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I(x3Y) and the set of rates satisfving (2.7)—(2.5) forms a ﬁ:
i

ractangle. We next want to find the set of rates so that (2.3)- ?J
(2.5) is satisfied for same choice of &,0.. It should be clear iﬁ
fraom symmetry that @4 G} should be constant for all x » O and ﬁi
EE(wJ chould be constant for w » O3 thus we need only consider ;
the unicn of rates satisfving (2.3)~{(2.5) nver all choices of the 4y
.

idle propabilities G, (0) and B~ Q). Fig. Z.4 shows the resulting

e

union: for all K & B8, the set of rates is non-convex (the non-
convexiktv for certain multi-access channels was first shown bv
£111). The convex hull of this union region is the set of
achisvablie rates ofrtheorem 2.1. Theorem Z.2 assures us that
aunonentially decaving error rates are achievable in the interior
of the union reaion. any aiven rate pair in the interior of the

convax fhull is on a4 straight line beatween two pairs of rates gach

in the interior of the union region. By time division

multiplexing between codes tor these rate pairs. relialble

t.“ ;

coammunication is achiaved for the given rate pair. Thus theoram

N\‘H
:l:":l
bﬁ a7 wstablishes the pozitive half of theorem &Z.1.
o
Jr Tt is rather surorising at first that the union ragion 1S
X Aon-conva.  We note that I(XW:Y) is= a concave function of &4 Go) S
- and a roncave function cf Balx), but is nen-concave as a joint RE2
o 3 7.0
s . 310 " Y H ; % A 2 P3ite
e function of Gy and M-. It is also concave as a functlion ot 0
':.:'.l
QD wr . bui the set of probabilitv vectors @(x.w) for which =
!
- N
Qee.w) = Qltx)aﬁ(w) for some 2,.05 is & non convex regLon. Thus b
SIS
: L
maximizing IiXW:Y) over G and - can be viewed either as a non- :ﬁ
5 concave masimization or a concave maximization over a non-canvex o
- reaion. Either wav, multiple isolated extrema can exist and el
halt s
"n H o,
l‘..l‘ -
L—_r.\! .
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P
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there is no analog of the2 Arimoto-BElahut [121.0131 algorithm that
can be usad to find the achievable rate region.

It also might be surprising that the achievable region for
the collision channel is not achieved by multiplexing between
By (0 = 0, Go(®) = 1 and Gy Q) =1, @2(0) =0 (i.2. bv one user ar
the ather "using" the channe) while the other 1s idle). The
rezson 1s that the choice of whether ar not to be idle also
convevs infaormation. and the multiplexing solution falthough
eminently practical for larae k) losze this eutra information.

Next consider the achievable error probzbilities for the
catlizion channel. In general, for an input distribution 00 w)

= Qléxiﬁﬂ(w), we can expreass theorem 2.2 in the form:

:
11]
12
DR ]
T
5
1
=
i
~
28
b 1]
152
[ 3
1>

whare (with Ko = Ry +R.)

N R DR = min max  [E_ (g, C—an ] Lo, 2
P 1 & i 21 1
151 &%

In principla Ep (lt] obmatl) can be maximized over product

distributions W,

=2l Bl ) 0ERR (B GiA Gl HEk (pe
AN | S . O

i3
[

and this in principle creates an exponent of error decay tor each

Ki{«Fe 1n the umion region of ti1g. 2.4. The same kinds of
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problems exist in pertorming this maximization as exist in has
i
finding the feasible region R. Note now that i+ we want to B
Bt
achisve a given exponential decay a, and if there are two rate §ﬂ
s
W k] - o ! 4 ‘ ) T Lo - ’ i) J Y e
pairs. sav R;,R: and R{,R4%, such that E (Rj,R:) = « and E.(RY,R4) bb
-
% «. then, for any rate pair RI’RE Fiem
; 5.
L3
s

BRI .xR‘; + (1-MRy; Ry = .\F:é+ (1-AIRY (2.24) ;‘

I
s

with © < A <« 1, an exponent of &« or more can be achieved, in a

s T2TXYSTOE

sens2, by time snaring between equal block length codes Ffor Ry,R:

oy

-

and for RY,R%. using the +irst code a +raction a2 of the time and

r
the second a fraction (1—-a) of the time. 5
I
This m2ans thst we can derine & region R, ot rate pairs as f
“ . . . . . . - . . . 3 e &
the conver hull of ali pairs Ry} 2 0. R, = 0 tor which E:
- ;o o Y el (] o . ,-.'
B R & e WS X AnCreas2s Trom O, R, shrinks trom the b
¥,
. N n I
feoacsihle raegion R down o the aorigin. :
There are sevaral other approsacnes to detining 2 randam t:
coaging exponent as a function ot R WAL, First, the random coding o
aasamble ikzelr could use difttersnt probability assigrments O L, }H
4 !'._: :
on dift+terent letters of the block. This would lead to tihe e
tunctions &Qlip,m) in (2.19) and (2.22) being replaced bv i&
] Y
-

weighted averagss betwesn tne ditrerent choices of L, as

L A8 Y

(2] NE = X\ LD (TR (0 B S oo
2} Al (ki o+ (1=ME | (p,0 J Cla3)
)l g (n}1

m
(5]
[

-
-
-

p
-a

o]
[t}

No examples have been found where this approach enlarges the

regions R, defined above; this approacn 1s sufficient, however,

[n

to achieve exponential decays in Fg for all rate pairs in the
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interior of R.

Another approach is to consider random coding ensembles 1in
which successive letters are statisticslly dependent. For the
collision channel, tor example, suppose the block ie divided into
sub-blocks of four letters each. Within each sub-block, we
17 adty) to have either the form (x,x,0,0) or the
form (0,0,.x). each with equal probability. Similarly,

Ly g W e W a iy ) haz either the form (w.0,w.0; or (O,w,0,w) with
pgqual probability. Finally, % and w are independently and
equiprobably chosen from {1.2,...,K). With this arrangement,
@ach sub-block of le2ngth 4 15 e2quivalent to a noiselaess 1 channel
with 2k inputs and a noiseless w channel with 2k inputs (this
evample was suggested by Massev's coding scheme for
unevnchronized collision channels [141). The resulting random
coding exponent 15 claarly larger than that where tihe successive
letters are 1ndependent witih the =ame marginal probabilities.

The purpose of the above dISCUSS10N WAS not to fingd the
largest exponents achievable for the collision channel, but
rather to illustrate why error exponents are far mora caomplicataad
for multiaccess channels than +or single input channels. it also
1llustrates why there is no simple sphere packing 1ower bound to

© 4op multlaccess channels that yvielde the same error exponents

as tine random coding bound.  Arutyunyan (131 has develaped a type

=z o
o e A

of sphere packing bound t+or multiaccess channels, but it is

€ e

somewhat loose since it does not account for the separation of

W T g

the two encoders +or the type 2 errors.
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29 2.3 pAdditive White Gaussian Noise Channel (AWGN)

i_ W2 now turn to another example of somewhat areater practical
\':

:é importance where the random coding exponents work out more

N

;i nicely. Suppose the X, W, and ¥ alphabets are each the set of
¥

_.%_i real numbers, and the output y is given by

<
i
+
3
+
L]

1ndepandent af % and w.

constrained to have mean
respectivel v,
noiseless channel adding
Faussian channel, we =ae
the single input channel

5 Thus

I

Liawsy) = = log

ks v|w 51: Lag

‘-.!‘iry

R o Wi A

ok

TeWsy|X) =

A el R
(STES
-
o
o

'.'- "' “l -.:ll. .‘$ xI .
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where z 1s a zero mean Gaussian random variable of variance o«

e
=
+
iy
] L
et

»

The « input and w input are each

square values at most Sy and S~

If wa consider the channel as a cascade of a

¥ and w tollowed bv a single input
that I(XW:Y) is at most the capacity ot

with the input constrained to enerav

PRCLE *'] V2. 2T

in is also easv to ses that I(i;Y|W) is the average mutual

0y intarmation between X and v in the absence of w. Thus

(2. 28)
n

S.,
1+ —=] (2. 29)

These inequalities are satisfied +or all independent
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distributions on % and w and are all satisfied with eguality if
and W are independent zera mean Gaussian with variances 81 and S,
raspectively. Thus the rate reagion for which (2.3)-(2.5) arsa

satisfied for some independent % and w distribution is

1 G
R1+ Resizllas = lcq[l + S = ] (2.30)
(22
.
= Sy G
o = R R =1 al e e
1 oy =1l 9 2.31) o
a e
S
0 £ R, = 1L-lu:u;x[l +,—‘iJ (2.32)

Since this region is convex alrsadvy. it is the achievable rate

ragion R.

This region R is sketched in fig. 2.5 for various values a+

)

5/g<, 8 =

s19nal to noise ratios A

w

1+5n. tor the case where

a

2y = S.. MNote that the region is almost rectangular for small A
and almost triangular for large A. Note that if one uses TDM
between a code for % and a code for w, then the achievable rates
are limited to the region bounded bv the straight line between
the anis intercepts of the boundary of R (see tig. Z.4). Thus
tor large A, TDM is almost as good as the best caoding, whereas
tor small A, TDM is guite inferior. The reason for this can be
sa@en most clearly for the case R1 = Ro = R. Alternating between
(R.0) and (0,R) then wastes half the available power, since (by
our madel), the first transmitter stays within its power

limitation while transmitting. Losing half the available power
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—2. 16—
loses only a small fraction of the availabla capacity tor large A
whereas, for small A, a larae fraction is lost. This suagests
q91ng to & continuous time model rather than the discrete time
model here and using frequency division multiplexing, thus
achieving the same simplicitv as TDM, but being able to use all
the available power. Figure 2.6 shows the resulting rate region,
assuming the same powe-r tor each transmitter and the optimai
split of fregquency between the transmitters as a function of the

rates.

Next consider the randcom cocding exponent for these channels

Using the above Gaussian distribution for x and w, we can easily

b d

calculate Eqi (FeCH from {(2.17)-(2.19), replacing =ums with

integrals. The result is

(DU

-'.\ 5
where 5 = §, + &.. Letting Aj = 8,/70%, ws can maximize

LEg; tre—pR 1 over ¢ to getr the parametric equations

F.OA.
E. (R = Ll
0L PPUACI AL AR e %1
R = L 1n[1 + Ai ] = FiHl
i 2 1+pi L\1+Fl)(1+Pi+Ai)
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As 1n (2.22) and (2.23), the randam coding exponent Er(Ri!RE) is
the minimum of E-; (Rjy) over i = 1,2,%. The regiaon R divides into
three subrzagions as shown in fig. 2.7 where Eri(Ri) for each i is
daminant. As the rates decrease. the error prcbability of type I
errors decreases more rapidly than that for type 1 and 2 errars,
sa that for small rates the bound is daminated by errors in
saurce 1 or 2 but not both.

For a =ingle input additive Gaussian noise channel, choaozing
4 coding ensemble with the Gaussian distribution is not quite the
best thing to do for error exponents. The best distributian

resultz from a shell constraint; that is, code words are chosen

with a Baussian distribution conditional on the resulting word

having an enargy very close tao MNE;{. This distributicn (see
saction 7.4, [101) vields the same expenent to ﬁe as the sphere
packing bound for rates sufficiently close to capacitv.

For a multiaccess channel, it seems reasonable to again
considaer a randam cading ensembls using & shell constraint on
2ach set of code wards. From the genie interpretation of tvpe 1
and 2 errors, we see that Pei is upperbounded by the prabability
of errar faor the first set of code words with the additive
Gaussian noise but without the sezond set of code wards. Thus,

for i=1,2, we have Fg; £ a;N exp[-NE.; (R;)1, where from section
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341, the sphere packing bound fnr the

1], a, is a constant and Erltﬁl) is given by:
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AT u,"-;,
‘\-“ 1‘;“1 |
v For type I errors, the situation is less simple since the L
- ook
combined code words X + w are not constrained. In fact, if, L
e
. o
atiter constraining x to have eneray N81 and w to have energy NS-, W
we then constrained x+w to have energy N(Sl+52), we would then be e
Pt

constraining the code words of the two codes to be orthogonal,

which corresponds (on a continuous time channel’) to the frequency

i division multiplexing discussed previously.
! o
). 4 :
AT We now develop a bound on Fgp using a shell constraint on A
3 ot '.._‘...
the code words x, and w,. Choase each X independently using the e
; LA : 5 ot s
dansityv ulxxi and each w using the density G- (w! whers L
3
.
- 0.
i AT [
Y SR “"‘14, x| T L ""‘"’D[ nJ -
3 AR e (2.42) ~
n= .I-S' I:i -
' M.
N bRt
1; for NS, - & PR <l N S (2.47) S
: L ni=p 0 g i

-
:
-

g  otherwise,

where & is an arbitrary positive number. and My is a normalizing
constant to make G, (x) integrate to 1. Substituting (2.42) ftor

2y (%) and G (W) into (2.8), replacing sums with integrals. and
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we find that (Z.8) breaks into a product form (as in section 7.3

of [1G]). After some tedious integration, we get, for any ¢, O

-
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e SR [ Tt ]1TF expl-NIE. _{(p,r)—pR. )] . 45)
e M 1 He~, (8 s
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tgg(F’r’ = istk e rselin 1+e = = + 5 lnll + EI-+ 3:1
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6 =R GG R (1= o Sy (2,47
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o » q o =5 & o E + o .
The +tirst taerm in (Z.45) is propartional o NIFF gor any
, . _ D v
given choice of FisFo. and &, =0 we simply bound it by aN® for
zome suitable a. The exponent can be optimized aver g, gy o
i

(o equavalently ovar p, 87, & for U 2 e 21, O 2§, = Lépd.

Fuar the important ca

(1]

2 whera A; = A.. the optimization can be
carried out explicitly. Here by symmetry, the aptimal 6; and £,
are equal, and such a solutiaon is also valid, but not optimal,

tor all A; and An. Using 6 for 6; and 65 and A for Ay + Ao,
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This exponent lies roughly half way between the previously
derived exponent without a shell constraint and the exponent with
a shell constraint that would result for a single input Gausszian

channel with signal to noise ratio A (i.e. tha

i+

given by (2.348)-

(2.41.

When we take the minimum of the three exponents Eri(ﬁi) for

-

i = 1.2,3, we again find that the achievable region R breaks into

;n d

ol 4 subregions, one where sach bound i3 dominant: the r2gions 1ook I
'.:.,: \:f
5! the same as in +ig 2.7, although numerically they are somewhat -k
X differant. We now knaw, however, that whenever tih= rate pair P
a -

& 4 : ; ) m -l nan
e Ry R is in Rlior R~ and Ry tar f.) 12 above the critical rats 43

oy

of (2.3&), then EriﬂlsRm? 1:

indead the exponent for optimal "

codes.  For tne svmnetric case where Fy = Fn, the region R-

vanishes for small enough R; = R., and 1f the point where R~ i

vanishes is above the critical rats for Ry and Ro, then the i
optimum exporant is given by (2.37)-(2.73%9) betwesn the point BN
s

5l

where R vanishes snd the critical rate. This phenoma2non occurs

whenevar the combined signal ta noise ratio A+ 15 below ahout =

e e
e pi T
.
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Ch.2 [1G1,. In general, binary linear codes can be gen=c-ated for

Ze. Coding Technigues

While the thecretical development of coding theorems
for multiaccess channels iz guite advanced, very little has been
done with respect to general techniques for esultiaccess coding. e
As painted out in the introduction, what is needed is a coding B
technology that is applicable for a large set éf transmitt=2rs of .
which a small but variable subset simultaneously use the channet.
Here, however, we restrict ourselves to the simpler problem of
the two input channel of fig. Z.1 where both sources always have
something teo send.

First we observe that the error probability bounds
evaluated in the last section apply equally well to ensembles of

linear codes. The arqgument for this is the same as in section

2ach transmitter, and sub-blocks of these binary digits can be
mapped many to one into the channel input alphabet, thus
achieving any desirad relative frequency of wutilization ot the

valriaus 1nput letters.

]
1]
-
il
;: ]

Fandom coding bounds ftor convolutional codes nav
been generalized +trom single 1naput channals to multiaccess
channels [16]1 with the same type ot enlarged sxponent as occurs
for the single input channel. Thus there 1s no problem
generating good codes, either block or conveolutional. The
problem, &3 with single input channels, is with decoding.

Getore discussing decoding, a brief discussion of

channel modelling is in order. The discrete time channels dear

to the hearts of information theorists implicitly assume that
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carrier phase and sampling time in phveical channeie are part of
the channel model. Furthermore. ideal perfarmance of these
elements is usuallyvy assumed. For single input channels this
separation is uwsually pérfectly reasonable. hut for multiaccess
channels it is often questionable. For xample, +or the éWGN
multiaccess channel., it is weil known [173,018] that feedback can
increase the achievable H1+RE bevond that achievable bv a single
source ot rate R1+RE and 2nergy constraint 5;+S2.  In other
wards. the individual transmitters are limited to Sy and So

respectively, but the si

1)

nal

]
O
D

nerqyvy at the receiver exceed

Ju}
1]

0

Iy

i+52' This means that the two transmitting antennas are actinag
essentiallyv as a phased arrav and that the additional receiver
energy can be viewed as coming from antenna gain talong with
vary clever feedback coardination). While thnis is not
impossible, it 1s certainly not a conventional situatien.
Tvpically we should erxpect tihe received carrisr pPNas

trom the one transmitter to be roughly 1ndependant

-

' that from

the other. Approximate svmbol svAchronism batween the
transmitters is slightly more reascnable than phase svhchronism
and approximate block svnchronism iz eminently reasomable wiih
only marginal teedback communication.

Thare appear:s t5 be little of a genseral naltture thaic can
be said about the =ftect of asynchronism between the sources at
the phase and baud level. For the specific case of an AWGN
channel, however, the situation is much simpler. Using a

continuous time narrowband Gaussian enz=emble (wikth or without a

shell constraint) to generate code words, the discrete time code
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words of the last section can be considered as time samples cver
the block period of 2 narrow band stationary Gaussian process
with alternate iletters representing in phase and out of phase
components. Thus for a given set of randomly chosen wavetorm
code words. a change of receiver carrier phase and sample time
will change the discrete time code but will not chaﬁge the
ensemblae statistice i(aside from szom2 end effects at the ends of

the block which we ignorei. The decodesr muzt know the relative

1A

mittere

carrier phase and sample time for each of the two tran
but there is no nead far tne two to be synohronized toagetner. in
summary., the discrete time ANGH mulitiaccess model of ithe last
section is adequate for non-fesdback comnunication maintaining
onl; block svnchronization., but is only adeguate for ‘tpedback
tachnigques in the rare case whers the two transmitters are phasa
and svimbol svnohronized.

Tive problem o+ lack of biock svnchronization for
multiarcess channels 13 somewhat better unaersiood than that of
phase and symbol synochronization.  Assuming & discrete time nooasl
(1.8, asswning awav the phase and svmbol svnehiranization
provlems), 1t has been shown [19] that with a bounded amount of
uncertainnty in biming Deiwesn the transmithers, the teasible
region R 1= nhe sams 88 wilih psri=ct sYnCNronlzation.

Egsentially one uses a coding constraint so large that the timing
uncertainty becomes negligible. For complete uncertainty 1n
timing, on the ather hand. it has been shown C530., L2 that i the

teasible reqgion is the union region ot fig. 2.4 rather than its

convex hull. The essential idea here 1s that time sharing cannot

L e - n -
Lo DRt O T T
w ) BN
S s i
R A S T

D T e e
O U1

'l L] s ¥ &

.




- p_c Ry e

ez 2 -8 - y
S DR

—3.4-
be used in the total absence of reiative timing betwesan the
transmitters.

Having cautioned the reader about the modeling problems
innerent in a discrete time memoryvless model of multiaccess
channels, we now return to this model to see what can be said
about Eoding.

First, there is a fairly simple general approach that
can reduce the decoding problam to several single source decoding
problems. First suppose that CRI,RE) satisfies Rl “ ch-v}w;, k-

"

a

LiW:Y) for some assignment Ql(x), Boiw). Over the ensemble o+
codes using @1.&2, a4 decoder can decode the w code word by
ignaring the x code word and assuming a singie input channel with
transition proobabilities P(vlw) SRy lem)F(y]xw). Over the
engemble of codes for the first encoder. this is precisely the
zal of tranéiticn probabilitie=s from w to v. Thus a "good"
decoder for a single input channel can decode w reliably. Given
wW. another decoder for a singie input channel can decods ® using
P\vnlxnwn). This s2cond decoding is somewhat unconventional +oi-
single inputs in that the trancsition probabilities depend an W
and thus vary with n. but a numnber of decoding technigues such as
saquential decoding and Viterbi decoding can deal with thisz
ziktuation.

As can be seen trom fig. 3.1, any (RI'RE) in the
interior af the achievable region of (Z.3)-(2.5) +ar a given
&1,92 can be represented as a convex combination of two rate

pairs, one of which, (R{,Ré), satisfies
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and the other of which szatisfies

S s IO SADE B ISUTRAFS (3.2)

fodes for each of these rate pairs can be decoded by
the two step procedure described above and (R{.Ro) can be decoded
ov tima sharing between two such.codes.

Finallv. anv point in the interior of the achievaple
rate reaion is & convex caombination of two imate pairs, one of
which satisfies (2.3)-(Z.5) with strict inequality for soame lez
and the other for some other QTQE. Thus an arbitrary point 1n
the interior of R can be reliably decoded by time sharing betwesen
At most 4.c0des. two af which use rates satisfving (3.1),
respectively +or QLQE and the other two of which satisfy (3.1,
(3.2) for @la@i.

This approach is not entirelvy satisfactory for two
raasons.  The first 1s that the random coding exponents for error
probability in this approach are often much smaller than those
for Jjoint decoding of the two code words together. I+ w2 usa
error exponents as a crude measure of decoding simplicity, we see

that joint decoding is potentially simpler than tha above single

input decoding. Note, however, that error exponents can
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sometimes be misleading as & guide to decoding complexity. For h
“ample, the random coding exponent for a noiseless binary i

channel is not large, whereas coding and decoding are trivial.
The other objection to this approach is that it fails it

to provide much insight into the guestion of joint decoding of s
several sources. It certainly does not ageneralize to the use of

a small but unknown subsst of a large set of transmitters.

A second. simplar but less general. approach is to ﬁ:

deccde the code words from each transmitter independently E;
regarding the other as noise. From fig. 2.5, it is seen that tor ﬁ?
—

the AWGN channel with small sianal to noise ratio, the achievable &f
rate region is almost rectangular. Analytically I(X;Y) = ?

v
o Wpols pridos s

g

(1/72)1Inl1l + A/ (1+A~) ] which is close to I64;Y|W) = (1/2)1nl1+A4]

S B

wWinEn ﬁﬁ is smail. In this case., the error e:zponent for
individual decoding is almost the same as +or joint decoding.
This approach has the advantage of ageneralizing immediat=ly to
the case of a larga number of sources wilth an unknowns subset of
the sowrces transmitting. Spread spectrum with pn sequences can

g2 viewed as a special cas2 of this approacn wiere the use of a

on sequence or 1ts complement over a given period is simply an

“
K]
¥

ey added constraint on the encoding. Multiaccess pulse poasition
&Y

v o oo ; oy » . e

> nodulation C213. [Z2]. [546] can be viewed the samz wav.
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channel , perhaps with more than two transmitters, one can
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similarly investigate wavs to choose code word sets for the
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individual transmitters in such a way that they are mutually non i
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interferinag (more precisely, so that they can be individually

“

decoded with small error praobabilityl). Time sharing within a

code word is one possibility, but depending on the channel, other

T sy
PRANr LI ey U R )

possibilities might be preferable, as we have seen for the AWGN'

channel. A more difficult related problem is to choose the code

A

word sets in such a way as to maintain the non-intarference

f property in the presence of lack of svmbol synchronism between

? the transmitters. We have seen that this camn be done for the

i AWGN channel . and Massey’'s codina scheme [14] for the

E ssvnchronous collision channel also achieves this cbijective; at

% present, however, no approaches are known for general discreste

.j time memoryless channels.

; Az a third amproach to decoding, consider true joint

! decoding of the two code words. I will not consider algebraic o
> o
ﬁ decoding techniquas here since an algebraic structura2 must ba ::
:i matched in come sense to the channel characteristics and [ am not ?i

awara of anv examples of algebraic approaches for genaral
multiaccess channels. Viterbi decoding of convolutional codes 1s

anobher possibility, but it dces not appear very promising as a

-ﬁ

N

. Jeint decoding technigue. The problem is that the decoder should

H

B tracl all possible states of both encoders, which leads to a

)

e combined number of states which is the product oFf the individual

]

f .. o o g .

= numbers of states. With more than two transmitters, the problem -
i b
- 15 BVan wWorse. i
0 . . . o
o Finally, sequential decoding appears to be a general i
5 E

i q . . . . -

- approach to multiaccess joint decoding and it has been shown [23] -
- that lack of block synchronization is not a serious impediment to Par
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itz operation. Unfortunately, at this time, it is not clear how
to make sequential decoding work for a multiaccess channel. To

xplain the difficulty, recall that sequential decoding is a
search procadure that hypothesizes the encoded sequence up to &
given point and either proceeds forward by extending the encoded
sa2guence or searches backward depending on the valus of a
"metric" thac stochastically drifts upward when the decoder is
following the actual encoded sequence and drifis dowaward when
the decoder gets off the track.

The problem, now, is that the decoder can go oif the
track in three ways, corresponding to the three types of errors
in section Z. Unfortunately the appropriate metric to use
depends on the type of erraor being made, and this knowledge is
unknown to the decoder.

Another fundamental problem with sequential decoding
fasz recently been discoveraed by Arikan [24]1. Arikan considers a
nuitiacocess binary srasure chann2l where X = 01y, W = {0,122 and
i TR D SR b U el S o T proosbiiity 1-¢,
tor some € » O, v = (x.w;,Awhereas with probability =,
independent of the input, y = (a,e). In eff=2ct we have two
erasurs channelis with pertfectly correlated erasures. Using
gquiprobable inputs for each cransmittsr, we can tarmally
calzularte the= computational cutoff region R

2 : +
comp tor a Jjoint

decodai- as
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- rut L 4
we note that
=¥ ln[l;;—d IR = ln[lﬁﬁa] : all €, O < ¢ + 1
& 4 %
(3.8

Thus for Ry, = RZ' {(%.5) is the active constraint, and even
without any of the metric problems discussed above, (3.5 limits
the achievable rate with joint segquential decodina. However,
using separate sequantisl decoders tor the two transmitters and
igroring the erasuwe corirelation, we can achieve the higher rates
of (F.7; and (F.4).

T make the situaticn worze., we s=2 that — Inf(i+3z:/4] is
aiso the computationsl cut off rats of a single input gquatsirnary
erasure channel. However, by regarding the inputs to the
quateirnary channel as two blnary digiits and using separatsa
convolutional encoders and decoders toi- the two digits, we can
again achieve the higher rates. The dirficulty here does not
reside in the particular search algorithm being used. Over the
ensamble of convolutional codes for the guaternary input (or
pairs of codes tor binary inputs), the expected number of
potential encoded sequences {(or pairs of sequences) at length N

which are as likely as the transmitted sequence (or pair) is
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S nponentially increasing in N for anv combined rate in excess o+ i
v'. R i
—lnf(1+3e)/4]1. The conclusion that one must reach is that R:omp 2y
. _“:: T
il is not really a fundamental parameter of communication. This s
X , ) e
el same example, in the context of the photon channel, has been 5
discussed by Massey (251 and Humbiet [261. -

Summarizing the previous approaches to decoding, we see
that much more research is necessary befare any canesive budy of
knowiedge about coding and decoding for multiaccess channels will
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4., COLLISION RESOLUTION

The collision resolution approach to multiaccess %ii

o

' ';-4:‘;

comnmunication. as mentioned in saction 1, ftocuses on allocating RN

;'.Z.:.:

the chnannel among a large set of users at different transmitting i

. v . ! ] ‘ Bl
sites. [t has the weakness of essentially ignoring the %

Ry s
s S

T

communication aspects of the problem. We start by a set of

PR

SR v g

assumptions that limit the class of svystems we will ibe

L
4

considering.

a; Slotted Svstem: We assume that each message (packet) to be

transmitted tits into one time unit (a slot) for transmission.
All transmitters are synchtronized so that tne reception of each
transmission starts at an integer time and ends befare the next

1nteqger time. Such synchronization is uswally not too difricult

pgiven, tirst, a smail aguard space between packets, secona, a

.
o

L5 -
Ty
.

small amount ot timing feeaback from the receiver, and third,

roe ¥
S
£ a0

17

ztable clocks. HNote that this assumpiion precludes both the
passinility ot sending short packets Lo make resarvations for
long packets and ot carrief sensing, which we discuss [ater.
Such systems can be undersioad sinpiv athter this basic model is
understood.

b LCollision or Ferfect Reception: We assume that it more than

one2 transmitier sends & packet in a siot, then there iz a
collision and tihe receiver gers N information about the contents
or origing of the transmitted packets. If just one transmitter
sends a packet in a slot, it is received with no errors. This is
the assumption that removes the noise and communication aspects

trom thne problem; it allows collision resolution to be studied in
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ﬁi the simplest context but also severely limits the class of
Ii strategies and tradeorfs that can be considered. s,
1 . ,::.
B AR - N AN v
c’ Infinite Set of Transmitters: Assume that each arriving R
nA
. X L3
packet arrives at a transmitter that has never previousiy Sﬂ
received a packet. This precludes queueing at individual -
fo®
- e
transmitters and precludes the use of TDM. This is an gﬁ
P
unreasonable assumption from a practical point of view, but note ﬁf
ey
. 5
that, given any algorithm determining when the transmitters send o
packets, a finite set of transmitters can use the same algorithm, };
regarding each packet arrival as corresponding to a separate e
[ 3=
conceptual transmitter. ln this case, a pnysical tranemitter ?ﬁ
f:n\,'
would sometimes send simultaneous, colliding multiple packets. =,
This shows., first., that assumption c) provides a worst case bound 2
Pﬁ-u
on a tinite set of tranmsmitters and, second. that the difference o
ig onlv signiticant when two or more packets are waiting at the ﬁ%
o
0 2 ) 5 3 q q alo [
same transmitter. Collision resolution algorithms are primariiy o
rﬁ—
usetul tor low 1nput rates where multiple packets rarely queue up ?t
s
at one transmitter; in this region. the performance witn a finite e

o

set of transmitters should be well approximated by that with an

G
<

Pt B
- .

infinite set. The maximum throughpout oF an algoritnm under the

infinite set assumption is a qualitative measure of the goodness

PINCIRE e 4

of the algorithm, avoiding the less fundamental throughput

Lmprovements achievable when gueueing occurs at each transmitter.

NS

; d) Foisson Arrivals: Assume that new packet arrivals are

Faisson at an overall rate A\. This is reasonable given
independent arrival proceses at the individual nodes.

e) 0, 1, c Immediate Feedback: Assume that by the end of each
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slot, each transmitter learns whether ¢ packets, 1 packet, or
more than one packet (c for collision) were transmitted in that
slot. This is the onlv informatiqn that each transmitter gets
about the existence of packets elsewhere. The assumption ot
immediate feedback is often unrealistic, but collision resolution
algorithms can usually be modified to deal with delayed feeaback;
the introduction of delay in thne feedback. however, complicates
analysis with little benefit in insiant. The assumption of v, 1,
c feedback implies that the receiver (or the transmitters
themselves) can distinaguish between an idle slot and a collision,
which is not always reasonable. It also implies that idle
transmitters are always listening for this feedback. which is not
alwavs desirable. Some alternative forms of feadback will be
discussed in what +ollows.

4,1 SLOTTED ALOHA

The simplest form of collision rasolution strategvy using
tile assumptions above is Slotted Alona (Roberts [271). 5SHiottead
“loha is a variation of pure Aloha (Abramson {13/, which will be
described subsequentlv. [n siotterd Aloha. whenever a nacket
arrives at one of the transmitters, that packet is transmitted in
the next slot. Whenever a coilision occurs in a slot. =2ach
packet invalved in the collision is said to be backlogged and
ramains backlogged until it is successfully transmitted. Each
such backlogged packet is transmitted in each subsequent slot
with some fixed probability p » ¢, independent of past slots and
of other packets. Note that if p were i, backlogged packets

would continue colliding and no more packets would ever be
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successftully transmitted. Note also that because of the
effactivelv infinite set of transmitters. the collision cannat he
resolved by transmitters waiting some number of slots determined
by the identity of the transmitter. Such strategies can be used
with a known set of transmitters and can be made to behave like
TODMA under heavy loading.

It can be seen that slotted Aloha can be analvzed as a
homogeneous Markav chain, using the number of backlagged packats
at each integer time t as the state. The state at time t
includes packets that collided in the slot from t-1 to t but does
naot include new packet arrivals from t-1 to t. Let |k be the
state at time t and k+i be the state at t+1. Thus 1 is the
number of new packet arrivals in‘Et—l,t) less the number of
successful transmissions (if any) 1n AERE1 R It tollows thar 1
= =i if no new packet arrives in tt=i,t) and one backloagged
packet 1s transmitted in {t,t+1;. Similarlv 1 = ¢ if either no
new packet arrives and no successtul transmission occurs ar one

new packet arrives and is successfully transmitted.

ANalvzing the cases i * O in the same way, we sze that the

state transition probabilities Fi. k+; @re given by
2 gk

kp(l—p)k_le_A 1 = -1
= — A = o Ll o | b - RIS O
rh:,h'.+i - Cl=kp(l-p; le + (l1=p) "xe i =0
(1 - (a-p Fae™ A
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In understanding how this chain behaves, we look first at the
drift. D,.. defined as the expected value of i conditional on k
(i.e. the eupected difference between the statz at t+1 and that

at t conditional on the state at t).

: - Qe - [l e

D, = X e e e kpi1-p1 e (4.2) L

.y '. ) .

B i

e -

The tirst term A is the arrival rate and the second tarm is the ol
r4

departure rate or throughput. Note thst for any A * O and any ]

a] & (81 Dk will be positive for all sufficiently large 1. This
me2ans that if the system becomes sufficiently backloggesd. it
dritts in the direction of becoming more and more backlogged;
this should not be surprising since collisions occuwr on almost

all slotz when the backlog gets sufficiently large. kaplan [28]

gives a simple but elegant proof that this tvpe of chain is
unstable (i.e. non-ergodic).

Despite the instability of slotted Aloha, it can still be a
useful collision resolution approach especially if the svstem is
modified to avoid or recaver trom the heavily backlogged state.
Using a small value of p helps postpane the onset of the
catastrophic behavior abave, and for small p, (4.2) can be well

appraoximated by

=(A+plk)

D, =2 x = (a+pkle (4.3

R
KOS

(RN

Fig. 4.1 illustrates this equation. For A > e-l, we sze that D

> 0 for all k. For X\ < e—l, there is a range of k for which
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Ly, « 0, and the size of this range increases as M\ decreases and
as p decreases. Unfortunately, » is the arrival rate which we
would rather not decrease, and smail p means large delav between
retrials of a collided packet.

This tradeoff in p is very undesirable; large p makes it
very easy to enter the unstable heavily backlogged reqion,
whereas small p causas large delav for collided packete in the
stable region. The engineering solution is almost obvious——
changa p asz the backlog k changes. Ideally, we would lilie to
adiust p to minimize Dy which occurs at pk+a(l-p) = 1. For

large k, this maintains a throughput of e~ 1, For small &, on the

1]

other hand, p is large and thus delav 15 smail. The problem with

this solution is that &k is unknown. and either k must be

]
]

stimated from the feedback or an appropriate value of p must be
estimated. Hajek and VanLoon [29] have analvzed a class o+
alaorithms in which p is updsted at =ach slot simply as a
tunction of the previous p and the feedback in<crmation. Thavw

showed that such functions cam be chosen far any A 4 e * so as

n
it
a}

malkz the resulting svstem stable.

11}

From (4.3). we see that D, i= positive whenaver Ax » 1/e,

-
=7
-
n

15 only an approximation of (4.2), but the approximation is
good when p is small, and p must be small when k is large to
minimize Dk' Thus, for N » 1/8, Dk is positive for all
sufficiently large k no matter how p is chosen, sa that slotted
Aloha is unstable in this case even if k is &nown.

In the next subsection we show that much higher throughputs,

and presumably smaller delays, are possible when newly Arriving

. -

CRARERR AR | W e Te 0
. o

Ao = L




e

£, 6af 2.8 &

AR A LA

P -

¥ S~

A4
ot

i DRl S

3

S8 e LR Sl R R R Punt il S R TSt BN St S Dot Ol

=0 7
packets are sometimes held up and collisions are resolved in more
sophisticated ways. Slotted Aloha, however, has the advantage of
not requiring all the teedback information we have assumed. For
many pihvsical multiaccess channels., particularly dispersive
tading channels, it is difficult to distinguish an idle slot from
a collision with high reliability. It is usually
straightforward, through use of a cvclic redundancy check, to
distinguishn & successful tranémission frrom idle or collision, and

it can be seen that this kind of feedback is sufticient for

3

slotted Aloha but not sufficient for the more sophisticated

il
g d

rategies. Unfortunately it is much more difficult to estimate
the backlog with this tvpe of feedback. Cruz (471. however, has
shown that slotted Alaoha can be stabilized +tor throughouts lass
than 1/e2 whenaever the fe2dback can be modelled as the idle,
sLnIcess, o coilision intormation passed through a discrete
memoi-vliess channel of positive capacitv, and the case above can
bhe modelled in this wav.

Fure Aloha [11 was the precursor of slotted Aloha and avolds
ouwr assumption of a slotted svstem. aitheough we continue ko
assume that each packet requires one time wunit +tor Transmizsion,
that overlapping packets collide, and that assumptions o, dJ,
and er hold. Each newly arrived packet is transmitted
Lnmediately upon arrival and backlogoad packets are transmitted
atier an exponentially distributed delay. The praobability of
collision is higher here than in a slotted syztem; a packet
starting tramsmission at time t will collide with other packets

starting anvwhere in the interwval (t-1i,t+l). The upper bound on
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throughput bzcomes (zey~! and the same kinds of stability issues
arise as for the slotted svstem. A major practical advantage ot
pure Aloha, however, is its ability to handle packets of
different lengths (34,311,
4.2 SFLITTING ALBORITHMS

In our discussion o+ slotted Aloha, we saw that the
throughput is upper bounded by l/e2 regardless of the strateqgy
used to adjust the retransmission probability of collided
packets. Tihnis bound was imposed by the restriction that new
arrivals were always tranemitted 1n the next slot after their
arrival and that backlogoged packets depended upon a single
parameter p tor retransmission. To get an intuitive idea of why
Ene transmission of new arrivals should sometimes be postponed.
consider a zlot in which two packets collide. IF the new
arrivals were held up until the collision were reasolved, tnen a
reasonable etrat2gy would be tor each colliding packe: to
retransmit 1n the following slot with orobpabrlity L/72.  Witn
prababiiity 172, then, a successful transmieszion occurs and the

otner packet would be transmitted 1n the +4cllowipa slot.

B}
fa

Alternatively, with probabilitv 1/2, another collision or an idle
slat ensues, wasting one slok. Again. in this case, each packet
wourtla be transmitted in the following slot independently with
probdapility 1,2, and so foarth wuntil the two packets are
sucicessfully transmitted. The expected number of slots required
to successfully transmt the two packets is easily seen to be 3,

which vields an effective throughput of 2/3 during the collision

resolution period.
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This cancept of probabilistically splitting the set of

packets involved in a collision into a transmitting set and a %ﬁ
non—transmitting set while making other packets wait is the s
o e
central idea of a variety of collision resolution algorithms that ;ﬁi
. ‘\

achieve throughputs larger than 1/e while using assumptions a) to
elsy we call these algorithms splitting algoritims. These
algorithms differ in the rules used tor splitting the collision
set (which might i1nvolve more than two packets) and in the rules
tor allowing waiiting packefs not involved in a collision to
Lransmit atter the collision is resolved.

The first splitting algorithne were the tres algoritnms
developed by Capetanakis [3I23, Hayes [3Z31. and Tsybeakov and
Mikhailov L[34]. In these algoritihns, the system alternates
between two modes--normal mode and collision resolution mode.
When a collision occurs in normal node, all transmitters go into
collision resolution mode, all new arrivals wait until the nesxt
Lransition into normal mode, and all packets invalvad 1n tihe
coliision independently select one of two subsets with 2quel
probanility. HWe view each szubset as corresponding to a oranch
trom thie root or a rooted binary tree (zee fig. 4.2). in the
siott following tne callision, the +irst of these subsets 1s
transni thed. i+ anacher collisioan occurs, this subseb 1s
further split into btwa snaller subsets, corresponding ta furthar

branches growing from the original branch. The +irst of tih

IL

s@
subsets ig transmitted in the next slot, and i+ this transmission
1s successtul or idle, the second of the subsets is transmitted

1n tive following slot. In general. whenever the transmission of
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a subset results in a collision, the subset is split and two new

.

branches of the tree are grown from the old branch. Whenever the

'm‘
g
e

'y
«

transmission of a subset is idle or successful (i.e. the subset

e ™t
o
N

.~
R

E®

A"
»

3

is empty or contains one packet), the next slot is used to

K3

T

transmit the next subset. When all subsets have been exhausted,

the normal mode is again enteread.

E It should be apparent that if this algorithm spends many

ﬁ slots resolving a collision, then typically many new arrivals
will esegerly be awaiting the return to normal mode and a
resounding collision will ensue. What is even worse is that many

successive collisions will follow until the expected number of

packets in a subset becomes on the corder of 1. Thus the

algorithm can be improved by eliminating the normal mode; at the

I 2nd of a collision resolution psriod, a new collision resolution

period is immediately entered and each waiting packet randomly

joins one of k subsets. The number k increases with the length

3.

ot the preceding collision resoluticn period so that the expected

numbar of psckets per subzet iz on the order of one. The

correszponding traze has k branches rizing from the root and two

T e L Gy
o TR SRR P

branches rising trom esch non-leaf node.

7

Capetanakis [321 showed that this algorithm has a maximum

» e
o st e e
Ay Mo

= throughput of .47 and is stable for all input rates less than !
. U.4%.  The maximum throughput attainable with tree algarithms was i;
- .

<
- v

later increased to O.446 due to a simple improvement first

R -
s a 8
e % s

suggested by Massey [I5]. Note what the algerithm does when the

22t involved in a collision is split into two subs=ts of which

the first is empty. The first slot following the collision is
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then idle and the neixt is a collision, involving all the paclkets

D)
»

in the first collision. Massey's improvement was to avoid this E“*
LT
predictable collison by resplitting the second subset of a ERQ
9 --;"\.n;.‘
l_",. ._j,._
collision set whenever the first subset is empty. }yq
s

The next improvement in throughput was due to Gallager [361,
and somewhat later, with a more complete analysis, by Tsybakov
and Mikhailov [3I71; this involved eliminating the tree structure
entirely. We shall describe this algorithm precisely later,
since it is considerably easier to analyze than the tree
algorithm. First, however, we view it as ancther modification of
the tree algorithm. At the end of a collision resoluticn period,
each of the k newlv found subsets contains a Foisson distributed
number ot packets. If a collision occurs for such a subset and

tmen another collision occirs in the first of the two resulting

=

e

subsets, then, conditional on these collisions, the number of

g
.“’l ’J 'L
¥ ]

LA

packets in the second of the two subsets in Foisson distributed.

L)

kel 05
Thus, as far as the algorithm is concerned, this subset is Ei:
wient
sthatistically identical to some time interval of new arrivals, ifj
Lo
and the algoriithm would be improved 1f, rather than wasting a ?Rﬁ
h”«

slot on this subset, w2 simply treatad it like waiting new
arrivals. We will get to the bookkeeping issue of how to do this
shortlyv, but note that if we eliminate the second subset azs a
separate entity every time the first subset is divided, then we
never have mare than two subsets to consider.

The easiest way to do the bookkeeping concerning subsets and

waiting packets is by means of the arrival times of the packets.

[+ all the packets that arrived in a given time interval are
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i transmitted in a slot and & collision results, then the interval Lot

12 €plit into two equal subintervals and the packets in the first

. i
) e
~ S
i subinterval are regarded as the Ffirst subszet and those in the o
% ISCR
Sy el
. . d [y
2 second as the second subset. With this apprnach, packets are ég
l always sent in a first come first served (FCFS) order. so we call S
o (s
] this a FCFS splitting algorithm. s
We now express the algorithm preciselvy. Suppose that at Felt
[oes
integer time t the algorithm has successfully transmitted all e
‘;‘ f: .
}: packets that arrived before some time Ti(t) (not necessarilv =i
.'.:" '.‘.._.
! inteager). In the slot [t,t+1), all the packets that arvrived o
=
e B
- between T(t) and T(ti+pi{t) are tranz=mitted. The time Ti(t) and s
% b . . : i
i the interval size p(t) are determined by each transmitter based et
o s
- an the history of the feedback up to time t. It is helpful to 1
-.'3 r‘o
l V12w the packet arrivai=z in [T(t).:) as being in a diztributed e
% quede (sea fig. 4.3). We would like to allocate the gueued E&
. . ; o
o packats one at a time starting at the +ront of the queue, but +he IO
h tndividual arrival time of @ach packet 13 unbnowr erxcapt o the E;
'_ transmitter for that packet. Thuz the algorithm attempie to ;ﬁ
X Allncate an interval pit) at the front of the queue s as to -
el [
5 transmit the waiting packets as guickly as possible. Note that -
- W
ot Jdr
o maximizing the probability of success in the next slot is not the fiey
- hest thing to do since. as we have seen, a collision in fhe newt kA
3y <O
: =lot allows a higher throughput in the succeeding tew slots than =)
ﬁ 15 possible with an idle slot or successful =lot. T
i
i The algorithm given below determines pit), Ti(k)Y, and
k! . E
j B(trefl,2} tor the slot [t,t+l) in terms of pit=1), T(t-1), Q{t~

1). and the feedback (O,1.c! for the slot (k-1,t). The state
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Q(_) reprasants the rnumber of subssts currentlv under
consideration. @G(t) is z=2t to 2 if one of the intervals for slot
(t-1,t) has been divided inta 2 for slot [t,t+1) and is set to 1
otherwise. The algorithm also has a parameter p, that determines
the size of allocation interval to be used after a collision
resolution period is completaed., It turns out that to schieve
aximum stable throughput, p, = 2.6. DNote that the allocation

2 also limited by £-T(t}. the interval of arrival times

=

intaerval

that are still waiting for Lransmizcion.
FCFE Eplitting Algorithm:
i+t fesdhback = c then
Tded & rie=ibg G(t) =
Hit) = pit=-1)/ i)
it feadback = O or 1 ana &it-1) = 1 fhen
TR =NRTE G ST B (= TR R R CH G P ie = -
pit! = min fL Tt E a0 4.5
it teedback = 1 and O (t-1) = Z then
TRGEDRS =Tk (s It CU GES T R C = SR =R 1
pit)y = uplt-17 (4.48)
it +eedback = & and WD(k-1) = 2 then
4 (] SARREcl D S 2L D (] e
ity = plt-i) /2 4,7

the

i

In czs2 of a collision in =lot [f-1,t), Eq. (4.4 gplit
Alsc sarnion Nk ey ANIENTAGES AT NSNE (- EIE) - (ORI IER T o £ SHE lia Neglial
subintervalis. Q) = 2 allows the zlgaorithm to "remember" the
aristence of these two subintervals. I[f there was a previous
subinterval [T(t-1)+p(t-1), T(-1)+2p(t-1)), the algerithm

"+torgets" about it at this point, regarding that subintarval as

part of the waiting queu=. As pointed out before, tha number of
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packets in that subinterval, conditicnal on the teedback history, :E
is Foisson with parameter Ap(t-1), &:

£

E5. (4.3 corresponds to the end of a collisian resolutrion B

s

o L=

pericd or a subsequent period with no collisions and simply moves E;

ﬁ the head of the queus and allocates a new interval. Eg. (4.4) e
Mw

" b

ok, corresponds to a successful transmission of the first subinterval Ho

a o)

Y . . . p 3 ."«

o fom & previous collision and movement to the second subinterval. e

Ak

Finally (4.,7) corrzsponds to Massevy's improvemant on the tree

S - §
FEr =4

Ty . oy i X ) 3
W algorithm when a collision followad by an idle (or nerhaps seveal e
o

B idles! is tollowed bv splitting the zecond =ubintervai.

The FCOFS splitting alaoritihm can be analyred as a

el homogeneous Markov chain, using @2{t), pitr and t-T(t) as the

-

Ve state for integer valiues of €., It ie simpier. nowewver., to
sagmant the sequence of glots into ceoilision resoiuiicn periods,

o whera a new coilision resolution period i< defined to shtart each

}. time that {(4.3) is executed: note that a collisian rasoluihion

T

’ period could be a single idie or successful slot 2% wall zz a
collision with its subsequent resolution,  The Marktey chain cor -
single colliision resalution period dapends on ulk) = min g | R

Titsl for £ at the heginnina of the Period. but 15 obherwlse

b=

incependent of £-T(t). Consider the case whers the inmiftial pok) P
. it . - ] , i

= My, Since Ehis 1s the critical case corresponding to farae s

backlogs. At each update in the pariad, W either stavs the same
or 1% halved, so p = 2—1u0 for some i = O, The state of the

chain at time t is described by Q(t) and p(t), so we denote the

state at time t by Sj,i where j = @(t) and i is such that pit) = -

2—1M0_ Figura 4.4 shows the possible state transitions as

Rt e EE s P
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ey B N
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datined by (4.4) to (4.7). From S+ i+ J, an idle or
iy

i’
collision leads teo 84 ;4 whereas a success leads to £y,i- From

91,is 1 £ 0, an idle or success leads to 5, , whereas a collision

leads to 52,i+1'

All that remains to complete the chain is to calculate the

transition probabilities. In state Sa.,

jr we have two

™

subintervals 2ach of size Uy 6 uUE—i. The number o+f packets in
gacin subinterval is & FPoisson random variable, with parameter
Al s conditional on the sum ot the number of packets in

the two swbintervals being two or more. The transition to Sl,i

accurs 1t the first subinterval contains ey

L

ctly one packel (1.2.
the transmission of the first subinterval iz successfull. Tre

prooability aof this is then

=AM, —Ap,
Au e [l-e i1
P = = SRR (4.3
2.1 TEAM
=i Cl+Eau )
In statke 51 jr 1 = 1, we are abour to transmiz che gzcond of
%
twd subintervals each of size Hy - The number of packets in =2ach

subintaerval is Folsson. with parameter Ay . conditional both on
Lhe sum being two or more and the first interval containing
ervactly one packet. Tiiis means that the number of packetz 1n the
sacond subinterval is Foisson conditional on being one or more.
The provability of a transition to 51’0 is then the probability

of exactly one packet, so
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N T = e 1Rl (4.9
i< 5

Finally the probability of a direct transition +rom 51.0 to 5
LR LIS
is
e “l')
st — R (8- M AV P e i (4. 10
1.0 O

The number ot slots in a collision resolution period 1s
simply the number of states entersd betore the first retuwn ta
Sl_ﬂ. The queuwe length, t-T(t), has an increment, over =a
collizion resolution period, equal to the number of slohks in the

period iesz the change in T(t); the change in T{t) is at most p,

Letting V be

fu]

but is reduced by Hy 1t a collision occurs in S~ i
b s !

tihe incrament in aoueue lanagth over a collision resaolution perind,

iVl can be evaluated numerically as a function of & and pe. and

ror 2ach p.o. thers 13 a maximum A for which V & J. This marimum

il

A L3 mazimized over pw., at p, = 2.6, and the resulting maximum A

Since we see now that the drift in the queu= lenqgth is

nagative for A 4 4871, it is plausible that the alogorithm is

fine a busv

G

staple in kthis region. To make this more precise, d
periud of the algorithm as a consecutive string aof collision
resolution periods starting with a queue length t-T(t) < p; and
running up to the beginning of the next collision resaolution

pericd with £=T{(t) <« Hye The sequence of queue lengths at the
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beginning ot each collision resolution period forms a random walk
with an absorbing barrier at the end of the busy period. The
queue lenath increments are independent and are identically
distributed except for the first increment, where the initial
Hit) is less than pg. Observe from (4.9) and (4.10) that PE,i
+ 172 and Pl,i * 1 as i * «w, This means that the random variable
V' (fhe queue length increment over a collision resolution period)
has an enponentially decaving distribution function and thus has
a moment generating function. From Wald ' = identity, it then
tollows that the number M of collision resolution periods in a
pusy periond has an exponentially decaving distribution function
tor A < .48371. It is also easy to s=2e that the number of slots
in a busy period is at most Mpy, and therefore the number of
slots in & busy parind also has an exponentially decaving
aistribution function. Finaliv, all arrivals in a busv period
(axcept perhaps thoss2 in the last interwval of length Ho) are
suzcessfully sent in that busy period. Thererore the pacikst

deelay hag an exoonential i

v decaving distribution funchtion <or A
45371 and the alagorithm 13 stable.

Tevbal:ov and Likhanov [35] have found an upper bound on
dejav and more recently Huang and Berger [39]1 have constructed
Ligiht upper and lowsr bounds as well as simdlabion resulits,. The
axpected daelay is about S 178 slots at A = 1l/e and about 18 slats
at A = 0,44,

The FCFS5 splitting algorithm can be improved somewhat if the
intervals are split in an optimal way aftter collisions. PBecause

of the possibility of more than two packets in a collision, equal

e A - T U PSRN
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subintervals arse not gquite optimal. Mosely and Humbl

et [40] and

Taybakov and Mikhailov [37] show that choosing the optimum

‘subintervals increases the maximum throughput to ©.4878.

Recantly another improvement aof 3.4
Vvedenskava and Finsker [413].
of thearetical interest since it departs ¢

always resolving one collisieon before trving anv new

Considerable effort has been spent

Although this gain is small, it

# 1077 has been made by

rom the principle of
intervals.

on finding upper bounds

to tihe maximum througinput that can be achieved using the

aszumptions a) to e) [42, Sy 44, 435, 441,

The tightest bound

known 1= 0,587 and is due tao Mikhailov and Tsvbakov L4461,

Fippenaer ‘s
shaows that if the amaunt of feadback is increa
number af
up 0 ane way oe achiaved.

One negative aspect of FLOFS splitting algorithms
Massev’'s improvement on the Tree algarithimns) is their

susceptibility to nolsy feedback. I+ an 1dle slot

tad back to tne transmitters as a collision, then the

result L[42] is also of particular interest since he

s@d ta give the

packets involved in each collision. then any throughput

(armd also

mistakeniy

in

alaorithm

ag stated will forever continue to solit a smaller and smaller

second subinterval, This problem could be solved, of course, by

only eplitting a given number

of times il & row on receipt of O

teedback and then trving the entire interval. The general

subject of noisvy feedback is still not well understood. but a

nunber of partial results are known £33, 47, 43].

The review

paper by Tsvbakov [481 also reviews many variations on collision

resolution algorithms +or a variety of other assumptions.
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Tne splitting algorithms discused so far require all

: tranemittere to sense the channel feedback at all times, 0 1t 1s
interesting to investigate algorithms in which sensing is only
required atter a transmitter has a packet to send. HMathvys and

: Flajolet [49] have developed an aigorithm with a maximum stable
throughput o+ 0.4 that has this limited sensing capability and 1s

attractive both for its simplicity and robustnaRss against

teadback errors. Very recently, Humblet L3551 has shown that the

FCFS splitting algorithm can be modified into a last come tirst

serve algorithm which also has this limited sensing capability
i bt maintains tne same maximum throughput of . 487.
. For multiaccess svstems with a tinite number of usars, it is

also ot interest o madity these splitting algorithms so as to

advantage ot the finite number of transmitters and to make a

1—
ny 5
7
L}

: aracetul transition from colligion resolufion to TOMS as the

} arrival rare 1ncreases. Specitic approaches to this are
discussad in [50.51],  The approach in (311 is also or interest

hecause of drawing a parallel between gplitting algorithms and

qroup testing. as developed in the statistics community in the

oAl
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_CARRIER SENSING: We now want to change the hasic

N

assumpticns a) to @). Note that in manv multisccess

in

vETam

such as local networks. earh tranemitter can hear whether or
not the cther transmittars ara sending. In such a

situation., 1t makes s=ensze to qgive up the strict =s=lotting

in

pecitied 1n assumptison 3), and asszume instead that 3

transmither can start to zend a packet in the middle of =

3

ta slot if no cther transmitters ara currently s=Erding.

Mot onlv does this aliow idle

i
—_
it

otz to be shortened., but

alsgo it can reducs the number of collicions. Carrisr senss

mn

multiple access (C8MA) technigques were first developed bwv
Kleinrock and Tobzagi LS21. The terminelogyv, carrier =zsnse

does not necessarily imply the uss o & caricisr, but simply

i1

the ability to guickly detect use oSf the thannesl.

Let o be the tims reculred +or all sowrcss to astermin

i

& mokthaing 15 beimg mith

i

n

]
|
H

i 1.82., & 13 the zum of the
mEMimam propsgation delay between =ources and the time
TEpred by oa reoeiver Fo ratiable distinouizh hetwesr
sianal amd no =vagnal . Assume that i+ nothing i beina
transmittec in a zlok, then ths+ =)o terminatss atter o
time wunits and & new =!lat beqirs. We =till assume that all

packets require one tims unit for tranemission, hthst

teedback is instantansous at the end of a glot, tha

+

arrivals are Foisson with intensity A, and that thers are
effectivelv an infinite number of spurcas., We first modifv

cslotted mAloha for this new situation and then modify the

FOFS splittang alacrithm.
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-~ et

The major difference between sinihted
ardinary slotted Aloha is thst idle zlmts
duration o. The other ditference iz that

arrives at a source while a transmission i

...-"-" l‘ " - K '-:.;"-_

packet is renarded az a backloaged packet

i . ; : 1Y 2 2

o transmission with probability p after each
: sloti packets arriving during an idle =lot
A'ﬂ . = 0 .

2 in the next slot as usual. Thisz technique
. non—-persistent CEMA in [%2] %5 diztinaguish
1

g AT S e .

“ variations. In one variation, perszistent

F Nt

1 transmission attempts during a busv slot w
Q postponed o the end of that szleot, thus ca

i

e Ta PR

Sl TRt O

the number o+ backlpogoed ocsclkats 23 the st

ot 1dle slghs 2z thz ztat=2 tranmsition time

PU S TP S | K et e

wrrlite ot the state transition egquations.

3 particularly inzi1aht+ul, we zimply modity

s

i

N for this new model. The suypscted numher o
:\- . . . 0

) idie slot before & qiven tramnsition iz Ao,
l.‘

probability 1—-2 ™ (1-p)

' K. this is followad

il s {

with a expected arrivals. Mote that there

B R e s T B
- v = ¥
e tals - e

bl

U o D L
At at e,

A A e T M A

L P W L T L DR . .

with hiagh probzbility, In thes other. F-pers:z

ianors tnese variaticong 1n whar +0o lows Zince trhews

Aloha LSl and
now have a

it a parcket

and begins
subsequennt idls
are transmitted
Was callead
it +irom two
ZS5MA, 211
ould simply bhe

u=Eing a zellizicn

callided packets and packets wz1t1na o kFhe ernd ot 3 busw

perind use different probebilities +or transmiszion, We

anpesr b

he uniftorm!l v intsrior b non~-nerssshent CEMA.

I analvie C3HA, we ca2n use = Maebow Chain agsin. w=i1n0

ate ard thes ends
s, Father than
which sirs not

the dirift in va.
f arrivals in ths
and with

by & full slnt

is always an

unuzed idle slot at the end of esch full =slct, but we count
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i e A

sl

the corresponding arrivals as part of the following

Q; trransition. The model could be changed tn =slimimate this
|:,‘
bﬂ wasted idle slot. but the ditference is nealigible for small

E . The expected number o+ depsrtures per state transzition
iz simply the probability of & success., Thus for kiU,

0Lpul,

5 ool

ot 0 = oA l." 4

D, = ac + aAll-e “iy-paikg - Camtoks cl-prle ™ {l-p;" e
b3

(4, L1 &7

For avl+adal. this is minimized over p at i

¢

I = Auvlrogy

a
]

NN ¥ 4, 127

3 -0 -8
ameTae.ene
T A

o c 5 . . " ; s AT r
For k=0, D, is oiven bw acl+a) vl=a "%, whaich i

mn
U]

T
i3
-

indecendsnt ot p.

ol

fhe stabilityv izsuez with siottad Alisks 0SS ars almost ﬁ,
#a
the same a5 with ordinsry zioctted &lchs. ne san cortirol o o2y
ok )
[i By monitoring the teasdback, or ane can s:1mnl v coneErate st s ?3
3 . 5
. small value of » ana p and hops that the backlios rarsly : Pl
33 B
!; Fecomes toe larae. i <& wse the optimal valus of o for ssch -
. “ H - = - G .
L b, arnd =uostituts this an 4. L2, we Find that Dk ie
o
@f nedative +or all kew zo lono as
._‘,1'

M,

P i, - v, [ .
¥ ACl+a) 3 e iR 4.1 ~
\.'-: :
) Bv expanding (4.13) in a power series in l-a, we find X

ASy )

that for small « the system is stable for all A less than

\
:
14 2. The optimal value ot p then satisfies pk =~ §2w. It b
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j where the time spent on idie slotz iz approximately ejqual to
3 that spent on collisions: naturally there are manvy more

idle slots tnan collisions, but idle slcts have a much

k] - shorter duration. Delavs alzo tend to be much smaller in =

iy
Ui
=
I
in
i1}

tem since backlongsd packets get a transmissicon

opportunt iy atter every idle slot. and. although the

o Srese

-

probability nf tranzmitting in an idle =lmt decreazss with

{3, the probabilitv of tramnsmitting per unit times incresse

Ht

as 1/4dao.
Mext consider CSHA with pure Rlcha. We wil! not

anaiyzs this in detxil., bu* simolv note that with the zams

N N Sl 2 S S e s,

i Tarrier g2nsS1nd time o and the zame tr-ansmission probability

g RP. the prabability ot cellismion incresses by a factor ot 2.
5

5 For maximum throuahput. p should be decreased by & +scter of
T

i 12 lesding to s marximum throvahout o L-2dea $or small . b

g =2& Tthet the diftfsrence bhetuwesn pure and slotited Alehs +ar e
. . e
o LSBMR 15 quots smsll for small o merssver. the R
o
- svnchromization reauired for slioctting with CSMA iz scmewhat

D

i . . . . K

- trizbkizr then that for ordinarv &loha. Thusz purs aloha

B

3{ appesars o be the natural encice with CSRA.

Finallv considsr the FOFS zplitting algorittm modifisd

B 26 N

for CaMa. The same alagorithm as in (4.4 to (24.7) can be

2; userd, althouah the parameter # Should be changed. and as we
% =hall see shortly., intervals with collisions should not be
? Split into equal subintervals. Since collisions waste much
5 mora time than idle slots, the basic allocation interval p

T 0
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should be cheozen small. This means in twrn that callisions

with more than two pPackets are nealigible. and thus the

analysis iz simpler than befare.

We first find the expected time snd the Expected number
0f successes in a collizion resclution period, including =
single idle or succeszful =lot az a degenerate case of a
collision resmlution pericd. l.et & = Ab With probability
e“¢. an Gif131nal sllocation intervsl is emptv, vielding a
collision rescliution time of o with mo succeEeses. With
o
o

pirocbability as « thers 12 arn snitial succ=sz, vieldinag s

collision resolution time l+a tac hetore, we include an

empty minislot at the znd of each +ull slot). Finallvy, with
T T ! ' i "
probhability (a¥yn s ther=s iz s callision. vielding =

coilizlon resoluticn tims o Lo+, for some | o ke

calZuwlatsd later, snd teo succszzoz, Thus, 1anoring -

whes

probabilify or more than fwee DA

Ertimesneriod: o oe ol T o LT pt 2y e
T ) 951

Eipackets pericdr w ee 0 + fip, 2 a L S e

HE hetrore, the maximum schievahls throughput for a1 ven

® 15 the ratio of 4,15 tao (4, 14,

NER A N IR T T IV T S I S R Cp=/2) (L +a+T)Y ] i, 1dy)

We can now maximize the right hand side of (4. 1&6) over o
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L18. Over pnk. In the limit of smal! o. we aget the

asvmptotic expressions

wo  2as (1= v, LA

o . )= 4£ﬁ\iwim v, 13

a
max

Finally we must caelculate 1, the time to ressolve a
collision aster 1t has occurred. et % bhe the +raction of
an interwsl used 1n the first subsst when an 1nterval is
split. The +irst slot after the idle slot terminsting the
cellision is idle, successtul, or coallision with
probabilities vl=-wo™, &

aucected time required for the 1dle cass is o+l, that for

the succeEss+ul caze iz 20lbvas, amd that $or the coliizion

T N TS Rl W X [ T S SRR ROt B 0 R SRRV A ok ol i v, L
T 12 mimamized By 2 = Ja+ud - o, zsnd the resulting

wvalie o T, +or a@all we 13 T o 2+dw.  Hubstaituting this in

(3. 13, we ==2e thar

A T e T L B0

For small o, then, the FCFS splitting algorithm haz the
same maximum throuaghput as slotted RAloha. This is not
swrprising, since without C5MA. the major advantage of the

FOFS alaorithm 13 its efficiency in resolving collisions.,




4,58
and with L£SMA. collisions rarely occur. It is somewhat :‘
surprising at tirst that if we use the FCFS alaorithm with &
equsl subintervals (ie. u=1,%2), then we are limited to a i
throuaghput of 1-{Z«. This degradation is due to a -
substantial increase in the number of collisions.

The same tvpe of analvsis as used here can be used for

resarvation multiaccess svstems and & varietv ot other

u',"'-
conditions. The idea. originallv due to Mass=ay [S3]1 and {ﬁ
i
further developed by Humblet [543 iz to aenerslize our L
ey
(R
priginal assumptions a) to e to allow arbitrary durations '

tor i1dle, success, or collision slots. Recall thst in CSMa,

idle slots had duration o and =uccess and collision slot

L ’ 4 r.'.:'
hsd duration 1+, In a reservation svstem., idle and
|
celli=ion slots would have the duration reqguired to send a h
2
resgrvation packet., =av «., whereas succesz slots would have ;;
o
»21h
duration 1+, Lt & callizion resolution algorithm wi+n
throuahput as is uszd for the reservatisne. then as/*+ is tha 5P
r:."
] . . . ot b G
expacted time for a succasstul resarvation.  Thus 4o s is W
ile
the expected time to send a4 messzace, ana LSul+oasan) 1s the g
Pocasee
throuaghput of the svstam using reservations. SUpPposs & (4
R
A il o
Larrier sanss systeEm has the eutra propertyv that T4
i_'.t;
transmitters i1nvolved 1n a collizsion can derect the e
)
collision and stop transmission within o time units (az in ;[
8
the Ethernet svstem). Then idles and collisions each have re.
duration =, successes have dur:tion 1+x, and the throughnut =P

k]

i5 the same as the above reservation svstem.
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