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ANNUAL SCIENTIFIC REPORT

AFOSR GRANT 84-0001 D T IC
DEVELOPMENT AND APPLICATION OF ELECTE

LOW ENERGY X-RAY AND ELECTRON PHYSICS FEB?A7
(01 October 1983 through 30 September 

1984) S

A

The work of this AFOSR program for the past year has been
concentrated upon the completion of a spectrographic system
development, specially designed for the absolute spectrometry of
pulsed, high temperature plasma x-ray sources. The principal S
immediate applications of this new system are for fusion energy and
for the development of x-ray lasers.

The basic approach, first initiated on this AFOSR program, has
been to use elliptically curved crystal/multilayer analyzers in a
two-channel system, one time-resolving and the other time-integrating.
A new, specially designed x-ray streak camera has been developed here.
Its absolute calibration is obtained through time-integrated
spectrometry by the second channel using photographic detection.
Accurate, absolute x-ray response models have been developed for
appropriate photographic films, expressed as analytical functions
suitable for microcomputer conversion of spectral photographic density
directly to photons/stearadian-pulse for a given transition (spectral
line) of a pulsed x-ray source.

Presented in this report are works that have been recently
submitted for publication and entitled:

I. A Two-Channel, Elliptical Analyzer Spectrograph for Absolute,
Time-Resolving/Time-Integrating Spectrometry of Pulsed
X-Ray Sources in the 100-10,000 eV Region (p.,1)

2. Large Aperture Picosecond X-Ray Streak Camera (p. 61)
3. Numerical Solution of Poisson's Equation (for electron ray

tracing) (p. 82)
4. Low-Energy X-Ray Response of Photographic Films: Part I.

Mathematical Models (p. 96) ,
5. Low-Energy X-Ray Response of Photographic Films: Part II. "

Experimental Characteristics (p. 142)

These works have also been presented by this Principal
Investigator as seminars at the National Laboratories,
Sandia/Kirtland, Albuquerque, Los Alamos, Livermore and Brookhaven,
and at the University of Rochester, N.Y. State University at Stony -1
Brook and the University of California-Berkeley. A listing of these":
seminars given in 1983/84 is included below (p. 214).

The testing, evaluation and first applications of this new

spectrographic system has been carried out this year using the OMEGA -' .
24-laser beam source facility at the University of Rochester. The .' .

$ A



results have been described as excellent and the spectrograph is now
being used routinely for every shot with this facility on fusion
energy and x-ray laser research at this Laboratory for Laser
Energetics.

During this project year we have one of our research associates,
Dr. Paul Jaanimagi, carrying out the initial testing and applications
of the new spectrographic system at the OMEGA facility in Rochester.
Here at the University of Hawaii we also have had the important
assistance of another research associate, Dr. Narayana Balakrishnan,
on the development of the elliptically curved multilayer analyzers

-* that are being applied on the new system for the low-energy x-ray
S-diagnostics of the Rochester experiment. We have been able to obtain

Department of Energy supplemental contracts for the participation of
these two post-doctoral assistants through the National Laser Users
Facilities (NLUF) and through the National Laboratories at Los Alamos
and Livermore.

Finally we present in this report a listing of recent
publications of this AFOSR program on Low-Energy X-Ray Physics and
Technology along with a listing of several reports now in preparation

* (p. 215).
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A Two-Channel, Elliptical Analyzer Spectrograph

for Absolute, Time-Resolving/Time- Integrating

Spectrometry of Pulsed X-Ray Sources

in the 100-10,000 eV Region "" .

B. L. Henke and P. A. Jaanimagi* 7Accesion Pcr For

Department of Physics and Astronomy .

University of Hawaii j.

Honolulu, Hawaii 96822 -

D ,t

ABSTRACT

A new'spectrograph system has been developed and calibrated in

this laboratory for the absolute spectrometry of high intensity .

pulsed x-ray sources in the 100-10,000 eV region. This spectral

region is analyzed with fixed elliptically curved crystals and

*' molecular or metal multilayers of 2d-values in the 3-160 A range.

Twin channels are utilized for simultaneous time-integrated

photographic recording and for time-resolved x-ray streak camera 2.!]
1 recording. Absolute calibrations of the elliptical analyzers, of 0

the photographic film, and of the gold and CsI transmission

photocahodes have been made using monoenergetic, CW laboratory x-ray

sources. The overall transmission characteristics of the

S -* 4*- ... ..

. . . . . . .. . . . . . . . . . . . . . . . . . . .



spectrograph have also been determined. The instrument has been

designed for mounting through a pneumatically-controlled high-vacuum

valve onto a four-inch port of a one-meter diameter source chamber

and includes an appendage, high-vacuum, sputter/ion pre-pumping
station. The initial dynamic testing and application of this new

spectrographic system has been on the University of Rochester's LLE

24-laser-beam OMEGA -facility.

*Current address: University of Rochester, Laboratory for Laser

Energetics, 250 East River Road, Rochester, New York 14623.
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I. INTRODUCTION

There is a considerable need at this time for absolute

time-resolved/time-integrated spectrometry of high intensity, pulsed

x-ray sources in the'100-10,000 eV photon energy region. Typically

these sources are the high temperature plasmas as involved, for

0 example, in fusion energy research, and in materials excited by the

large synchrotron radiation facilities. The spatial extents of the

sources to be measured (or imaged) usually subtend a relatively

6 small angle at the spectrograph. The pulse structure to be analyzed

requires time resolution in usually the picosecond to microsecond

range. We describe here an instrument that can accomplish this type

of spectrometry which has been-constructed and CW-source calibrated

in this laboratory and is now being applied to the diagnostics of

laser-produced plasmas with the OMEGA facility at the Laboratory for

0 Laser Energetics, University of Rochester.

In preparation for this type of x-ray spectrograph development

we have recently completed some basic studies in low-energy x-ray

spectroscopy as reported in Refs. 1-9.

In Ref. 1 we discuss the geometrical and physical x-ray optics

for fixed, Bragg reflecting analyzers for pulsed source

spectrometry. This study led to the choice of elliptically curved,

fixed Bragg crystals or multilayers for the analyzing element
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ELLIPTICALLY CURVED ANALYZING CRYSTAL

GRAZING INCIDENCE TOTAL- REFLECTION MIRROR,---------------- --- STREAK CAMERA
FLAT OR CYLINDRICAL-FOCUSSINGORFL

(HIGH-ENERGY CUT-OFF)ORFL
DETECTION CIRCLE

t
SMALL APERTURE LIMITING OF DIFFUSE

RADIATION BACKGROUND, WITH THIN-WINDOW FILTER
(LOW-ENERGY CUT-OFF)

Figure 1. The basic optical geometry of elliptical analyzer spectroscopy.

0 Figure 2. Cut-away drawing illustrating the mounting of the two elliptical
analyzer channels in the SPEAXS system.
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Fig. 1). Some of the advantages of this type of dispersive geometry

may be summarized as follows:

(a) With the source at one focal point for the given elliptical

geometry, all reflected radiation passes through the second focal

point where an effective scatter aperture may be located and is the

geometric center for a normal-incidence detection circle along which

photographic or electronic position-sensitive detection may be

effectively applied.

(b) Small band-pass and/or low-energy cut-off filter foils may be

mounted across this scatter aperture. High-energy cut-off mirror

monochromators may Ibe easily introduced between the elliptical

analyzer and the source (as shown in Fig. 1).

(c) As described in Ref. 1, spectroscopy with spatial resolution for

linear or two-dimensional source distributions may be accomplished

by using slits or curved focussing mirror monochromators with the

elliptical analyzers.

(d) This elliptical geometry yields a relatively simple analytical

spectrometer transmission function for absolute photometric analysis

along the detection circle (as discussed in Ref. 1).

In the design of the present instrument it was considered

important to be able to measure simultaneously the spectrum of a

subnanosecond source with time integration and with time-resolution

in the 10 picosecond range. To accomplish this, two identical

elliptical analyzer channels were utilized, one to a photographic

film camera and the other to a specially designed, large entrance
*!



slit x-ray streak camera. This Streak camera /Photographic camera

Elliptical Analyzer X-ray Spectrograph will be referred to as the

SPEAXS system.

Presented here in Sec. II is a description of the basic design

features of this SPEAXS system along with those for the alignment

procedure for application to the "point" laser-produced sources. In

Sec. III we describe the response of *the crystal/multilayer

analyzers that we have chosen for the 100-10,000 eV region and that

of associated low- and high-energy cut-off characteristics of

practical filters and mirror monochromators. In Sec. IV we describe

the photographic and streak camera detection that is applied with

this SPEAXS system. And finally in Sec. V we present some initial

measurements on the OMEGA source facility and discuss the combining of

calibration results for the generation of an overall transmission

function for the SPEAXS system as applied for absolute spectrometry.

II. DESIGN AND CONSTRUCTION OF THE SPEAXS SYSTEM

A drawing of the SPEAXS system is shown in Fig. 2. It has been

designed to bolt onto a four-inch-port on the one-meter diameter

spherical target chamber of the OMEGA. The source-to-scatter

aperture distance (between focal points of the elliptical analyzer)

is 120 centimeters. The stainless steel block housing is attached

to the chamber through a pneumatically-controlled four-inch vacuum

valve and the system is prepumped to 10-6 Torr with a Vacion pump

backed initially through a molecular seive trap to a mechanical

* ' " , .i .. ,,- .* . . "' . .' '. " . ' . " " * * .* i ~ ~
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pump. The twin elliptical analyzer/mirror monochromator stations

are mounted through a rear port and are adjustable through two side

access ports. A photo of the assembled spectrograph is shown in

Fig. 3 with the streak camera mounted above and the photographic

0 camera below the housing.

In order to allow a precise optical alignment of the elliptical

analyzers, these along with their associated mirror monochromators

are mounted on blocks that are attached to structures which permit

small rotations about two axes, one along the center line of the

scatter aperture slit and the other perpendicular to the aperture

plane and through its center (see Figs. 4 and 5). To achieve

optical alignment with a small "point" target, a high precision

alignment telescope is precision-fit to each elliptical analyzer

block, in turn, with its optical axis of the telescope along the

central ray to the source focal point of the ray-system that

illuminates the elliptical analyzer. The telescope-and-analyzer

block is then rotated to bring the image of an ambient-lighted point

target to the middle of the telescope reticule as illustrated Fig.

6. After this alignment, the rotating crystal block mountings are

clamped into fixed positions.

When a mirror monochromator is attached to the elliptical

* analyzer block, with the desired angle of reflection fixed, the

optical image that is centered within the alignment telescope field

is formed directly by reflected rays presented by the monochromator

mirror. (Optically reflecting test analyzers and mirrors are used

in this alignment procedure.)

• .1
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By placing a point source of visible light at the source

position (or alternatively, an image of a point source with a ray

system that proceeds to illuminate the total elliptical analyzer

surface) the optical perfection of the mirror/analyzer system may be

evaluated. With proper optical alignment, a sharp line image appears

along the center line of the scatter aperture. A "knife edge" test

on the uniformity of the optical reflection from the elliptically

curved surface may be demonstrated by the uniformity of the

illumination along the detection circle.

Finally, the geometrical and smoothness integrity of the

crystal/multilayer analyzer surface and absence of crystal defects

may be evaluated by testing for waviness and variation of

photographic density of photographically recorded x-ray spectral

lines on a film placed along the detection circle.

I111l. CRYSTAL/MULTILAYER ANALYZERS,

MIRROR MONOCHROMATORS AND FILTERS

Thin sections of crystals (0.5" x 4.0" and of .005"-.020"

thickness) are cemented to standardized, elliptically curved

substrates which are machined by a computer-controlled mill. The

construction of the elliptical analyzers is described in detail in

Ref. 1. The large 2d analyzers are deposited as molecular multi-

layers (lead salts of straight-chain fatty acids) and directly upon

the curved substrates that have been clad with thin glass sections

and as described in Refs. 1 and 2. In Table 1 we present a listing

of crystals/multilayers that have been chosen for the present
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TABLE I - Crystal/multilayers for elliptical analyzers having integrated
reflectivities as plotted in Fig. 7

Indices, Diffraction E(eV) limits R (45°

No. Crystal Name (hkl) 9 2d Order 22.50 - (e)-67.5o (millirad.)

1 Lif (200) 4.03 1 8046 - 3333 0.0433
2 Mica (002) 19.84 3 4900 - 2029 0.0286
3 PET (002) 8.74 1 3707 - 1535 0.0907
4 Gypsum (020) 15.19 1 2134 - 884 0.0711
5 Mica (002) 19.84 1 1633 - 676 0.0136
6 RAP (1010) 26.12 1 1240 - 514 0.0848
7 KAP (1010) 26.63 1 1217 - 504 0.0488
8 *Laurate 70.00 1 463 - 192 0.4878
9 Stearate 100.00 1 324 - 134 0.8262

10 Lignocerate 130.00 1 249 - 103 0.9373
11 Melissate 160.00 1 203 - 84 0.8974

*Molecular multilayers of lead salts of straight-chain fatty acids.
*For Bragg angle,6, equal to 450.

o---

* •

t tI
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SPEAXS system and which are currently under evaluation in this

laboratory for spectrometry in the 100-10,000 eV region. Given here

are the 2d values, photon energy limits for Bragg angles of 22.5 to

67.5 degrees and the calculated integrated reflectivity, R,

(Darwin-Prins) at 45° Bragg angle. Our methods for the calculation

and experimental measurement of the integrated reflectivities are

discussed in Refs. 1,. 3 and 4. In Fig. 7, we present the integrated

reflectivities for the analyzers listed in Table 1 plotted for the

appropriate photon energy segments through the entire 100-10,000 eV

region in order to illustrate the "coverage" by this set of

* analyzers.

In Ref. 3 we have presented detailed reflectivity vs angle of

grazing incidence and photon energy curves and tables for the mirror

monochromator systems that are currently used in low-energy x-ray

spectrometry. Two of these mirror monochromators have been applied

in this SPEAXS system to effectively suppress the second and higherPI

order diffracted background radiations. These are with. a

30-milliradian reflection from Al and with a 67.5 milliradian

reflection from A1203 having high-energy cut-off characteristics at

about 1000 eV and 500 eV, respectively. The reflectivity vs photon

energy curves for these mirror monochromators are presented in

Fig. 8.

The low-energy background radiation that may be superimposed

upon the higher energy measured spectra can be excessive,

*O first, because the sources of interest often have a relatively large 9

component of low-energy x-rays and euv, and, second, because these

'6
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4.0.___ _

R (Mr) I

.004,00 Ee)

Figure 7. Integrated reflectivity, R(milliradians) vs Photon Energy, E(eV) for
eleven crystal/multilayers that may be applied to cover the 100-10,000 eV region
as elliptical analyzers. The R-plots have been calculated using the Darwin-
Prins model. (See Appendix C for detailed plots.)

100%
Al

- - -- - -30-milliradian

- - Reflection

67.5-milliradian - --- - -

Reflection -

Figure 8. Percent reflectivity, P(%) vs Photon Energy, E(eV), illustrating
(9 high-energy cut-off characteristics of a 67.5-milliradian reflection from an

A1203 mirror and of a 30-milliradian reflection from an Al mirror. These
monochromators effectively reduce the high-energy background above 500 eV
and 1000 eV respectively.
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longer wavelength radiations can strongly scatter and specularly

reflect from the analyzer surface and effectively compete with the

Bragg reflected spectral intensities. To suppress this low-energy

background, a relatively thick filter with a strong transmission

band for the particular spectral region being measured can often be

effective (usually placed at the small scatter aperture). In Table

2 are listed some practical filter materials along with their mass

thickness, m (=1/2p) for which their transmission will be about 60

percent at a photon energy Just below a given strong absorption edge

(the high-energy limit of the particular transmission band). In

Figs. 9 and 10 are plotted the transmission bands in the 100-10,000 -

eV region of interest here.

IV. PHOTOGRAPHIC AND STREAK CAMERA DETECTION

Particularly in the fusion energy research, time-resolved x-ray

diagnostics of high temperature plamas is essential. For the

application of the present SPEAXS system on the diagnostics of

laser-produced plasmas (with subnanosecond pulses) the required time

resolution in the 10 picosecond range has been achieved with a

specially designed x-ray streak camera. In order to obtain an

absolute calibration of the time-resolved streak spectrum, a

simultaneous absolute time-integrated intensity value on the same

spectrum is obtained by photographic recording with a parallel,

identical elliptical analyzer channel.
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In the present instrument an entrance aperture slit to each

* channel is applied which establishes a spectral line length at the

detection circle of 3 millimeters. The one-millimeter width of the

40-millimeter streak camera slit (positioned along a chord of the

6) detection circle) is aligned along the middle of this 3-millimeter

wide zone. Correspondingly, a photographic film placed on the

detection circle measures spectra within this 3-millimeter wide

*0 band, and a subsequent microdensitometer measurement may be with an

effective one-millimeter slit length scan averaged through the

middle of the exposed 3 mm zone.

A 35-millimeter photographic film is mounted upon a

semi-circular film holder of a radius equal to 8.4 cm which may be

advanced into this detection circle by means of a sliding/rotating

vacuum feedthrough rod permitting four exposures of the 3-millimeter

spectral bands to be obtained on each 35 mm film strip. After

*0 making these exposures, the film holder cassette may be drawn back

against the circular access plate that is sealed by an O-ring to the

side of the camera cassette may be as shown in Fig. 3. In this

closed position, a light baffle is then rotated into place over the

cassette entrance slit and the side plate may then be removed along

with the film holder within a light-tight enclosure which can be

carried to a darkroom for processing.

The photographic camera and the streak camera can be set to

have comparable sensitivities in the x-ray region as established by

the choice of the photographic film and of the transmission

photocathode material and thickness at the streak camera's entrance

'.4. ;. . . : . -. . .
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Figure 9. Transmission bands of selected filters listed in Table 2 for the
100-1000 eV region. (See Appendix B for detailed transmission curves which
indicate the effectiveness of the low-energy cut-off characteristics.)

1009

___10 13 16 (u-K).
(Al-K) (Ag-L 3)1 (Cr-K

__ _____ (Si-K) (Cl-K) (Sn-i. 3) (Fe-K)

50---

500 E )10.000

Figure 10. Transmission bands for selected filters listed in Table 2 for
*the 500-10,000 eV region.
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TABLE 2. Mass thickness for filters with transmission band charac-
teristics illustrated in Figs. 9 and 10.

I _ 0
No. Filter Ed-e (eV). 112U (11g/cm)

I Beryllium Be-K (111) 81
Be

2 Boron Nitride B-K (188) 68* BN
3 Carbon C-K (284) 226

C
Polypropylene C-K (284) 256

(CH2=CHCH3)XFormvar C-K (284) 156
CsH 702

Mylar C-K (284) 152
C1oHG0

Kimfol C-K (284) 181
C16H1 403

4 Boron Nitride N-K (400) 66
BN

5 Aluminum Oxide O-K (532) 126
A1203
Silicon Dioxide O-K (532) 116

Si0 2
Polyformaldehyde. O-K (532) 92
(CH20)X6 Iron Fe-L 3(707) 234Fe

7 Nickel Ni-L 3(854) 279
Ni

8 Copper Cu-L 3(933) 318Cu
9 Magnesium Mg-K (1303) 1139 1-

10 Aluminum Al-K (1560) 1427
Al11 Silicon Si-K (1840) 1680
Si

12 Saran Cl-K (2820) 3151
(CH2=CCl 2)x

13 Silver Ag-L 3(3351) 1296
Ag

14 Tin Sn-L 3(3929) 1669Sn
15 Titanium Ti-K (4964) 6010

Ti
16 Chromium Cr-K (5989) 7924

Cr
17 Iron Fe-K (7111) 9804

Fe
18 Nickel Ni-K (8331) 11820

Ni
19 Copper Cu-K (8980) 13699

Cu(9.
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slit. Further adjustment of the sensitivitiy of the two channels is

obtained by introducing matched filters of desired absorption

thickness at the two scatter aperture as described earlier.

Finally, to bring the exposure within the dynamic range of the

photographic detection, the four exposures of the film strip may be

with four thicknesses of additional filter material that are mounted

as a wedge at the entrance slit of the translating film cassette.

After a standardized film processing, the properly exposed

photographically recorded spectral line (or continuum) may be

microdensitometered to yield a profile in photographic density, D.

In Ref. 5 we have described an accurate method for analytically

transforming this profile in photographic density, D, to a profile

in absolute intensity at the detection circle,

I(photons/micrometer2 ) using a semi-empirical photographic response

function which relates the exposing intensity, I, to the measured

density, D, for a given photon energy, E. This function may be

combined with the transmission characteristics of the elliptical

analyzer channel via a microcomputer to yield an absolute source

intensity plot (e.g., photons/stearadian) vs photon energy, E,

directly from the microdensitometer data as will be outlined in Sec.

V.

Three practical photographic film types have been characterized

in detail for absolute spectrometry in the 100-10,000 eV region with

the SPEAXS system (see Ref. 5). Their sensitivities vs photon

energy, E, are compared in Fig. 11.

6



: _ o -- . . - , " V • -. . w .- . - r--r- , . -

21

0 ~.0

10

SB-392

101-01 - t,Of
(9 S0 /I RAR-2495

0.1

I I

0 1100 1000 10,000
E(eV) --

Figure 11. Comparison of the sensitivities in the 100-10,000 eV region
of three photographic film types suitable for absolute spectrometrywith
the SPEAXS system, Kodak's 101, RAR-2495 and SB-392 mm films. (See
Ref. 6 for a description of their characterization.) Sensitivity is
defined here as the reciprocal of the exposure, I(photons/pm 2)-I that is
required to establish a density, D= 0.5.
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The spectral range is covered with the x-ray streak camera by

rpositioning the entrance slit along one of three chords on a I9

detection circle (accomplished with straight-through and a tilted

mounting flange). The central axis of the camera passes through the

focal point at the scatter aperture center and may be mounted so as

alternatively to make the angles, -200'S 0 and +200 with the normal

to the aperture plane. The minimum distance of the photocathode to

the scatter aperture is 24 mm. Because of the large angular

dispersion of Bragg reflecting analyzers and because of the

mechanical and electrical problems associated with very close

* coupling of the entrance slit of the streak camera and the analyzer,

it becomes of considerable advantage in crystal spectroscopy to

employ streak cameras having relatively long entrance slits. For

the SPEAXS system an x-ray streak camera has been specially

developed that has an entrance slit of 1 by 40 millimeters with more

than 300 spatially resolved elements along this slit. And it has

*the required 10 picosecond resolution. This was accomplished by a

systematic series of experimental modifications of the basic

structure of the RCA 73435 image tube as suggested by an associated

series of measurements and precisely computed electron ray traces

following each modification. This tube development is described in

detail in the companion work of Ref. 6.

00

The transmission photocathodes that are used with this streak

camera on the SPEAXS system are cesium iodide and gold for

*relatively high and low sensitivity applications respectively. WeV

have measured the absolute quantum efficiency for these

photocathodes (secondary electrons emitted per incident photon) as

0 described in Ref. 7 and examples of the yield vs photon energy
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curves for 1000 A CsI films and for 200 A gold films are presented

in Figs. 12 and 13.

V. INITIAL RESULTS AND PROCEDURES FOR ABSOLUTE SPECTR. RY

The initial dynamic tests of the SPEAXS system have been on .

microballoon targets irradiated by a six-beam ultraviolet laser "

pulse (X = 351 nm) using the University of Rochester's Laboratory

for Laser Energetics OMEGA facility. In Figs. 14 and 15 are shown

examples of photographically recorded spectra using a 12.7 Um Be

foil across the scatter aperture and with the LiF and PET analyzing

crystals respectively. Exposures were on Kodak's PAR 2495 (35

mm) film. The microdensitometry was with a 30x400 Um slit and

with a multi-scan integration of the optical density through the

central one millimeter region of the exposed three millimeter band

(as also measured by the streak camera's one-millimeter slit).

The spectrum of Fig. 14 was generated by a 600 ps pulse of 200

joules absorbed energy upon a bare glass microballoon of 200 pm

diameter. The spectral lines measured here, using the LiF analyzer,

are for highly ionized species of calcium (an impurity in the

glass).

The spectrum of Fig. 15 was generated by a 600 ps pulse of 200

joules absorbed energy upor a 200 pm diameter glass microballoon

(9 that was coated with one um of aluminum. The spectral lines

measured here using the PET analyzer, are for highly ionized species

of aluminum and silicon.

.. . '.....................-- -.T -. , .-.-- ,.. ".
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Figure 12. The quantum yield, Yb (secondary electrons emitted per
incident photon) vs photon energy, E (eV) of a 1000 A cesium iodide
transmission photocathode (evaporated under high vacuum (see Ref. 8)).
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6 0100 1000 10,000
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Figure 13. Quantum yield, Yb (secondary electrons per incident

4 photon) for a 200 A gold transmission photocathode (see Ref. 8).
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Figure 14. Example of photographically recorded spectrum with the SPEAXS system
using the LiF crystal elliptical analyzer. Measuring transitions for Ca

18 +

excited by a 600 ps/200 j pulse of 351 nm blue light of the OMEGA facility upon
a 200 pm diameter bare glass microballoon (with densities not corrected for
background).
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The intensities along the three millimeter length of the

spectral lines as measured with the LiF analyzers were uniform. The

measured intensities, however, symmetrically drop off in the first

and third millimeter segments along the spectral. line for the PET
.9

analyzer (and also for the RAP analyzers that have been applied

for these initial tests). We believe that this non-uniformity has

resulted from a slight curvature of the crystal surface in its short

dimension. We hope to improve the flatness of the crystal

on the elliptical substrates by varying the mounting adhesives and

procedures from those as originally described in Ref. 1.

Presented in Fig. 16 is an example of the initial tests of the

x-ray streak camera (a Poloroid photograph of the image intensifier

ouput for a spectrum from a bare glass microballoon using a PET

analyzing crystal and a CsI transmission photocathode). The wedge

shape of the streak lines is the result of some electrical

deflection-plate and anode coupling. These effects will be

eliminated in a new streak tube now under construction (see Ref. 6).

Having elliptically curved analyzers and streak camera optics of

improved quality, we may then proceed to measure accurate absolute

photon energies and intensities of spectral lines and of continuum

distributions.

The absolute photon energy, E(eV), and wavelength, A(A), may be

determined from the measured angular position, 0, (see Fig. 1) along

the detection circle for the elliptical analyzer by the following

relation (from Eq. (6), Ref. 1):

2d . .- - ,l-2co98
X(A) =--sin[tan-'(i s =123

i".. i .' , . , .,... . . - .- ., _ ,; . . .. = ., ¥ - ? o- - . ,. . ,,- - . . ,
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I =B.42 x 1013 W/cm 2  r = 204;,m

= 750 ps w = 1.9 m

1 .-

I" S~(A)

5.217 6.650

12+
.0". Si 2.44 keV

i Si12+ 2.67 keV
18+

Ca 5.13 keV

.5 "

C
I-

1.0" '-

1.5 IMPLOSION "-

Figure 16. A photograph of the x-ray streak camera output for a
spectrum presented to a CsI transmission photocathode by a PET
elliptical analyzer. The spectrum was laser-produced from a bare
glass microballoon.
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Here m is the diffraction order and d is the effective atomic plane

spacing of the analyzer (corrected for refraction) and expressed in

angstroms. The eccentricity parameter, c, for the ellipticity of

the analyzer has been given in Ref. 1 (Eq. (5)) by the relation:

c = A1+(h/Ro)z-h/Ro

in which Ro is the distance between the focal points (between the

source and the center of the scatter aperture) and h is the size

parameter that measures the distance from the second focal point at

the scatter aperture to the elliptical analyzer surface along the

ray for = 90 degrees. (The elliptical geometry of the analyzer is

completely characterized by the parameters, R0 and h which are equal

to 120 cm and 5.08 cm respectively for the present SPEAXS system.)

The absolute source brightness for a characteristic line

emission at photon energy, E, may be determined as ia

(photons-emitted-per-pulse/stearadian) by the following relation

(see Ref. 1, Eq. (14)):

NL'o = MRW(dxjdD)

where N is the total number of photons measured at the detection

circle of radius, r, within a spectral line of length w. L is the

constant total-pathlength for all rays from the source point, off

the analyzer, through the scatter aperture and then to the detection

circle, and given by

L = A.1,F+h 2+h+r

F is the filter transmission factor at photon energy, E; M is the

monochromator mirror reflectivity factor at photon energy, E; R is
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analyzer at photon energy, E; (dx/de) is the ratio of the

differential angle in the plane of reflection of the rays that -Q

originate at the source to the corresponding differential Bragg

angle, dS, of their reflection from the analyzer. N, for a given

spectral line, may be determined by numerically'integrating over the

spectral line intensity distribution, I(photonspon-) vs E as derived

from the measured photographic density, D, vs line position, "

using the photographic film response functions described in Ref. 5 "

(via a microcomputer connected to the microdensitometer).

The filter transmission, F, mirror reflectivity, M, and

analyzer integrated reflectivity, R, may be derived by calculations

based upon the atomic photoionization cross sections and the complex

atomic scattering factors. This procedure has been outlined in Ref.

3. We have presented recently in Ref. 4 the atomic photoionization

and scattering factor tables for 94 elements which have been

generated by fitting theoretical photoionization vs E curves to the

best available experimental data for the 30-10,000 eV region and

applying the quantum dispersion theory, with these data to generate

the corresponding atomic scattering factors. Also presented in Ref.

4 are the detailed calculations for mirror reflectivities and for

crystal/multilayer integrated reflectivities, M and R, for materials

that are important in currently applied x-ray diagnostics.

Presented in Appendix A are practical examples of filter

transmission curves for the 100-10,000 eV region that have

transmission bands which were described in Figs. 9 and 10.

• 2
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We have found (see Ref. 8) that our theoretically calculated

mirror reflectivity curves generally predict well the experimentally

measured data only for mirror surface that have been obtained with

'state of the art" smoothness. For the mirrors used in the SPEAXS

- system our calibration procedure is to normalize the theoretically

calculated curves to reflectivity curves that we have measured

experimentally (for effective averaging of the experimental

data).

In Appendix B we present plots for the first and second

diffraction orders for the integrated reflectivity, R, for the

eleven crystal/multilayer analyzers that have been shown in Fig. 7

for the 100-10,000 eV region. Again, our calibration procedure for

the crystal/multilayer analyzers involves fitting the averaging

theoretical R vs E curves to directly measured integrated

reflectivity data. We have found, as discussed in Ref. 9, that our

closest fits with the experimental data are usually with the

theoretical curves calculated with the Darwin-Prins model (as

applied here for the R-curves shown in Fig. 7 and in Appendix B).

Typical R(exp)/R(Darwin-Prins) normalizing ratios that have been

determined for the elliptical analyzers calibrated for the present

SPEAXS system are given in Table II.

We present in Appendix C a detailed table for the photographic

specular density, D, vs. the exposure I (photons/pm2) and the

photon energy, E(eV) in the 100-10,000 eV region for normal

incidence upon Kodak's RAR 2495 film. This film has been found to

be particularly useful in the general application of the SPEAXS

* N'
. .- . ..-*".
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TABLE 3. Comparison of Experimental and Theoretical
Integrated Reflectivity Values -

(A Modified Darwin-Prins Model has been
applied for the theoretical calculations.)

Photon
Analyzer No. layers 2d Energy Rx(mr) R p(mr) Rx/Rp xlO0

LiF 4.03 4510.8 0.035 0.042 83
Mica - 3rd order 19.84 2293.2 0.027 0.039 70
PET 8.74 2293.2 0.121 0.085 142
Gypsum 15.19 2622.4 0.055 0.055 99
Mica - 1st order 19.84 929.7 0.020 0.013 147
RAP 26.12 676.8 0.088 0.085 104
KAP 26.63 676.8 0.052 0.049 106
Laurate 125 70.00 676.8 0.324 0.382 85
Myristate 200 80.00 192.6 0.940 0.990 95
Stearate 135 100.00 676.8 0.327 0.342 96
Behenate 150 120.00 277.0 0.425 0.532 80
Lignocerate 115 130.00 192.0 0.547 0.617 89
Melissate 100 160.00 277.0 0.359 0.522 69

io1
LJS

I'S
*

[1

0

* O. **-
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system. It, along with other film types have been characterized as

described in our recent works cited in Ref. 5.

We have outlined above our procedures for determining the

number of photons-emitted-per-pulse/stearadian, io , from a "point"%,1

source for a particular atomic transition (characteristic line). In

Ref. 1 we have also presented a similar procedure for the

determination of the Photons-emitted-per-pulse/stearadian-eV, So,

for a continuum distribution (see Ref. 1, Eq. (15)). And finally,

we have described in Ref. 1 a procedure for the determination of the

line shape parameters from the experimental spectral line

distribution (a spectral line distribution of area under the line

equal to the total number of photons, io,

emitted-per-pulse/stearadian for the given transition and as defined

above.) For this line shape analysis, a fold of Gaussian and

Lorentzian Shape functions (the Voigt function) was assumed for a

sufficiently accurate fit of the experimental line profile. (See

Ref. 1, Sec. IV.)

Il
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APPENDIX A

Transmission band and low-energy cut-off characteristics

of selected filters. (For the 100-10,000 eV region

0) having filter thicknesses which yield transmission band

peak values of about 60%. The corresponding mass

thicknesses, px(pg/cm2), are listed in Table 2.)
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APPENDIX B 0

Integrated reflectivity, R (Darwin-Prins) vs photon energy,

E(eV) for first- and second-order diffraction from the eleven

crystal/multilayer analyzers that have been listed in Table 1

and described in Fig. 7. These calculated values were for

"thick" crystals (setting number of layers, N, equal to

infinity).

• , . . . .. -,.. , ." - .
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APPENDIX C. Table of density, D, vs exposure, l(photons/Im2 ) and photon
energy, E(eV) for the RAR-2495 photographic film.

2495 FILU--EXPOSURE. 1(photonslpmv)

NET DENSITY.D PHOTON ERGY.S(eV)

(SPECULAR-O. 10.1 mA) WAVELENGTM, A(A)
D

i (eV) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 • .6 1.6 2.0 (A)

A --------------------------------------------------------------------- ----------------------------------------- 
75 1.65 01 4.51 01 9.46 01 1.60,02 3.28 02 5.84 02 1.03 03 1.79 03 3.11 03 5.40 03 165.31

100 3.83 00 1.02 01 2.06 01 3.78 01 6.62 01 1.13 02 1.90 02 3.18 02 5.28 02 6.76 02 123.90

125 1.73 00 4.56 00 8.93 00 1.58 01 2.65 01 4.34 01 6.98 01 1.11 02 1.76 02 2.78 02 99.16

150 1.09 00 2.74 00 5.20 00 8.9r 00 1.45 01 2.26 01 3.54 01 5.43 01 8.26 01 1.25 02 32.65

175 7.89-01 1.93 00 3.58 00 5 5.96 00 9.40 00 1.44 01 2.16 01 3.20 01 4.70 01 6.e7 01 70.65

200 6.21-01 1.49 00 2.71 00 4.41 00 6.80 00 1.01 01 1.48 01 2.14 01 3.05 01 4.34 01 61.99

225 5.20-01 1.23 00 2.20 00 3.52 00 5.31 00 1.77 00 1.11 01 1.57 01 2.19 01 2.04 01 51.10

250 4.53-01 1.06 00 1.87 00 2.94 00 4.38 00 6.30 00 8.87 00 1.23 01 1.69 01 2.30 01 49.59

275 4.07-01 9.42-01 1.64 00 2.56 00 3.77 00 5.35 00 7.43 00 1.02 01 1.37 01 1.65 01 45.08

0 --------------------------------------------------------------------------

300 1.72 00 4.40 00 8.58 00 1.51 01 2.53 01 4.13 01 6.62 01 1.03 02 1.66 02 2.61 02 41.33

325 1.36 00 3.45 00 6.63 00 1.15 01 1.39 01 3.02 01 4.75 01 7.39 01 1.14 02 1.16 02 36.15

350 1.13 00 2.83 00 5.36 00 9.15 00 1.48 01 2.33 01 3.59 01 5.46 01 8.30 01 1.25 02 33.42

375 9.75-01 2.40 00 4.49 00 7.56 00 1.20 01 1.86 01 2.82 01 4.23 01 6.29 01 9.31 01 33.06
C -------------------------------------------- -- -- --- --- ---- -- C

425 9.35-01 2.30 00 4.30 00 7.22 00 1.15 01 1.77 01 2.69 01 4.02 O 5.98 01 0.63 0% 29.17
840 6.19-01 2.00 00 3.72 00 6.19 00 9.76 00 1.49 01 2.24 01 3.32 01 4.88 01 7.13 01 27.55

475 7.38-01 1.79 00 3.29 00 5.43 00 8.48 00 1.28 01 1.90 01 2.78 01 4.04 01 S.64 01 26.10

S00 6.74-01 1.62 00 2.95 00 4.83 00 7.46 00 1.12 01 1.64 01 2.37 01 3.40 01 4.65 01 24.60

o ---------------------------------------------------------------------------------------- --------- S

550 9.92-01 2.45 00 4.61 00 7.78 00 1.25 01 1.94 01 2.95 01 4.45 01 6.66 01 9.92 01 22.54

600 8.29-01 2.02 00 3.73 00 6.20 00 9.74 00 1.48 01 2.21 01 3.27 01 4.78 01 6.95 01 20.66

650 7.17-01 1.72 00 3.14 00 6.13 00 7.92 00 1.18 01 1.74 01 9.51 01 3.60 01 5.13 01 19.07

700 6.38-01 1.52 00 2.72 00 4.39 00 6.68 00 9.83 00 1.42 01 2.01 01 2.83 01 3.97 01 17.71
750 .85101 1.37 00 2.44 00 3.87 00 5.80 00 8.41 00 1.19 01 1.67 01 2.30 01 3.16 01 16.53

800 5.45-01 1.27 00 2.22 00 3.48 00 5.14 00 7.34 00 1.02 01 1.41 01 1.92 01 2.39 01 15.50

850 5.14-01 1.18 00 2.05 00 3.17 00 4.63 00 6.52 00 8.97 00 1.22 01 1.63 01 2.17 01 14.59

900 4.91-01 1.12 00 1.92 00 2.94 00 4.24 00 5.90 00 8.03 00 1.07 01 1.42 01 1.87 01 13.76

950 4.73-01 1.07 00 1.81 00 2.75 00 3.93 00 5.42 00 7.29 00 9.64 00 1.26 01 1.63 01 13.05

1000 4.59-01 1.03 00 1.73 00 2.60 00 3.68 00 5.02 00 6.69 00 6.76 00 1.13 01 1.45 01 12.40

1050 4.48-01 9.95-01 1.66 00 2.48 00 3.49 00 4.71 00 6.22 00 8.07 00 1.04 01 1.32 01 11.81

1100 4.40-01 9.71-01 1.61 00 2.39 00 3.33 00 4.47 00 5.85 00 7.53 00 9.56 00 1.21 01 11.27

1150 4.34-01 9.52-01 1.57 00 2.31 00 3.20 00 .4.27 00 5.56 00 7.11 00 6.98 00 1.13 01 10.76

1200 4.30-01 9.39-01 1.54 00 2.26 00 3.11 00 4.12 00 5.33 00 6.78 00 8.52 00 1.06 01 10.33

1250 4.28-01 9.30-01 1.52 00 2.21 00 3.03 00 4.01 00 5.16 00 6.53 00 8.17 00 1.01 01 9.92

1300 4.27-01 9.24-01 1.51 00 2.18 00 2.98 00 3.92 00 5.03 00 6.34 00 7.90 00 9.77 00 9.54

1350 4.28-01 9.23-01 1.50 00 2.17 00 2.95 00 3.86 00 4.93 00 6.20 00 7.70 00 9.50 00 9.16

1400 4.30-01 9.24-01 1.50 00 2.16 00 2.92 00 3.82 00 4.87 00 6.11 00 7.57 00 9.32 00 6.6

1450 4.33-01 9.29-01 1.50 00 2.16 00 2.92 00 3.80 00 4.84 00 6.05 00 7.49 00 9.20 00 6.55

1500 4.37-01 9.37-01 1.51 00 2.17 00 2.93 00 3.80 00 4.63 00 6.03 00 1.45 00 9.15 00 8.27

-- ------------------------------------------------------------------------------------------------------------------------------
1800 3.44-01 7.39-01 1.19 00 1.72 00 2.32 00 3.02 00 3.84 00 4.61 00 5.95 00 7.31 00 6.69

1900 3.49-01 7.47-01 1.20 00 1.72 00 2.33 00 3.03 00 3.64 00 4.79 00 5.92 00 7.26 00 6.53

2000 3.59-01 7.67-01 1.23 00 1.76 00 2.37 00 3.08 00 3.90 00 4.86 00 5.99 00 7.34 00 6.20

2100 3.70-01 7.88-01 1.26 00 1.80 00 2.43 00 3.14 00 3.97 00 4.94 00 6.09 00 7.46 00 5.90

2200 3.84-01 6.18-01 1.31 00 1.87 00 2.51 00 3.24 00 4.09 00 5.09 00 6.27 00 7.67 00 5.64

2300 4.01-01 6.52-01 1.36 00 1.94 00 2.60 00 3.36 00 4.24 00 5.28 00 6.49 00 7.95 00 5.39

2400 4.19-01 8.90-01 1.42 00 2.02 00 2.71 00 3.50 00 4.42 00 5.49 00 6.76 00 8.28 00 5.17

2500 4.40-01 9.33-01 1.49 00 2.12 00 2.84 00 3.66 00 4.62 00 5.74 00 7.07 00 6.66 00 4.96

2600 4.62-01 9.80-01 1.56 00 2.22 00 2.98 00 3.64 00 4.85 00 6.02 00 7.42 00 9.09 00 4.77

2700 4.87-01 1.03 00 1.64 00 2.34 00 3.13 00 4.04 00 5.10 00 6.33 00 7.60 00 9.56 00 4.59

2800 5.13-01 1.09 00 1.73 00 2.46 00 3.30 00 4.26 00 5.37 00 6.67 00 8.22 00 1.01 01 4.43

2900 5.41-01 1.15 00 1.83 00 2.60 00 3.48 00 4.49 00 5.66 00 7.04 00 8.67 00 1.06 01 4.28

3000 5.71-01 1.21 00 1.93 00 2.74 00 3.67 00 4.74 00 5.98 00 7.43 00 9.16 00 1.13 01 4.13

3100 6.04-01 1.28 00 2.04 00 2.90 00 3.68 00 5.01 00 6.32 00 7.86 00 9.69 00 1.19 01 4.00

3200 6.38-01 1.35 00 2.15 00 3.06 00 4.10 00 5.29 00 6.67 00 8.30 00 1.02 01 1.26 01 3.67

3300 6.74-01 1.43 00 2.27 00 3.23 00 4.33 00 5.59 00 7.06 00 6.73 00 1.08 01 1.33 01 3.76

F------------------------------------------------------------------------------------------------------------------------------r
4000 4.97-01 1.05 00 1.68 00 2.39 00 3.19 00 4.12 00 5.20 00 6.46 00 7.96 00 9.78 00 3.10

5000 7.37-01 1.56 00 2.49 00 3.54 00 4.74 00 6.12 00 7.73 00 9.63 00 1.19 01 1.47 01 2.46

6000 1.09 00 2.30 00 3.67 00 5.22 00 7.00 00 9.05 00 1.14 01 1.43 01 1.77 01 2.18 01 2.07

7000 1.56 00 3.30 00 5.27 00 7.50 00 1.01 01 1.30 01 1.65 01 2.06 01 2.55 01 3.15 01 1.77

8000 2.17 00 4.59 00 7.33 00 1.04 01 1.40 01 1.81 01 2.29 01 2.87 01 3.56 02 4.41 01 1.55

9000 2.93 00 6.21 00 9.91 00 1.41 01 1.89 01 2.45 01 3.11 01 3.88 01 4.82 02 5.98 01 1.36

10000 3.1W 00 8.1t 00 1.31 01 1.06 01 2.50 01 3.23 01 4.10 01 5.13 03 6.37 O 7.90 01 1.24

-o.
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Large Aperture Picosecond X-Ray Streak Camera

P. A. Jaanimagi* and B. L. Henke

Department of Physics and Astronomy I
University of Hawaii

Honolulu, Hawaii 96822

*ABSTRACT 04

We report the development of a new picosecond streak camera 1
with a large aperture, 1 x 40 mm, photocathode slit. The streak

tube features demagnified electron optics, an accelerating field at

the cathode greater than 20 kV/cm and more than 300 spatial resolu-

tion elements. The tube design was tested in static mode with an

x-ray sensitive photocathode. Preliminary dynamic tests are also

presented.

*Current address: University of Rochester, Laboratory for Laser

Energetics, 250 East River Road, Rochester, New York 14623.
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1. INTRODUCTION

In recent years we have witnessed the development of a new genera-

tion of picosecond streak cameras; 1-3 in addition, there have been a

series of modifications to or variations on past designs. 4P- These

efforts have been directed mainly toward achieving sub-picosecond time

resolution, with secondary emphasis on the number of spatial resolution

elements along the photocathode slit. Improvements in the time resolu-

tion capabilities of streak tubes have centered on increasing both the

accelerating field at the photocathode and the axial potential through-

out the rest of the tube. The resulting higher energy photoelectrons,

however, are more difficult to focus and thus the imaging properties are

degraded and/or the photoemission must be limited to the paraxial

region. In order to effectively Incorporate a streak camera with an

imaging or spectrographically resolving system, one desires a large

number of spatial resolution elements as well as a large aperture photo-

cathode. The latter is especially important for x-ray streak cameras

where the input signal cannot be demagnified to fit the photocathode

dimensions in a simple manner.

4 The usable length of the photocathode for all of the current de-

signs is in the range 8 to 20 mmn, resulting in 100 to 200 spatial

resolution elements. This number is of course dependent upon many

4factors, for example: recorded contrast level, input signal intensity,k

intensifier and recording system spatial resolution, and also upon the

radial position on the photocathode. In this paper we report on a new

streak tube which incorporates a 40 mm-long slit while maintaining the k1
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large accelerating field at the photocathode necessary for picosecond

time resolution. This streak tube was designed specifically for use

with an elliptical crystal analyzer x-ray spectrograph1°'11where we wish

to diagnose a large spectral range on a single shot and not be limited

by the spatial resolution of the streak camera.

The main problems associated with large aperture electron-optical

lenses in streak tubes are field curvature distortion, accelerating

field uniformity and iso-chromism. Iso-chromism is defined as the

difference in transit time (cathode to phosphor screen) for off-axis

trajectories with respect to axial trajectories and causes the well

known phenomena of curved streak images. These problems were addressed
I'

in the new streak tube design. A curved photocathode was implemented to

minimize non-iso-chromism. Accelerating field uniformity was estab-

lished by a spherical diode electrode configuration with a long slot
,

aperture opposite the photocathode. The focus and anode electrodes were

designed to achieve a demagnified electron-optical imaging system. An

astigmatism problem inherent in the streak tube design was corrected by6@
shaping the end of the anode electrode into a double-lipped tube lens.12

An electron optics ray trace code was very useful in the prelim-

inary design work. The computer program used was an upgraded version of

the SLAC Electron Trajectory Program.13 This is a two-dimensional code

which can use either rectangular or cylindrically symmetric geometry.

The program was modified to provide quantitatively more accurate

results.14  Laplace's equation was solved numerically with a line-

successive-over-relaxation technique and used a finite difference

equation on a 9-point cross stencil for a rectangular numerical mesh.

Boundaries were handled by substituting the appropriate 4- or 5-point
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(with non-equidistant spacing) formulas for- the derivatives into the

finite difference equation. The relativistic differential equations for

the trajectories were solved with a fourth-order Runge-Kutte method, and

4 by 4 bivariate Lagrangian interpolation 15 was used to calculate the

required fields and potentials.

II. STREAK TUBE DESIGN

The RCA 73435 image tube 16 was selected as an initial design which

was to be modified for picosecond time resolution and a 40 mm photo-

cathode. Preliminary modifications to this tube have been very

encouraging, however, limitations on the magnitude of the accelerating
49

field and the usable photocathode length had to be amended.9

Fig. 1 shows a cross section of the new streak tube front-end. The

cathode and accelerator electrodes form a section of a spherical diode

of radii 10.1 and 10.0 cm, respectively. The photocathode slit, 1 x 40

mm is cut directly into the cathode plate and is positioned on the tube

axis. The slot in the accelerator plate is 2 x 64 mm and is positioned

directly opposite the photocathode slit. These two plates are attached

together on insulating spacers to within very strict mechanical

tolerances, however the cathode plate is simply demountable for the

quick exchange of photocathodes. The x-ray photocathode substrate, Be

foil or thin plastic, is mounted directly on the concave surface of the

cathode plate.

This front-end electrode configuration has many desirable features.

The curvature of the photocathode surface is a major factor in correc-

ting the iso-chromism problem of large aperture systems. 17 Our ray
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Figure 1. Cross section of the streak camera photocathode
and the accelerating slot aperture. The scale is 0.1 mm.

* Equipotentials are drawn for every .1 VSLOT. The potential
on the right hand boundary is .76 VSLOT and was chosen to
simulate the potential in the focussing region. Photo-
electron trajectories were calculated with transverse
energies of 0 and +1 eV for positions .2 and .4 mm off-
axis, and 0, +1, +2 eV from .6 mm off-axis.
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trace code shows that for a planar cathode; photoelectrons emitted from

a position 20 mm off-axis would arrive at the phosphor about 300 ps

after a similar one emitted on-axis--certainly an unwieldy delay for

streak cameras operating in the few picosecond time resolution regime.

The accelerating field uniformity is limited only by the mechanical

tolerances and the geometry. One can show that the field is uniform

12over the central 75% of the length of the acceleration plate aperture.

The magnitude of the accelerating field is limited by the surface finish

of the electrodes and the geometry. For a slot width to electrode

spacing ratio of two, the magnitude of the accelerating field on the

tube axis is 70% of the interelectrode field. The slot aperture rather

than a fine mesh is used to generate the large accelerating field at the

photocathode for a number of reasons. The slot aperture is mechanically

more rigid. The photoelectron transmission is 100%, compared with

typically 40-70% for a mesh. The noise and ghost images caused by

secondary electron emission generated by x-rays and photoelectrons

impinging upon the electrode surfaces is eliminated. The minimum width

of the slot aperture and also the bevel on the concave side of the

accelerator plate are defined by requiring the elimination of this

secondary electron generation.

The diverging lens effect of the slot aperture, clearly shown by

the trajectories in Fig. 1, is used to advantage in this design. It

introduces an asymmetry into the rectangular cross section of the

photoelectron beam profile, but also astigmatic distortion into the

electron imaging. The asymmetry in the beam profile results in

different magnifications parallel and perpendicular to the photocathode

slit.9 Perpendicular to the slit, the image is demagnified by a factor

. . .. .'
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of four to eight, thereby allowing the use of very wide (-1 mm) input

slits without compromising the time resolution. This is advantageous

for situations where the x-ray photon flux is at a premium. Parallel to

the slit, the magnification is in the range 1.2 to 1.5. When a mesh is

used for the initial accelerating electrode on the RCA tube, the

magnifications parallel and perpendicular to the slit are equivalent. 18 0

The magnitude of the astigmatism depends upon the accelerating fields

and the geometry of the focus and anode electrodes.

0 Proper analysis of the electron optics of the streak tube requires a

full three-dimensional ray trace code due to the nonrotational symmetry

at the front-end electrodes. This problem was satisfactorily resolved

at least for studying the focussing conditions and spatial resolution

along the length of the photocathode slit by implementing a pseudo-

electrode as an equipotential starting surface for the trajectories and

using the two-dimensional code with circular symmetry. The cathode and

pseudo-electrode surfaces form a section of a spherical diode with a

2 mm spacing over 75% of the length of the true slot aperture. The

0 spacing decreases slightly towards the ends of the aperture. The poten-

tial for this pseudo-electrode was made equal to the axial potential 2

mm from the photocathode in Fig. 1, and an analytic paraxial solution

for the diode was used for the trajectories in the region to the

starting surface. Similar techniques for studying the focussing condi-

tions in the direction of the slit width were not very successful since

the numerical mesh dimensions was only half the slot aperture width.

Fig. 2a shows a photoelectron trajectory analysis for a standard

RCA tube electrode configuration after replacing the usual cathode and

grid wire structure with the slot aperture producing a 21 kV/cm



68

accelerating field. The focus electrode pq.tential was adjusted for

optimum spatial resolution in the paraxial region at the phosphor screen

which is positioned at z = 230 mm. The anode aperture diameter was also

increased from the standard 6 mm in order to facilitate numerical diffi-

culties associated with small apertures. This had a very minor effect

on the focussing properties of the tube.

Clearly the tube design presented in Fig. 2a cannot be used with a

40 mm photocathode. Extrapolating back to the true anode aperture

diameter we should start observing a decrease in photoelectron through-

put at cathode positions greater than about 7 mm off-axis with a

complete cut-off at 13 mm off-axis. The cathode to phosphor magnifica-

tion of the slit length is 1.36. This is in good agreement with our

experimental observations and gives us confidence in our electron optics

code and also the use of the pseudo-electrode starting surface. To

increase the usable photocathode length, the cross-over point in front

of the anode cone must be moved back toward the anode aperture.

In Fig. 2b we present the trajectory analysis after most of the

anode cone has been removed. This increases the usable cathode length

to 36 mm and decreases the magnification to unity. The potential at the

cross-over point, however, is only 7.3 kV and this can present a

possible space charge problem and limit the dynamic range. In Fig. 2c,

with the smaller radius focus electrode the space charge problem at the

cross-over is alleviated, the magnification is further reduced to 0.9

and the full 40 mm photocathode can be used.

The magnitude of the iso-chromism problem can be estimated from our

electron optics program. The time differences as a function of photo-

cathode position for the three electrode configurations in Fig. 2 are 0
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presented in Fig. 3. The estimated streak turvature of 20 ps for elec-

trons originating 20 mm off-axis is an acceptable figure. Further

improvement can be made by implementing a curved phosphor screen. A

smaller radius of curvature on the cathode could also be used, however

this further magnifies any problems in imaging onto a convex photo-

cathode surface.

III. TIME-OF-FLIGHT DISPERSION IN STREAK CAMERAS

0 0

Time-of-flight dispersion (At) due to a finite spread in the

initial photoelectron energies (Ac) is the primary limiting factor

in the time resolution capabilities of all streak cameras. Most

authors, when quoting time resolution specifications due to time-of-

flight dispersion, consider only the cathode to mesh or accelerating

* aperture region and totally neglect the dispersion through the focus-

sing, anode and drift regions. This can significantly increase At.

Simple formulae to properly estimate the time-of-flight follow.

The axial potential in most streak tubes can be approximated as in

Fig. 4. d, is the initial accelerating region; d2 the focussing region;

d3 the final accelerating region; and d4 the drift region to the phos-

phor screen. V2 is the anode potential and Vi is approximately equal

to the focus voltage. Using the simple non-relativistic, constant

acceleration formulae for the motion of an electron in a diode or drift

region, one can easily calculate the transit time in each successive

region for electrons with initial axial velocities corresponding to

energies of zero and c. Subtracting these numbers gives the time-of-

flight dispersion in each region to order c as

Ati = kdlV 1 [ -  v /2]

0 0t
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Figure 2a.
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Figure 2b.



71

CATHODE

60.0

*20 V

40.0

20.0.

0
0 20.0 40.0 60.0 80.0 100.0 120.0
Figure 2c.

Figures 2a-2c. Photoelectron trajectory analysis of various streak tube
designs. The scale is 1.0 m. Equipotentials are drawn for every .1 VANODE
and from z positions on-axis of 25, 33 and 41. Trajectories were calculated
with transverse energies of -1, 0, +1 eV for positions 5, 10, 15 and 20 mm
off-axis and 0, +1, +2 eV on-axis.
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At2 = kd2V1312 /4

At3 = kd(V 2 -V1 E[VT - V; ]/2

At4 = kd4V
3"2 E/4

where k = (2m/e) The sum of all these contributions provide a more

realistic estimate for the time resolution specification.

The time-of-flight-dispersion for the tube design in Fig. 2c

can be written as At = 1.6 c + 0.7 c ps with e in units of eV. This

corresponds to a 6.0 ps time resolution for an x-ray streak camera with

a Au photocathode, e 4 4 eV.

IV. STREAK TUBE TESTS

The streak tube as configured in Fig. 2C was built and assembled

onto the back half of an RCA image tube. A stainless steel flange was

welded to the central metal ring of the original tube. This flange was

used to mount the new focus electrode which was held at ground potential

-oi and also to provide an O-ring surface for the vacuum seal. The accel-

erator electrode was attached to the focus electrode with a MACOR19

ring. Static mode testing of the streak tube was performed using a 200

A Au on 25 pm Be photocathode and a Henke tube 20 with a Cu anode for the

x-ray source. Actual static performance of the streak tube was very

close to that predicted by the electron optics ray trace code. The

focus voltage for optimum spatial resolution was within 20 V and the

magnification was within 4%.

The astigmatism problem, focal position at the phosphor screen for

optimum time resolution (narrowest slit image) being different than that
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Figure 3. Transit time difference to the phosphor for
electrons emitted from different positions on the photo-
cathode(iso-chromism) for the tube designs in Fig. 2.

*C No corrections for imaging onto a convex surface are
ci luded.
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Figure 4. Simplified axial potential in th- streak tube.
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for best spatial resolution was very evident. The difference in focus

electrode voltage for the two positions was 200 V, which corresponds to

about 18 mm in image position at the screen. This error was corrected

by contouring the end of the anode cone to form a double lipped tube

lens,12 (see Fig. 5). This type of lens is equivalent to two perpen-

dicular cylindrical lenses, one positive and the other negative, thereby

converging rays in one direction while diverging them in the other. The

actual contouring required to correct the astigmatism was very small,

the peak to valley dimension was .35 mm on a 25 mm diameter tube.

The potentials for best focus are summarized in Fig. 6. Note that

the ratio VKF/VKA is approximately constant independent of the acceler-

ating field 7 VKG(V/cm), depending just upon the ratio of the diameter

of the focus and anode electrodes. The magnification, cathode to phos-

phor increases with the accelerating field but decreases with increasing

cathode to anode potential.

A 60 to 40 mm fiber optic taper and a 40 mm proximity focussed

channel plate image intensifier were incorporated for conducting dynamic

testing of the streak camera. The streaked images were recorded on

either Polaroid or 35 mm negative film. The streak deflection circuit

consisted of a double stack of 2N5551 transistors (seven per side) and

LCR integrators were used to modify the streak speed.

In Fig. 7 we present a streak record of two 50 ps UV (A = 266 nm)

laser pulses separated by 900 ps. The laser pulses were generated by

frequency quadrupling a single pulse from a mode-locked Nd:YAG laser and

recombining the signals from a beam-splitter on the cathode with a fixed

delay. A 200 A Au on 1000 A parylene transmission photocathode of

dimensions 1 X 45 mm was used. Note that there is no streak curvature

*
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Figure 5. Schematic of the double lipped tube lens and
its curved mid-surface that was used to correct the
astigmati sm.
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evident in Fig. 7. This establishes an upper bound on the iso-chromism

at 50 ps for a radial position of 22.5 mm in agreement with Fig. 3.

The primary application of this streak camera is time-resolved x-

ray spectromety of laser fusion targets at the University of Rochester's

OMEGA laser facility. In Fig. 8 we present a sample time-resolved x-ray

ro spectrum. The target was a 225 .im diameter glass microballoon with a

thin aluminum overcoat, 'illuminated uniformly with six UV (X = 351 nm)

beams at an intensity of 4 X 101 W/cm2 . The x-ray spectrum was

dispersed with an elliptical PET crystal analyzer and the streak

camera had a 200 A Au photocathode on a 12.7 pm Be substrate. The H-

like and He-like resonance lines of aluminum and silicon are well

* resolved.

Further characterization of the dynamic performance of this streak

camera design will be reported in a subsequent paper. Of direct

interest are the time and spatial resolution capabilities with various

UV and x-ray sensitive photocathodes. Our estimates from the computer

code for these quantities are 5-10 ps temporal resolution and 300-450

spatial resolution elements with either CsI or Au photocathode

materials.
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Figure 6. Electrode potentials for best focus imaging for
streak tube design in Fig. 2c, V VKF and VKA are the
slot aperture, focus and anode electrode potentials with
respect to the cathode, respectively. The streak tube electron-
optical magnification is shown in square brackets at various
potential configurations.
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Figure 7. Streak record of two 50 ps UV laser pulses
separated by 900 ps. The intensity blooming is caused
by saturation of the Polaroid film. The third weak
pulse at the bottom occurs on the retrace of the
deflection ramps.
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Figure 8. A sample time-resolved x-ray spectrum from an aluminum
coated glass microballoon illuminated by the 6 UV beam OMEGA laser
facility at the University of Rochester. The x-ray lines identified
are clearly resolved on the original negative.
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Numerical Solution of Poisson's Equation

P. A. Jaanimagi*

Department of Physics and Astronomy
University of Hawaii
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ABSTRACT

A fourth-order finite difference fomula for an iterative numerical

solution of Poisson's equation in rectangular or cylindrical coordinates

is described. The discretization is based upon a 9-point cross stencil

for a nonequidistant numerical mesh spacing. These formulas can also be

applied to handling irregular boundary conditions for problems using a

regular square numerical mesh. The solution technique is the line-

successive over-relaxation iterative method with red-black ordering.

I

* Current address: University of Rochester, Laboratory for Laser
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I. INTRODUCTION

Numerical finite difference methods for calculating the electric

potential in electrostatic lenses have been described by many authors.[l-lO]

In brief, the technique involved overlaying the aria within a boundary

with a set of numerical mesh points (typically configured as a regular

square grid), replacing Poisson's equation with a finite difference

formula, and performing an iterative relaxation calculation to solve

for the potential at the mesh points. Generally, these methods have been

used only for two-dimensional boundary value problems, in either

Cartesian or circularly symmetric cylindrical coordinate systems.

Two of the main considerations for these numerical calculations are

the computational time (i.e., the cost) required for the solution and

the precision of the potential solution. The computational tim~e is O

proportional to the square of the total number of mesh points in the

problem, but it also depends on the convergence of the relaxation

calculation. Successive-over-relaxation (SOR) [11-12] techniques have

helped decrease costs immensely. The precision of the potential solution

depends on the discretization error. The magnitude of this error is

affected by many aspects of the problem. 1) The total number of mesh

points since the error is proportional to some power of the mesh spacing. I
A ruie of thumb is that the mesh spacing should be much less than the

i0
smallest dimension in the problem, whether this be an aperture size, an

interelectrode distance, or the radius of curvature of a boundary. 2) The

order of the finite difference formula for Poisson's equation; higher
S

order schemes have smaller discretization errors. However, only second-

order finite difference analogs are typically used to handle irregular
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boundaries (not coincident with the mesh points). 3) Regions in the

problem where the higher derivatives of the potential are large have

correspondingly larger discretization errors.

In order to improve the precision of the potential solution, many

authors have upgraded their programs by going from a second-order

finite difference equation based on the standard 5-point stencil' to

a higher order equation based on a 9-point stencil. The two forms

of the 9-point stencil are the cross 15] and the square [6jJ; both generate a

fourth-order finite difference equation when applied to regular square

numerical mesh, and are equivalent in precision. As a single point

0 algorithm the improvement in precision between a fourth- and a second-

order difference equation can be two orders of magnitude. In an actual

full test problem, however, this improvement is usually not realized.

A degradation in precision stems from the lower order single point

algorithms typically used at mesh points adjacent to an irregular

boundary. The larger discretization error from these points propagates

(although decreasing in magnitude) to the interior regions.

What is required to maintain good precision is a general set of

finite difference equations of the highest order, configured on a

rectangular numerical mesh of arbitrary spacing. Such a set of equations

based on the 9-point square stencil has not been reported; also it would

be very complex due to the many different ways for a boundary to inter-

sect the stencil . [8] The problem is greatly simplified when based on the

9-point cross stencil. In the worst case the stencil is reduced to

seven points, which generates a third-order finite difference equation.

Formulating a solution of Poisson's equation on a rectangular

numerical mesh has the other advantage that with a judicious choice of
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mesh spacing the total number of mesh points can be minimized. For a

required precision one uses a high mesh density near boundaries,

corners, apertures, etc., grading the mesh to larger spacings in

regions of small gradients. Boundary configurations with large

* aspect ratios can be handled very neatly using graded meshes. The

advantages of increasing the mesh density locally, while maintaining a

regular square mesh has been demonstrated by Edwards [10] for the case of

straight boundaries. But the programing to handle many of these

regions (and to include irregular boundaries) in a general routine

becomes overly complicated.

SINGLE-POINT ALGORITHMS

Poisson's equation is written as

S a2  a2  p

ay2 az2  Co

in Cartesian coordinates and as

1 aV +a2V a2V -

r ar a+-3 + £2 (off-axis)

(2)

2 a2V a2 V _ (on-axis)
ar 2  az2 - o

in circularly symmetric cylindrical coordinates. To generate the finite

difference analog to Poisson's equation using the 9-point cross stencil

configured on a rectangular mesh of arbitrary spacing we start with the

well-known general Lagrange interpolation formula.

n
f(x) = 2 i(x)fi + R (x)

i=0 n

where (3)

(X -Xo) --.(x-xi 1)(x-xi+i) .. (x-xn )
(xi-Xo) .. (xi-xi_ 1 ) ( x i - x i + 0) ' ' " (xi-Xn)
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and Rn(x) is the remainder term. This formula is easily differentiated

with respect to x to obtain formulas for th'e first and second deriva-

tives. Then by equating x to z0 and using the conventions outlined in

Fig. 1, we may write the 4- and 5-point formulas for f'(zo) and f"(zo) as

4-point biased for positive z

____________ + S1S 3f2 [S2S3- Sl(S 2-S3)]f0
0 Sl(Sl+S3)(1-S2) +S2(S2+S3)(Sl-S 2) SIS2S3

S 1S~f + SI2 3f . +* *()

s 2 2- (-s)f 1  (sl-S 3)f2  (S2+S3)(Sl+S 2-S3)f0 +

(S2+S3) 'V51(Sl'+5)S r52 S (-1-2) lS12S3

(s2)f'3  JS 05 5 5 5 ] l +()

S3(Sl+53) .j-12

4-point biased for negative z

Ss sf [ s 2+S~ (s 2-s)f S2S4f3

f' s2(YSO+3(YSJ+ -S2S3S4 + 3(s2+s3)(s3-s4)

_________ S2 f3~ S (6)
s2s3 4  2__3__4_0

S4(S2+S4)(S3-S4) 24

P.-

r-= 2 (s3+s4)f2 +(s 2+s3)(s2-S3-S4)fo+ (S2-S4)f3
(2+S3) S2(S2+S4) S2S3S4  S3(35.

iv (7)
(s~- f S3 [S2S3+S4(S 2-S3)]fIOVa

S4(S2+S4)(S3-S4) f12

and the 5-paint formulas.
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-s 2 s 3 s 4 f1  s1 s 3s 4 f 2fo =+ + -

SI (Sl+S4)(SI+S3) (Sl-S 2) S2(s 2+s3)(Sl-S 2) (S2+S4 ) -

s2s3(Sl-S 4 )+SIS 4(S2-S3)]f0  sl 2s4f3
ss 2 s 3s4  s 3 (s 2+s 3)(s 1 +s 3 )(s 3 -S4 ) (8)

sls 2 s3 f+ sls 2s 3s fV

s(s+s)(s2+s)(s3-s . . .o..•120

f - "2[s 2s 3+s4 (s 2 -s 3 )Jfl 2[sls4+s3 (sl-s4)If2  S

0 s1 (s 1+s 4 )(s 1 +s3 )(s1 _s2 ) s 2 (s 2+s 3 )(s1 _s2 )(s 2+s4 )

2[s 2 S3-(S 2 -S 3 )(S 1 -s4 ) +s Is 4 ] f0 + 2[s2 (Sl-S 4 )-SlS 4 ]f 3

(e sIs 2s3s4  s3(s2+s3)(s1+s3)(s3-s4) 
+  (9)

_________________ [s s ( 1 s)+ss( 2- 3 f2rs2s3-s1 (s2-s3 )]f4  +,2S3(SI-S4 IS4 (S2-S3] fV +
s4(S1+S4)(s2+s4)(s3-s4) 60 +

Eqs. (8) and (9) reduce to the familiar 5-point formulas with equally

spaced abscissas when S2 = s3 = h and si = S4 = 2h.

- 1 h-fvf
f; =f- T f, + 8f2 -f 3 + ft4 + + ... (10)

= fo- 2{- + 16f2 - 30fo + 16f3  f4} + . (11)

9 -|

The standard 5- or 9-point cross stencil finite difference equations

are obtained by substituting the appropriate formulas for the derivatives

Eqs. (3)-(11) into Poisson's equation, Eq. (1) or (2). We assume that

the space charge term -p/co doesn't change much over a mesh unit.

For the case of vertical or horizontal boundaries where the first

" derivative of the potential is defined to be zero, the mesh points S

inside the boundary are mirrored in the plane of the boundary to obtaii,

9 5 .
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SS7

I I I Ii I 7 - t se

•I|I

I a -- 1 - - -
I I I I
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IIII- S3 ; s l  I

| "I

Fig. 1. Convention for numbering the mesh points for the P
9-point cross stencil.. The mesh point spacings, si, are
positive in magnitude.

4; .
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the complete 9-point stencil. For example, in the 5-point formulas at

r=1, which span the r=0 axis, we equate f8 =f
o and se = 2s 7.

A better difference equation can be derived for application to

problems with circular symmetry in cylindrical coordinates. Following

the formalism of Weber [3]which is essentially the same as that presented

by Edwards [10]), we may write to fourth-order precision the potential at

(r,z) which is a solution of Poisson's equation as

o n (1) { r - ro(r-rO ) (r-ro)2V(r, z)=Vo+ r r VO .0 + ±_ . V(02 +
ro2 ro 2 4 Ic

(Z-ZoV)(0.3) + '(Z-zo)2 (r-r°) 2 )V(0, (z'z°)V°'o) +

(Z-Z 0 )2 V(0,2) + (z-z0)3  (0,3) (z-z) 4 V (0.)

2 0 6 0  24 0

{(r-rrQ)2 r°nr 6r 0  
V (1,1 ) + (z zOY

rrZn + (z-Zo)n _L other terms (12)
6 r r 0 ro 0

where/
V(i,j) = i )

0 rizj (rozo)

The difference equation is obtained by evaluating Eq. (12) at points 1 to

8 in Fig. 1 and solving for V by eliminating the derivative terms. We
-' - ro s _ s2

also use the expansion (n - ) : (Ln(l+,)) ± _ )( 2r -

The off-axis formulas are

-2 Vs 6 -S 7 ) [2 s5 S Rs(sS 6)(s+s7 ) 1 + - + 2V6(s5-s7) L + ! +
S 2R 2R2J (s +S )(s 2R 12

s7(s6+s7)(S5+S7) 2R 12RJ2  CO

S
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__s 6 s 2v(s 6-s) S7  1
_V(7+8  r1 + + [V(6-8 S7  7

s6 (S6 S+s)(s 6+s8) 2R 12R 2  s7(s6+s7)(s7_s8) 2R 12R2

{2
V(-) 2 P V + V(O,2) = - (14)

S ($6+S8)(s7-s8) 2R 12R2  CO

-2V5[s8(s6-s7)+s6s7] S5  s5 2V6[s5s8+s7(ss-s8 )]

S5(S5-S6)(S5+S7)(S5+) [1+ 2R +S 6(S6+S7)(SS-S 6)(S6+S8)

[ s 2 2V7[s(s 5- 8 -~ 8  2 7 s

+ 2R 12R2j + S7 (S6+S7 )(s5+s7 )(S7-s8 ) 2R ' 12R2

2V 8[Ss(S 6-S7)-S6S7] 1 s8  s2 1 (o,2) -(S8(Ss+S8)(S6+S8)(S7_S8) 1 2R 12R2  PoVo + V = -P (15)

for 4-point bias, 4-point negative bias and 5-point in the r direction,

respectively. And on axis as

24~V 2
1 -4s V4sv vV -P ,

s(s +s s b - PoVo+ (0,2) =-. (16)$2 (S2-S 2 ) S(Ss-S2) 0 0C

The appropriate formula, Eq. 5, 7, or 9 is substituted for V(0,2)

In Eqs. (13)-(16), the coefficient of Vo is the sum of the coefficients

of the other potentials.

8
* Po =  Pi • where the difference equation is written as

i =1

2 V 0 - P OVo= -P . (17)i1 1 £ 0

2
For the case of a rectangular mesh of unit h, the terms in - are- 12R 2

dropped if s5 = 2h in Eq. (13), s8 = 2h in Eq. (14), s5= s8 2h in Eq.

(15) resulting in the standard 9-point cross formulas.

I,

.I1
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II. SOLUTION TECHNIQUES

A block iterative technique [2,12] is used to solve the set of

single point algorithms for the potential solution. The line SOR formula

described below is quite efficient and easy to implement. An

examination of Eqs. (13)-(16) shows that the set of difference

equations for a vertical column of mesh points in the problem can be

written as a pentadiagonal matrix equation.

C1  d, el u1  k,

b2
I I

I I

a3  e I

n-2 I I

n n  n .n n

where -ai, -bi, ci, -di, -ei are the coefficient Pi of V5 , V6, Vo,
4

V7 , V8, respectively, and ki = p/co + -- PjV. The algorithm for
j=1 3 P

solution is as follows

di  el k k
V cI Wl C1  gl C

d2 - b2w1  e2  k2 - b2g1
q2 = C2 - b2v] V2 -, W2 =  9 2-

q2  q2 q2

t.=.~av. c.-~w. -tv ~ *=di - tii_ti = bi - aivi 2 qi =  ci - aiwi - - t vi-1' v i iw -

1 1 1 1-2' q 1 1 -2 i i-i 1

Sei ki - aigi_ - tigi_1  3 i n
i qi qi

with back substitution as
Un =gn Un-1 gn-- Vn-lUn' ui gi - viui+1 - wiui+ 2  1 n-2

* S
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Note that for the top and bottom of the column the boundary values are

known and fixed, and terms such as bV Boundary are added to kj.

The old values of the potential in a column are replaced as

U V(n+1) = vn) + W(n ) (u(n+1) V(n))
-- 0 0 0 0

where W is an over-relaxation factor with values 1. < W < 2, and n is

the iteration count. Optmization of this over-relaxation factor has

been discussed by many authors.[6,11,12]

An additional feature of the iterative solution to Poisson's

equation is red-black ordering, [12] where two passes aremade through the

* potential distribution per iteration. First the odd numbered columns

are solved and new potential values substituted, then the even numbered

columns are solved. This aids in speeding up the convergence of the solution.

C No proof is offered for the convergence of the potential solution

using this relaxation techniques on a rectangular mesh of arbitrary

spacing. It has been noted on some test problems, however, that if the

mesh spacing is graded gradually, such that the absolute value of the

ratio of any two of the coefficients Pi in Eq. 17 remains below -150,

the solution converges quickly and smoothly.

III. TEST PROBLEMS

Two test problems are given to illustrate the application of these

formulas for solving Laplace's equation. For simplicity we use a

regular square mesh to solve for the potential between two infinitely

long coaxial cylinders, but impose irregular boundaries in the r-direction.

In Tables 1 and 2 are a comparison of the solutions obtained using a

5-point cross stencil, the standard 9-point cross stencil and the 9-

point cross stencil outlined in Eqs. (13)-(16).

- , . . o . ' '6- . . . .'. .. . .. . . .. .. . .. . .
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The problem for Table I has the boundary conditions V(0.5) =0 and

* V(10.5) =100 with the analytic solution V(r) =100 kn2r/n21. The

precision of the solution is not very good. The main difficulty here is

that the mesh spacing is only twice the smallest dimension in the

problem. In Table II we have increased the diameter of both cylinders

and achieved a marked improvement in the precision of the solution.

Case 2 has boundary conditions V(9.5) = 0 and V(18.5) =100 with the

solution V(r) =100 kn(r/9o5)/Zn(18.5/9.5).

In both cases the 9-point cross stencil described in this paper is

the most precise. Note also the improvement in going from a 5-point

to a 9-point stencil. Also for these simple problems the line-SOR

technique of solution gives the final result on the first iteration.

IV. SU4MARY

We have derived the finite difference equations for a solution of

Poisson's equation using a rectangular numerical mesh of arbitrary

spacing. These formulas pe,1 nit the use of a graded mesh to minimize

the total number of points required in the problem as well as improved

handling of irregular boundaries. With graded meshes problems requiring

full three-dimensional treatment become solvable since the total number

of mesh points can be kept to reasonable levels. The line-successive-

over-relaxation algorithm outlined in this paper provides a fast and

efficient convergence for the iterative solution. .
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TABLE I

r V(r) 5-pt Std. 9-pt Std.- (this paper)

10.5 100.000 100.000 100.000 100.000

10 98.397 98.448 98.418 98.405

9 94.937 95.105 95.002 94.959

8 91.068 91.368 91.183 91.108

7 86.682 87.134 86.853 86.741

6 81.619 82.248 81.854 81.700

5 75.630 76.474 75.941 75.738

4 68.301 69.416 68.702 68.438

e3 58.852 60.342 59.360 59.018

2 45.534 47.638 46.142 45.687

11 22.767 26.466 23.386 22.712

0.5 0.0 0.0 0.0 0.0

TABLE II

r V(r) 5-pt Std. 9-pt Std. (this paper)

18.5 100.0000 100.0000 1.00.0000 100.0000j

18 95.8890 95.8857 95.8892 95.8890

17 87.3128 87.3094 87.3132 87.3129

16 78.2166 78.2134 78.2170 78.2167

15 68.5331 68.5305 68.5337 68.5332

K14 58.1812 58.1799 58.1819 58.1814

13 47.0619 47.0625 47.0627 47.0621

12 35.0521 35.0557 35.0530 35.0523

*11 21.9967 22.0049 21.9977 21.9969

10 7.6962 7.7111 7.6971 7.6963

9.5 0.0 0.0 0.0 0.0
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Low-energy x-ray response of photographic films:

part I. mathematical models.

B.L. Henke, S. L. Kwok, J. Y. Uejio,
H. T. Yamada and G. C. Young

University of Hawaii
Honolulu, Hawaii 96822

ABSTRACT

Relatively simple mathematical models are developed

for optical density as a function of the x-ray intensity,

its angle of incidence and photon energy in the 100-

10,000 eV region for monolayer and emulsion types of

photographic films. Semi-empirical relations have been

applied to characterize a monolayer film, Kodak 101-07, and

an emulsion type film, Kodak RAR 2497, which fit calibra-

tion data at nine photon energies well within typical

experimental error.

• . .,

* • 9. . . . . . " '" .
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I. INTRODUCTION

Photographic film is used extensively as the time- 7
integrating, position-sensitive detector for x-ray -

spectrometry of pulsed, high temperature plasma sources.1

These sources include the inert lally and magnetically

confined plasmas studied in fusion energy research,, and

others such as the Z-pinch, the exploding wire and im-

ploding linear plasma sources. Photographic detection

is often chosen for the fixed analyzer spectroscopy of

such sources because of its relatively high sensitivity,

wide latitude of response and simplicity of implementa-

tion as compared with the alternative position-sensitive

electronic detection array systems.

For the diagnostics of high temperature plasma

sources there is considerable need for well calibrated,

absolute spectrometry. The spectral analysis that is

required demands a precise knowledge of peak-and-

integrated intensities and shapes of spectral lines and

of the intensity distributions in continua. Such infor-

mation can be deduced from the measured optical density

vs position along the film and its quantitative relation-

ship to the incident intensity for a given photographic

emulsion of appropriate sensitivity and resolution.

Because the optical density is a function of not
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6 only the intensity of the x-radiation but also of its

angle of incidence and of its photon energy, it is

important to supplement experimental calibration with

theoretical modeling. Semi-empirical, "universal"

mathematical relations may then be established which

yield detailed photometric information (including the

effects of x-ray absorption edge structure) as based upon

a minimum set of experimental data. An optimum design

for the experimental calibration may be effectively

guided by these model relations.

In this Part I of the present work, we develop.

relatively simple mathematical models for the

photographic response of monolayer and thick and thin

emulsion films for the low-energy x-ray region of 100-

10,000 eV. Their validity is established by applying

them to the description of two examples of photographic

films, Kodak 101-07, a monolayer, and Kodak RAR 2497, an

emulsion-type system.

II. SIMPLE MODELS FOR THE PHOTOGRAPHIC
X-RAY RESPONSE

A. The Monolayer Model

In Fig. 1 is depicted a photographic film for which

the sensitive region is essentially a monolayer of dense-

ly packed AgBr grains of average film thickness, ti, and

with a packing density of Mo (AgBr grains per unit area).

- S- . . .
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MONOLAYER MODEL

e
0 I

AgBr

C.g

tl ///i/ GELATIN -..

PROBABILITY FOR PHOTON ABSORPTION
WITHIN AgBr GRAIN

I T[sino(I- exp(-.t 1 /sinG))j/M 0

Figure 1. Monolayer model for an effective film thickness,
t,, of ]10, densely packed, nearly spherical AgBr grains per
unit area, and of linear x-ray absorption coefficient equal
to P (for AgBr).

* '1,"S. . - - * S-I'

• . .. ' ,o o - ' . - . - - * . .,-..* - . . *. ... . .
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A scanning electron microscope photograph of this type of

film (Kodak 101-07) is shown in Fig. 2. As suggested by

this photograph, the grains may be considered as being

nearly spherical with a mean diameter of about one pm.

The probability that a AgBr grain will absorb a

photon under an exposing radiation intensity,

I (photons/m 2 ), of photon energy E(eV), and at an angle

of incidence, e, is simply the total number of photons

absorbed per unit area within the monolayer divided by

the number of grains per unit area, Mg, viz.,

IsinO(l - exp(-U] sin

K0

where Pi is the linear x-ray absorption coefficient of

AgBr (which parameter introduces the only dependence upon

photon energy, E). For the low-energy x-ray region of

interest here (100-10,000 eV), it may be assumed that the

absorption of a single photon is sufficient to render the

AgBr grain developable and therefore any additional

absorption events within that grain cannot contribute to

its effective exposure process.2 We may therefore write

the differential equation that determines the increase in

the number of grains per unit area, dM, that have been

rendered developable when the radiation intensity is

increased by an amount dI by equating dM to the number of

grains within the layer as yet not rendered developable,

viz., M0-M, multiplied by the probability of a photon

* being absorbed within a given grain for an increment of

g4:.
•. . ,.-....
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Figure 2. Scanning electron microscope photograph

of the Kodak 101-07 film showing nearly spherical
AgBr grains of about one micron average diameter.
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intensity, dl. Hence

sine(l exp(-VlsnO
sinO~ii-O

dM = (Mo - M)( e0 )dI. (1)

This may be immediately integrated to yield the number of

grains per unit area, M, rendered developable under a

total exposure of incident beam of intensity, I photons

per unit area at incident angle, e, obtaining

t,-V* I
M = Mo[1 - exp(-asinO(1 - e snO )1 )]. (2)

Here we have substituted for (M0) -1 in the argument of

the exponential an effective average cross sectional

area of the AgBr grain, a.

In the development process, the exposed grain is

reduced chemically to a cluster of silver usually of

somewhat increased cross sectional area which we shall

define here as S. This silver cluster strongly absorbs

and scatters the light beam in a densitometer measurement

of the exposed grain density.

In microdensitometry, as required for the quantita-

tive analysis of spectroscopic line images, a relatively

small angle cone of illuminating light is focussed and

transmitted at a small optically defined "slit" region

area of the film and the transmitted beam is received by

a nearly matched, small-angle acceptance aperture of an

objective lens, imaged at a fixed slit, and then

delivered to a photocell. We designate by io the photo-

*- • 5, < < , ", . .i

* ./ . . ,U ' ' . ' - ' - .
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cell current that is measured for the transmitted rays

that pass through an unexposed section of the film and by

i that for the same small angle light cone system passing

through a similar section of an exposed region of the

film having M silver cluster grains per unit area. We

may relate the fraction transmitted, x, (i.e., i/ia) to-

the grain density, M, using the fraction of the area that

is "blocked" by the silver grains, MS, obtaining

S=iliO 1 -MS. (3)

Rather than using the transmission, ., this measurement

is conventionally expressed using an alternative

variable, the optical density, D, which is defined as the

log-to-base-ten of the reciprocal of the transmission, T.

Thus

D = log10(/T) = -Iogio(1 - MS)

And
D = -logifl - MoS(l - exp[- osine(i - exp(- VltA))I])}. (4)

sine

For usual spectroscopic exposures on the monolayer

(0 films it is expected that the value of MS be small as

compared with unity and consequently Eq. (4) may be

simplified to obtain

D M 0S (I - exp{-csine[l - exp(-Iiti/sinO)]I)). (5)2.30 (

(In the density measurement defined here using illumina-

tion and objective lenses of small and nearly matched S

". -., • "
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numerical apertures, D is essentially specular density.

This optical density may be related to the smaller value,

diffuse density, that is measured when all of the forward

scattered light in the transmitted beam is included in

the measurement. The relationship between specular and

diffuse density will be discussed in Part II of this

work.)

An important implication of this analysis in

deriving Eq. (4) is that the monolayer film density, D,

is a function of the single variable, Oil where 01

introduces the total dependence upon the photon energy,

E, and upon the incidence angle, e, and is defined by

= sinO(I - expit)) (6)sin." (6

To test this universal model relationship for the

monolayer film we have plotted in Fig. 3 for Kodak 101-

07 film the specular densities (which have been measured

as described in Part II) for normal incidence exposures

and for eight photon energies in the 100-1500 eV region.

This plot is presented as density, D, versus the

universal variable (I - exp(-iiti))I. The value of the

effective layer thickness, ti, was chosen as that for

which the data fox- the entire range of photon

energies "best fit" a single "universal" curve. This

data for Kodak 101-07 film yielded the empirical value

for ti equal to two microns. An efficient, two-parameter

empirical equation, suggested by this model (see Eq. (5))

"-. - *_*_.__. , -:1 , . . .. . -_.,'. . i .-.- .. -
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3.0

MONOLAYER

1.0 "0

S0.1 ,sin&[I-exp(-p. j/sinG)j

.05-
0.1 1.0 10 20

/31 -- -

Figure 3. The universal plot of D vsO I for the Kodak 101-07 mono-
layer using D vs I calibration data as measured at 

eight photon A

energies in the 100-1500 eV region. The smooth curve is from fitting
the semi-empirical Eq. (7) derived here for the monolayer film. The
photon energy dependence is introduced by the scaling factor, i,

*
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has been chosen as

D = a1 [1 - exp(-bijI)I. (7)

For the Kodak 101-07 monolayer film, the constants a, and

b, have been determined by least squares fitting of this

D vs B11 data for photon energies in the 100-1500 eV

region to be 1.96 and .313 (pm)2 , respectively. This

empirically fit curve is also plotted in Fig. 3. In Fig.

4 a comparison of the measured data and of the semi-

empirical curve is presented for D vs log I for the Kodak

101-07 film at the photon energy of 277 eV. Also, as

will be described in Part II, the optical film density,

D, was measured with an essentially constant incident

intensity at a range of incidence angles, 0, of 5 to 90

degrees. In Fig. 5 is presented the optical density, D,

for a constant incident intensity, for two ranges of

exposure, along with that angular dependence as predicted

by the semi-empirical model relation using Eqs. (6) and

(7) for this monolayer film. (Note: in the relation for

density, D, given in Eq. (7), the intensity, I, should be

multiplied by a factor (1 - F(O)) to account for a reduc-

tion in exposure at the very small angles of incidence

(0 < 50). F(O) is the fraction of the incident radiation

0 intensity that is low-angle scattered and/or totally

reflected outward from the monolayer surface and there-

fore not allowed to be photoelectrically absorbed within

the AgBr grains.)
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2.0

101-070

1.0

0.1 1.0 10 100
I (PH OTO NSI//im2) --- o

Figure 4. Comparing the experimental D vs log I calibration data
for the Kodak 101-07 film at the C-Kx (277 eV) photon energy with -

the averaged, semi-empirical universal response predicted by Eq. (7).'.
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2.0

101-07

I.D 90= 1.39

1.0

D 0O.86

900

Figure 5. Comparing D vs e plots (at constant I and measured as
described in Part II) with those obtained from the universal
response function given by Eq. (7).
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The prediction accuracy of this simple mathematical

model relation, using empirically determined values of tj

and of ai and b, seems to be well within the experimental

errors associated with the D vs I measurements. Most of

this error is attributed to that of the measurement of

the absolute intensity, I (photons/m 2 ) and to a varia-

tion of the optical density with development conditions.

The effect of development is expressed here entirely

through the developed silver grain cluster cross section,

S (to which parameter the constant bi is proportional

according to Eq. (5)).

Finally, we may solve for the exposing intensity, I

(photons/Vm 2 ) in Eq. (7) to obtain

I = (1/b1 S1 )kn(a 1 /(aj-D)). (8)

Using the values of p1 (E) as calculated from the

4
absorption data for Ag and Br given by Henke et al., we

have plotted in Fig. 6 the intensity, I(photons/pn 2 ), as

a function of photon energy, E(eV), in the 100-10,000 eV

region for normal incidence exposures which result in

optical densities, D, equal to 0.5 and 1.0 for the Kodak

101-07 monolayer film. (The reciprocal of these inten-

sities for a given density value is conventionally

defined as the film sensitivity.) -
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10

101-07

CE D=1.0

4 z
0

0
"-
'-4

1.0 D=0.5.

0.Q0
100 10010,000

- E(eV)

Figure 6. The intensity, I (photons/pm
2 )

required to establish a specular density of
0.5 and of 1.0 in the Kodak 101-07 monolayer

4 film. These I vs E plots were derived using
the semi-empirical relation given in Eq. (8)
and illustrate the "flat", high sensitivity
response for the 100-1000 eV region and the
reduced sensitivity along with the absorption
edge structure (Br-L and Ag-L) in the 1000-
10,000 eV region.

4- - . .. -. _ .-- . ." . "
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B. Thick Emulsion. Model

We now consider the more complicated problem, that

of establishing an optical density relation for a thick

emulsion in which the photons are completely absorbed

within a heterogeneous system of AgBr grains imbedded in

gelatin. The total volume fraction, V. of the AgBr is

relatively small (typically < 20%). The thick emulsion

film will usually have a protective overcoat of thick-

ness, t, which we assume here to be gelatin-like. We S

consider (as for the monolayer film analysis above) the

AgBr grains to be approximately spherical with a cross

section equal to a and with an effective absorbing thick-

ness equal to d.

In Fig. 7 is depicted a monolayer section within

this emulsion, with low-density packing and with gelatin .

that is assumed to be only between the grains. The

probability that an incident photon will be absorbed

within an individual AgBr grain in this monolayer sec-

tion, at depth x within the emulsion, may be written as

Ifo(1 - e-Ild)ei-'x/sinOe - ot/sinO = yI

which is the product of the number of incident photons

per unit area, I; the AgBr grain cross section, a; the

probability of a photon which reaches the AgBr grain is

absorbed within that grain; the transmission fraction

through the emulsion of thickness, x; and the

(II
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-D

S -e

PROBABILITY FOR ABSORPTION WITHIN
AgBr GRAIN AT DEPTH, x

U I [I - exp(-p. 1d)] exp[(/40t +]

Figure 7. Emulsion film model for an overcoat of
thickness, t, and a heterogeneous emulsion consisting
of V volume fraction of AgBr-, spherical grains dis-
tributed within a (1-V) volume fraction of gelatin.
Noted here is the probability for photon absorption

* 'I.

o anAgBr gr in a AT sectio n

of avrage, effective aofgrto sphicalnriss dat

a depth x within the emulsion.
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transmission fraction through the overcoat of thickness,

t, for a beam at incidence angle, e. (pq and plare

the linear absorption coefficients of the gelatin and

AgBr, respectively, and uW is the heterogeneous linear

absorption coefficient for the emulsion.) Defining the

quantity in this probability expression within the brack-

ets as y, we may write the differential equation for the

additional number of grains rendered developable result-

* ing from an additional increment of incident exposure

intensity, dl (similarly as for Eq. (1) above) to be

dM = (Mo - M)YdI,

where again the quantity (M0-M) is the number of grains

not as yet rendered developable by at least one photon

*O absorption. Integrating, we obtain for the total

exposing intensity of I at 0-incidence with the film

surface the relation for the number of grains rendered

developable within the monolayer section at depth x

M = MO(l - e-YI) (9)

Upon development, the exposed grains are reduced to

silver clusters of average cross section equal to S. The

fraction, T, of a light beam that is transmitted through

this monolayer section can be written as described in

Sec. II-A as

n= 1 - = 1 - MOS[l - exp(-yl)]

= 1 -MoS(l e - Ie - 'xlsin0)

• t
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with -

-id -pot/sinG 10
(1 - )e- (10)

This is the transmission for a narrow cone system of

light through the nth monolayer section of thickness, d,

and at a depth, x, equal to nd.

We assume, as a first consideration, that the total

optical transmission for the thick emulsion may be given

by simply the product of the monolayer section trans-

missions. This assumption is valid only for relatively

small values of MS and d so that the probability for

"shadowing" (one grain blocking another in the light

beam) is negligible. Then the total transmission is

simply

T = = n [i - MoS(1 - e U~le- 'nd/sinO (11)

And since the optical density, D, is defined as

log0(1IT), we may then write for D

D = -log, a('(Tn)) = -(1/2.30) 1-exp(-uoIe - I/
1 1

(12)

With the assumption that MS is small, this expression for

D may then be approximated as simply

D (1/2.30)2M0 S(1 - exp(-oaIe - mnd/sin). (13)

It is useful here to re-express Eq. (13) as an integral,

allowing M 0 to be replaced by N 0dx with N 0 equal to the

,,••I- ~ ~ .. . . . • ".i
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number of AgBr grains per unit volume (and therefore

equal to M0/d), and nd to be replaced by x. We may then

write for the optical density

D = (112.30)/NoS[I - exp(-osIe-x l )]dx. (14)
0

This integral may be easily evaluated as a converging

series solution. It is considered here, however, that

the assumptions made in its derivation (low AgBr grain

density and exposures are too restrictive for many prac-

tical applications of photographic measurement. A more

detailed, (but more complicated) expression for the

transmission through a dense, heterogeneous system of

light absorbing silver grain clusters could be derived.

Nevertheless, for this more precise description, the

resuItin transmission, in an event, must also be a

function of the intrinsic exposed AgBr grain density, N,

at depth x and consequently of the variable

z = uOIe -u x s n

which determines the number of grains rendered develop-

able within a differential monolayer. section of the
*i

emulsion. Here 8 is defined in Eq. (10). With no

assumptions as to the details of the light absorption

process within the thick emulsion we may write a general
S

expression for the optical density as

D 0 /F W)dx, (15)

where F(z) is a function that may be determined

S+ .+ .
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empirically, for example, from D vs I data for photons of

such energy as to be completely absorbed within the given

emulsion's total thickness. F(z) has a constant,

"saturation" value for large z (at small penetration

depths with large exposure, I) (NOS/2.30 in Eq. (14)).

F(z) approaches zero value as z becomes small (for small

- 'exposure, I, and/or at large depth, x). Differentiating

* the variable z we have

dz = -(V'/sine)oIe-PIx/sinedx

- -(P'/sinO)zdx

and we may therefore rewrite Eq. (14) completely in the

dimensionless variable, z, as

D (s1./ E(P dz. (16)
0

We conclude, therefore, that the integral must simply be

a function of the integration limit oSI, and we may write

for D vs I the "universal" relation of the form

sine
D = (sin)-(8). (17)

We note that the factor (sinO/p') is a mean penetra-

tion depth in the x direction of the incident beam inside

the emulsion, and, for a given exposure, I, the function

(OI) yields the optical density, D, per unit mean

penetration depth.

Now for the very low-energy x-radiations of

0e
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particular interest here, this penetration depth will

approach effectively the thickness of the surface

monolayer section (see Fig. 7). For such a "surface"

exposure, the transmission factor exp(-U'x/sinO) is not

involved, and we consider the contribution to the

density, D, for this surface region to be an amount equal

to do (3I), where do will be an empirically determined

parameter that measures the effective surface monolayer

depth. We add this limiting surface layer contribution

to D in Eq. (17) to finally obtain for the optical

densit ° contributions for both "surface" and "volume"

generation of optical density

D +sin do) ($I). (18)

Eq. (18) may then be written as a function of the univer- 0

sal variables, aD and 0I, viz.,

1+'/sin )D aD = (BI) (19)(I + p'd0/sinO

(thus defining the universal variables that establish the

scaling for D and I as the photon energy and the angle of

incidence of the exposing radiation are varied.)

The heterogeneous absorption coefficient, I', may be

appreciably different from that which is calculated as ji
9I

for a homogeneous absorbing system with the same volume

fractions of AgBr and gelatin. We have derived an

expression for the linear heterogeneous absorption

coefficient in Appendix A, which may be written as

f: " ... .- ,- i :- - . <. ." -
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follows:

p' = Io - (1/d)Xn[1 - V(1 - e-(ljii-pa)d)]. (20)

For the same volume fraction, V, for AgBr, and hence (1 -

V) for the gelatin, the linear homogeneous absorption

coefficient, V, may be given by

W= (1- V)1o0 + Vul1 . (21)

It may be noted that this relation given for the hetero- 0

geneous linear coefficient in Eq. (20) does reduce to

this expression for the homogeneous coefficient, p, "for

small values of the grain size, d.

In Fig. 8 we have plotted for comparison the linear

absorption coefficients, Vz' and ), given in Eqs. (20) and

(21), for Kodak RAR 2497 film, assuming a value for d

equal to 0.3 pm.

In order to illustrate the accuracy of prediction of

a universal curve as defined by Eq. (19) and of the

associated description for the heterogeneous absorption

coefficient, given in Eq. (20) we have plotted in Fig. 9

the variables V'D/(l+j'do) and (1-e' d)e - °t using D

vs I data for the Kodak RAR 2497 film measured at 0 = 900

(and as described in Part I). These-data have been

measured at eight photon energies in the 100-1500 eV

region for which we can assume complete absorption within

this emulsion. The overcoat thickness, t, the mean grain

size, d, the volume fraction, V, and the surface layer

* 'I i . . . i , , - , ./ ,
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Figure S. Comparing the linear absorption coeffi- -
cient as calculated f'or the heterogeneous RAR 2497

• emulsion film syste r th an amorphous system of thesame volume fraction of AgBr. (See Appendix A.)

Note the appreciable difftrences in the low-energy
x-ray region.
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I.0 24971
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,3={l exp(-j 1ci)} exp(-tt/sinO)
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Figure 9. The universal plot of oD vs 01 for the Kodak RAR 2~497
*emulsion film using D vs I calibration data as measured at eight
t photon energies in the 100-1500 eV region. The smooth curve is

obtained by fitting to these points the semi-empirical Eq. (. 6)
derived here for the emulsion type film. The photon energy depen-

* dence is introduced through the scaling factors a and
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thickness, do, were chosen so as to yield a minimum.

variation from a universal curve for the entire photon

energy range (see Sec. III). The values so determined

for t, d, do and V were 0.3 pm, 0.3 Um, 0.6 pm and 0.1

respectively. Again we consider the departures from a

universal curve among these data points as plotted here

to be well within experimental error.

We have plotted also in Fig. 9 a semi-empirical

equation for the universal curve, the derivation for

which will now be described.

Early in the exposure process, the first layers that

are encountered within the emulsion may become saturated,

i.e., all of the AgBr grains within these layers are

rendered developable. And, as the exposure increases,

the depth, xs oi this saturation region increases. The

corresponding growth in optic.)l density is depicted in

Fig. 10 along with a plot of F(z), which function has

been defined in Eq. (15), where z = $1 exp (-V'x/sinS).

For sufficiently large values of z and, correspondingly,

for sufficiently small values of penetration depth, x,

and/or for large values of I, F(z) is equal to a constant

"saturation" value F .. For relatively low densities of

AgBr grains within the emulsion, this saturation value is

simply NoS/2.30, as suggested in Eq. (14) and F(z) may

then be interpreted as the optical absorption cross

section per unit volume of developed silver grain

clusters for an exposure that initiates saturation. For S

S

" :" : :' " -" " .. . . " . . . . . |
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FORMATION OF OPTICAL DENSITY

2497
Fz) F(z) s LIGHT SCATTERING

CROSS SECTION/UNIT VOLUME

0 az
- F(z) Fs(I- e)

I WHERE

z =UoP3 exp XsnO

Figure 10. Plotted here is the approximate function, F(z),
f6r the light scattering cross section per unit volume
associated with the developed silver grain clusters and
resulting from an intermediate exposure, I (calculated for
the RAR 2497 film). An exposure was chosen so as to render
all grains developable within the first half-thickness of the
emulsion. As the exposure, I, increases, this saturation
region increases in depth s, and according to this model,
this process accounts for the linear relationship between
D and log I after the onset of the saturation process.
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O small z, F(z) approaches zero value. We shall define by

z that value of z for which F(z) reaches its constant,

saturation value, defined here as FS, (within, say, a few

percent). The corresponding saturation depth, x., may

then be related to z by

zs  aO1exp(-p'xs/sinO) 0

and (22)

xs = (s-- -- n(Goj/z s ) .

We may now write Eq. (15) as follows:

x

ssD =IF(z)dx +,/F(z)dx

x a
xs

=Fsxs + sine/u' / F(z)/z dz
0

and by using Eq. (22), (16) and (17), we obtain

D (sin 0/ P1)[P8LaOI /zS)+ (Z5 )] (23)

* Including the parameter do in order to account for the

surface layer exposure (as has been described for Eq.

(18)), we may rewrite Eq. (23) as

D -r + do)(F InaBI + constant). (24)

We therefore predict that after an initial exposure that

will initiate the onset of saturation in the first 0

layers, the optical density, D, should vary linearly with

the logarithm of the exposure, I. This is indeed what is

usually observed as is illustrated, for example, in the D

" o



124

vs log I plot for the Kodak RAR 2497 film presented in

Fig. 11.

Eq. (24) may be written as a universal, semi-

empirical equation of the form

I'/sinD
1 + U'do/sinO)D = aD = atn(bOI). (25)

However, for exposure, I, below that which may in-

duce saturation, it is expected that D be. directly

proportional to I. This may be deduced, for example, by

integrating Eq. (14) after expanding the exponential for

small values of its argument (oaIexp(-V'x/sinO)) obtaining

D ( sin . 30 N0 I for small I.D .- '- 2.30

In order to require that our model relation for the

optical density, D, does increase initially as I in the

"toe" region of the D vs I response, we make a simple

addition to the argument of the logarithmic term in Eq.

(25) to obtain finally the semi-empirical relation for D

vs I as

aD afn(l + boI). (26)

For the RAR 2497 film, the constants a and b have been

determined by least square fitting of the aD vs 01 data

as plotted in Fig. 9, yielding the values of 0.414 Um- and

0.454 in2, respectively. This least squares fit function

.4 has been plotted as the universal curve in Fig. 9 and it

has been applied to yield the D vs log I curve presented

*....... ...... .... ' '
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'Figure 11. Comparing the D vs log I calibration data for the RAR
2497 film at the O-KcL (525 eV) photon energy with the averaged
auniversal response function given by the semi-empirical Eq. (26).
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in Fig. 11, as an example, at the particular photon

energy of 525 eV.

C. THIN EMULSION MODEL

For the thick emulsion model described above it was

assumed that all of the incident photons were absorbed in

the overcoating and emulsion layers. For the thin emul-

sion model it is required that the predicted contribution

to the optical density for emulsion depths greater than

the value, T (the actual emulsion thickness) be subtrac-

ted from the density, D, as predicted for the thick

emulsion as given by Eq. (18).

For the thin emulsion case, therefore, we rewrite

Eq. (16) (after including the surface exposure correction

parameter, do) as follows:

sino F(z)
D , + do),j dz

yielding, for emulsion thickness, T, a predicted

universal relation

aI F(z)dz =(BI) -(aIePT/sin8 (27)

ale -'T/sinO

And, correspondingly, we may rewrite Eq. (26) for the

thin emulsion case as

1 + bBI
aD a kn (- 'Tin' (28)1 +bSe ' T i n "

Dp

.:::: . : " "." :- -. .. :" - :: " :" ". " : - .:" " "" ": ." " : - - :- . :
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Note: It has been assumed here that the universal func-

tion (and its semi-empirical description given in Eq.

(28) defined through the parameters a and b) are

established using calibration data for which the emulsion

is "thick", i.e., for photons that are completely

absorbed within the emulsion.

The photographic response function presented in Eq.

(28) is applicable in the photon energy region for which

the primary assumption made in its derivation obtains,

viz., that each AgBr grain will be rendered developable

by a single photon absorption within the grain. It has

been thus assumed that the effective cross section for

photon excitation, o, is constant, i.e., independent of

the photon ertergy. For photons of energy above about ten

keV it is expected that the photoelectrons that are

generated within the emulsion in the vicinity of a given

AgBr grain may have sufficient range to contribute, along

with the direct photon absorption, to the excitation

cross section of that AgBr grain. The effective cross

V section, a, may then be energy dependent at the higher

photon energies, requiring that the relatively simple
2

analysis presented here be modified for E > 10 keV.

In Fig. 12 we have applied Eq. (28) to predict, for _S

this 100 to 10,000 eV region, the number of photons/Um2

required to yield optical, specular densities of 0.5 and

1.0 for normal incidence upon the RAR 2497 film.

In many practical spectrographic measurements, the

' " - *.•
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Figure 12. The intensity I (photons/im2) required to establish a
specular density of 0.5 and of 1.0 in the RAR 2497 emulsion film.
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* 2.0

2497 '

0600 900

Figure 13. Comparing experimentally measured D vs 6 plots (measured
..as described in Part II for constant incident intensity, 1, and

* energy Al-K x(1487 eV)) with those predicted by the semi-empirical,
universal response function given in Eq. (28) for the RAR 2497 film.
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x-ray intensity is not incident at- 9 0 0 upon the film.

Nevertheless, the density-exposure-photon energy charac-

terizations presented in Figs. 11 and 12 can be presented

for angles of incidence other than 900 through the 0-

dependence of Eq. (28). The optical density, D, has been

.rmeasured (as described in Part II) for 0 values in the 50

to 900 range for essentially constant incident intensity,

I, and for several photon energies. As is suggested in

Fig. 13, the 0-dependence as predicted by Eq. (28) for a

photon energy equal to 1487 eV is demonstrated to be well

within the limits of the experimental errors for the BAR

6 " 2497 film.

II. SUMMARY AND APPLICATION

In this section we stummarize the results of the

foregoing analysis of the low-energy x-ray response of

photographic films. These are expressed as semi-

empirical equations which relate the specular optical

*density, D, the incident intensity, I(photon/in 2), the

6 an~gle of incidence, 0, and the photon energy, E(eV)

(through the linear absorption coefficients, Vo for

gelatin, 'i, for AgBr and V1 for the heterogeneous emul-

sion mixture.)

A. The Monolayer - Defined as a densely packed

layer of Ag[r grainsi of effective thickness, t,.
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D = al{l - exp(-b 1 ,RI)}

or

1 = l/(bi )In( )

In which

$1 = sine{1 - exp(-pjtj/sin0)}

(a, varies approximately as S/d2 and b, as d2 ).

B. The Thick Emulsion - Defined as completely

absorbing with an effective AgBr grain thickness, d, AgBr

volume fraction, V, and with a gelatin-like overcoat of

thickness, t.

aD = atn(l + b3l)

or

(/b){exp(oD/a)-1) .

In which

0 = {1 - exp(-pjd)} exp(-o 0t/sinO)

a = .'/(sinO + p'd0 )

where

p= po - (i/d)Xn[1 - V(1 - exp[-(pi - po)d])}

and do is an effective emulsion surface layer thickness

(a varies approximately Is S/d 3 and b as d 2 ).

C. Thin Emulsion - Defined as for the thick emul-

sion case for the lower energy photons but modified to

account for the incomplete absorption of higher energy

photons within a finite emulsion thickness, T.

_,a . .. , , - - " _ ; . - -. . , ,, , _,
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aD = akn l+b3I, .-, l1+bOI exp( - ' T/sin0 )

or
exp(aD/a)-1

01 = (1/b) 1 -exp(-p'T/sing)exp(aD/a)

In order to efficiently apply photographic materials

as absolute x-ray detectors, it is very helpful to have

at least approximate information about the film's

physical and chemical structure, particularly the volume

fraction, V, the emulsion thickness, T, the overcoat

thickness, t, and the constituency of the overcoating

material if it is not gelatin. Ideally, these parameters

would be supplied by the film manufacturers. Unfortu-

nately, at this time, these data were not shared with the

user. Many of the larger laboratories do have the

facilities to measure directly these parameters, but it

would seem important to avoid such an expenditure of

additional time and effort.

Alternatively, if these film characteristics are not

available from the manufacturer or by independent analyt-

ical means, their effective values may be determined

4 through more extensive calibration measurements of D vs I ]

at additional photon energies. This has been the

approach adopted in this work.

For the monolayer film this procedure is not so

difficult. A minimum of two photon energies is required

for which D vs I data are chosen so that the absorption

wiLhin AgBr is appreciably different. Because it is

4
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predicted that D is a function of-- the single, universal

variable, aI, the ratio of the I values for the two

photon energies that yield the same D values is a con-

stant and equal to the corresponding ratio of the '

values. The average value for this ratio, r, may then be

applied to determine the effective AgBr monolayer

thickness, ti. Thus

r I- expE-ii 1(E')tj
1 - exp[-p11(E")tL]

in which E' and E'' are the two photon energies for which

the two D vs I curves are measured. This expression may

be solved numerically for the value of ti. With this I
parameter determined, the universal curve, D = ¢(8,1) is

established and a least squares fit to this curve, based

upon D vs I data at th, different photon energies, may

then be applied to deteratine the parameters, a, and bl.

These define the semi-empirical equation given above

which relates I(photons/pn 2) to the values of D, 0, and

photon energy, E. This equation allows a very straight-

forward microcomputer analysis of the densitometer

data to yield an absolute spectrum in I.

In order to similarly characterize an overcoated,

thick emulsion film, at least three D vs I sets of data

are required at appreciably different photon energies for

which complete absorption within the film is obtained. -

(0 This is because two parameters, d and t are required to

define ; and V and do also need to be determined to

4(D S _

.j
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define the scaling factor, a.

Finally, for the thin emulsion type film of thick-

ness, T, this parameter must be determined using at least

one more D vs I data set at a higher photon energy of a

radiation that is appreciably transmitted through the

emulsion.

We have found that by using a small computer-plotter

system, a graphical, iterative determination of the film

structure parameters was usually rapid and efficient with

an accuracy commensurate with that of the experimental

calibration data. Log-Log plots of aD vs 0I were gen-

erated in order 1) to obtain values of t and d that

establish a set a B-values for a series of photon

energies that translate the corresponding aD vs BI

curves along the log I axis to form a parallel set, and

2) to vary do and V parameters to establish the values of a

for the different photon energies in order that the set

of parallel curves be then reduced to a single universal

curve by so shifting then along the logcD axis. Examples

of such universal curves for the monolayer film, _

Kodak 101-07 and the thick emulsion film, Kodak RAR 2497

film were presented in Figs. 3 and 9. These curves were

then least-square fit to yield the complete semi-

empirical equations, as based upon the normal incidence D

vs I data which yield the parameters a and b that define

the complete 0-dependent semi-empirical relations des-

cribed above.

I . ." """ " , :
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In Part II of this work, the calibration and charac-

terization of five films considerea to be appropriate for

absolute low-energy x-ray spectroscopic analysis is des-

cribed. These calibrations will be shown to be well

described by the semi-empirical equations that have been

developed here.
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APPENDIX A--Linear Absorption Coefficient,p,.

for Heterogeneous Materials

In our analysis for the number of AgBr grains that

are rendered developable at emulsion depth, x (derivation

for Eq. (9)), it was necessary to introduce a trans-

mission factor, exp(-p'x/sin0), in which p' is the effec-

tive linear absorption coefficient for the heterogeneous

system of finite size AgBr grains imbedded within a

gelatin matrix. For AgBr grain sizes that are small as

compared with reciprocal linear absorption

. **
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coefficient of AgBr, the heterogeneous coefficient will

approach the homogeneous absorption coefficient, i, as

given by

= (1 - V)P 0 + Vj , (Al)

where ua and Ui are the linear absorption coefficients

for gelatin and for AgBr, respectively, and V is the

volume fraction for the AgBr component.

In Fig. 14 we present an SEM photo of the cross

section of the SB-392 film (described in Part 11)

which illustrates the heterogeneity of.the photographic

emulsions.

In order to determine p', we shall again assume that

it is sufficiently accurate to model this heterogeneous

system as a system of s layers of thickness, d, equal to

the effective grain size, with the grains ordered com-

pletely within each layer (absorbing as equivalent

aligned cubes). This geometry is depicted in Fig. 15.

We define the x-ray transmission factor, T, for the

heterogeneous absorber (an averaged value for a large

number of incident photons) as follows:

s
T = T n = exp(-p'x), (A2)

where n is the number of AgBr grain encounters for a

given photon passing through the s layers ranging from

zero to s, as possible values (for n); pn is the proba-n
bility of having n encounters and In is the associated

*'
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Figure 15. Model for the calculation of the
transmission of photons through a thickness,
x, of heterogeneous emulsions which consist
of s monolayer sections of thickness equal
to an effective grain absorption thickness,
d, and with a fraction, V, of AgBr grains
and of (1-V) of gelatin.
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transmission factor for a photon passing through nd

thickness of AgBr, multiplied by that for passing through

(s - n)d thickness of gelatin. We shall write expressions

for Pn and Tn for the first few values of n in order to

establish the general expression for Ep n. (Note: the -

area fraction occupied by the AgBr grains within this

single layer is the-same as the volume fraction, V; arnd

therefore the probability for encountering one or no AgBr

* grains for a single photon passing through this layer is

V or (1-V), respectively.)

Po =(-V)
s

T o  -- e-Pox .

n =1:

p1 = s(I-V) S-IV

0- pI d i -p o (x -d ) e - - A g d-
Te e e

where Ali (iI-lIo)

n 2:

P2 = s(s-l)/2 (l-V)S- 2 (V)2

2 e-2tpde - 10 ( x - 2 d) = e-Pxe- 2 Ajd

Si

(S S
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n 3: -

P --s(s-1)(s-2)/3! (1-V) s-3 V)

T e-3plde-)jo(x-3d) = e-IOXe-3Ajd

It is evident therefore that

.,S! - n

Ton= (s-n)In!I1 - V) V (A3)

and

= UO e- -n&pd (A4)

and that
s

T -p ox  S! s-n v-Apd n
e_ nt(l - V) (Ve (A5)

0

Recalling that the Binomial Equation may be written as

s
(A s S! )S= As-n n

(A + B) (s-n)!n! A a(A6)
0

we note that

S!S s-n Vn 1A7
Pn (s-n)In! ( I - V)-(V) = 1

0 0

and that

= e-POX[i - V(1 - e-Apd)]s = e - 'x. (A8)

Finally, we may solve Eq. (A8) for P' and letting
s = x/d, we obtain

i' = P- (I/d)£n(1-V(1 - e-Ald)). (A9)

• .,. , . - . . - .-. , . . ,, . - .- . . . . , .- -, , : . . !
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This result is essentially the same expression for the

heterogeneous absorption coefficient as has been applied

2 3.by Brown et al.2 and by Toor in their photographic film

models.

In Fig. 8, we have for the RAR 2497 film compared

the homogeneous linear absorption coefficient, '5, and

this heterogeneous-linear absorption coefficient, ii', for

photon energies in the 100 to 10,000 eV region (using the

4
atomic absorption data recently reported by Henke et al.4).
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ABSTRACT

Optical density vs exposure data have been obtained

at nine photon energies in the 100-2000 eV x-ray region

for five spectroscopic films (Kodak's 101-07, SB-392, RAR

2492, 2495 and 2497). These data were determined opera-

I " tionally by a direct comparison of the peak absolute

intensities of spectral J.ines measured with a calibrated

proportional counter and the microdensitometer tracings

of the corresponding photographically recorded spectral

lines. Film resolution limits were deduced from an

analysis of contact microradiograms of linear zone plates

constructed of gold bars. The relationship between the

specular densities as measured here and the diffuse

% . ° . °' . . % ,. i . i~ i '.-," % ,
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densities have been experimentally determined for the

five films. Finally, experiment surements of the

optical density vs the angle c -nce of exposing

radiation of constant intensitj obtained. These

data, relating density to the x intensity, its photon

energy and angle of incidence are shown to be fit very

satisfactorily in the 100-10,000 eV region by the semi-

empirical mathematical model relations which have been

derived in Part I of this work.

, 0]
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I.INTRODUCTION

In the work that is described here, we have

characterized photographic films for absolute

spectrographic analysis in particularly the low-energy

x-ray photon energy region of 100-2000 eV. Five films'

have been calibrated which were chosen as being

appropriate for low-energy x-ray spectroscopy because of

4 their proven quality, vacuum compatibility and range of

sensitivity/resolution. These are Kodak's films, 101-07,

SB-392, and RAR films 2492, 2495 and 2497. The first

four are currently available. The RAR 2497 film is no

longer manufactured but has been included here because of

its past and present very extensive application at thej

National Laboratories. The 2497 film (and its predeces-

sor, RAft 2490) have very similar characteristics as those

of the newer RAR 2492 and 2495. A very comprehensive

4 study of the lIAR 2490 film has been~ reported by Benjamin

et al. An early work on the calibration of the 101 type

film for the low-energy x-ray region has been presented

2r by Koppel who has recently also reported some calibrations

for the RAft 2492 and SB-5 film (which is the sheet film version

Vof the 35 mim, SB-392 film that is characterized here)-.

(We would like also to refer the

reader to another excellent report by Dozier et al. 4 on

film calibration for the higher photon energies than

those particularly addressed here.) In Fig. 1 we present
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a comparison of the sensitivity vs photon energy curves

for the 101, SB-392 and RAR films as determined by the

work described here. .0

In the following Sec. If, we describe a method for

the absolute sensitometric calibration of x-ray

spectroscopic films and present graphs and tables for

density vs normal-incidence exposure data at nine photon

energies for the five film types. Also presented

here are semi-empirical equations derived from the o

mathematical models developed in Part I of this work which

introduce generally the dependence upon photon energy and

upon the angle of incidence of the exposing x-radiation.

In Sec. III, we present a relatively simple definition

and method of measurement for spectroscopic film

resolution and sugg sL resolit ion limits for the film 0

types studied. In Sec. IV, we discuss the effect of

batch-to-batch variation of film characteristics,

concluding that each new batch should be calibrated at a

few normalizing points for precise, absolute

spectrometry. We present comparisons of our film

calibrations with those reported from other laboratories

for similar film types. In Appendix A is presented data

which relates the specular densities, as required for

spectroscopic film calibration (and as measured directly

in this work) to diffuse density values that may be

alternatively applied in comparing ours to other film

(0 .0.., .+ . / +"' : " " :"
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*Figure 1. Comparison of the sensitivities of the five
investigated spectroscopic films for the 100-10,000 eV
photon energy region. Sensitivity is defined here as
the reciprocal of the exposure, I (photons/ pM2 ) that is
required to establish a specular density of 0.5. These
curves have been developed i~n this work.
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.0.

characterizations. In Appendix B..the film processing

procedures that have been followed are described.

Finally, in Appendix C are presented tables for the five A

films of density vs exposure data calculated at regularly

fine-spaced intervals in photon energy.

II. SENSITOMETRIC CALIBRATION OF
X-RAY SPECTROSCOPIC FILMS

For quantitative low-energy x-ray spectroscopy, an

accurate relationship must be established between the

microdensity values (within slit widths of 20-100 Um)

and the corresponding exposures (in units presented here

as photons/pm 2 ) and the photon energy. Generally this

requires microdensitometer measurements using numerical

apertures for the objective und the illumination lenses

of about 0.1-0.25 values. For such densitometry, effec-

tively all of the absorbed and scattered light is

subtracted from the incident light beam to define the

resulting transmitted beam. The measured ratio of the

transmitted to incident light, T, then yields essentially

the specular optical density value, D, which is defined

by the relation

D = logi(l/T) . (1)

If all of the light that is scattered in the forward

direction is included in the measurement of the

transmitted beam, the corresponding diffuse optical

density that is calculated using Eq. (1) is a somewhat

* 0 : . . -..
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ELLIPTICALLY CURVED ANALYZING CRYSTAL

• *1J

- R0

GRAZING INCIDENCE TOTAL-REFLECTION MIRROR,
FLAT OR CYLINDRICAL-FOCUSSING

(HIGH.-ENERGY CUT-OFF)
DETECTION CIRCLE

(PHOTOGRAPHIC FILM)
SMALL APERTURE LIMITING OF DIFFUSE

RADIATION BACKGROUND, WITH THIN-WINDOW FILTER
(LOW-ENERGY CUT-OFF)

V *1
*W

Figure 2. The elliptical analyzer spectrograph that has been used to
generate a normal-incidence line spectra in the 100-10,000 eV x-ray
region. (An x-ray line source and the scatter aperture are located at
the respective focal points for an elliptically curved cylindrical crys-
tal analyzer.) A spectrum is recorded on a film located along the
detection circle. A corresponding absolute intensity spectrum is
measured by translating a flow-proportional counter along the same
circle. The specular density on a photographically recorded peak is
related to the absolute intensity (photons/pm 2) and are measured
using matched microdensitometer and proportional counter slits of widths
that are small as compared with the spectral line width. (For the
measurements described here the mirror monochromator was not required.)

Ii
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smaller value. Often the diffuse densities are reported

in the literature that characterizes a particular photo-

graphic material. For the five films studied here, the -

relationship between specular and diffuse densities have

been experimentally determined and are presented in "]

Appendix A. It should be emphasized, however, that it is 0

specular density that is directly measured in most

analyses of photographically recorded spectra.

An "operational" method has been developed for the

specular microdensity calibration of spectroscopic films

which is based upon a direct comparison of the photo-
0

graphically recorded spectrum to the corresponding

measured absolutely calibrated (photons/sec-.m 2) spec-

trum. As illustrated in Fig. 2, this is accomplished by A
establishing along a normal incidence detection circle a

Bragg reflected spectrum by means of an elliptically

curved, cylindrical crystal. A small slit x-ray source

and a scatter aperture are located at respective focal

points for the given elliptical analyzer profile. A

detailed description of this elliptical analyzer spectro-

graph, including that of the crystals and multilayers

employed for establishing the normal-incidence detection

of spectra in the 100-10,000 eV region, has been recently
5

presented in another report. Also described there are

the procedures by which the absolute spectral intensities

are obtained using a calibrated, flow proportional

counter that is scanned along the detection circle (using

o0
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a goniom-ter with its axis through the focal point at the

scatter aperture). The flow proportional counter is

"pressure tuned" and calibrated for absolute photon

counting by a method which has also been described

previously.6  Peak intensities and corresponding micro-

densities are measured with matched microdensitometer and

proportional counter slit systems, with slit widths that

are set to be small as compared with the instrumental

spectral line widths (-100 Vm). Peak intensities and

microdensities are compared on spectral lines that

are recorded at a series of exposure times under constant

and known x-ray spectral line intensities.

Characteristic x-radiations at nine photon energies

in the 100-2000 eV region were obtained using demountable

x-ray tube anodes6 which provided broad

source, large-angle illumination of the source slit. The

anodes were of pure metals except for the graphited and

anodized aluminum anodes which provided the character-

istic C-Ka (277 eV) and the O-Ka (525 eV) radiations.

* The other characteristic photon energies were Be-Ka

(109 eV), Mo-Me (193 eV), Cr-La (573 eV), Fe-La (705 eV),

Cu-La (930 eV), Al-K (1487 eV) and Mo-La (2293 eV).

Appropriate filters and x-ray tube anode voltages were

selected to minimize any high-order Bragg reflected line

or continuum background that might be associated with

the measured spectral lines. An analysis of the propor-

tional counter pulse-height spectrum was applied to

J1, . - . . - o . . -- - -
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establish that any background remaining at a given spec-

tral line was first-order diffracted and essentially of

the same photon energy as that of the line itself. For

this reason, peak intensities and microdensities did not

require correction for extraneous x-ray background and

were considered totally characteristic of the given spec-

tral line photon energy.

The measurement procedure was as follows: The

absolute photons/sec-pm counting rates on the spectral

lines were set by adjusting the x-ray tube power to yield

line intensities of the order of several thousand counts

per second. The source was then monitored for constancy

by moving the counter to the direction of zero -angle,

stopping the beam down in this position by means

of a fine slit at the counter window to yield approx- 0

imately the same counting rate levels as those for the

reflected lines. A film cassette was then moved into

place with the film to be exposed along the same detec-

tion circle and a multiple exposure series was made using

a spooled film transport controlled through a flexible

cable and magnetic coupled feedthrough to outside the

vacuum chamber. After each exposure, the diffracted line

intensities were measured again, and, if necessary, a

small drift correction for this intensity was made. Ten

or more density vs exposure points were taken at each of

the nine photon energies for each film. (It was found

necessary to spray a thin film of static charge

" g " " . - "



152

eliminating solution upon the back surface of the 101-07

film which has no overcoat protection in order to

eliminate the static discharge background exposure asso-

ciated with transporting this type of film in vacuum.)

Manufacturer-recommended film processing procedures were

followed and these are described in Appendix B.

Repeated microdensitometer measurements were made

using instruments with 0.1 numerical apertures for both

the illumination and the transmission beam cones. One

set was measured at the University of Hawaii on a micro-

densitometer with a 100 Pm slit (Boller & Chivens

Microphotometer, Model 14213). Other sets were

measured at the Sandia National Laboratories,

Albuquerqae, and at the Lawrence Livermore National

Laboratory using a 30 pm slit and integrating to the same

total slit size as that of the first measurements. (The

instruments used for these measurements were the Photo-

metric Data Systems Model 1010 Microdensitometer.) We

found no significant differences among these independent

measurements of film densities.

These data were computer-plotted as log D vs log I, D

vs I and D vs log I. Examples of these initial plots for

the five films exposed to O-Ka (525 eV) are shown in

Figs. 3 through 7. The onset region, plotted as D vs I,

must allow a linear extrapolation to the origin and this

constitutes a check on the background subtraction that

yielded these net densities from the measured gross

*ii . S, - • i b ~ .•:i. i, . -, . •--i i :i
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Figure 3. The measured D vs I data were obtained for the five
films at nine photon energies and were computer-plotted as illus-

t trated here for the 101-07 film at the 0-Kct(5:,5 eV) photon energy
The smooth curves have been generated by the universal, semi-

e empirical equation developed in this work for thlis particular film.
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Figure 7. For the RAR-2495 film and as described for Figure 3.
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densities. The correction to net densities involved

cancelling from the measured transmission the transmission

of an unexposed portion of film in order that the

resulting transmission, T, be the result of only the

effect of the exposed and developed grain density as

defined by Eq. (1). (Also plotted in Figs. 3 through

7 are the semi-empirical model curves obtained as

described below.)*,

In Tables 1 through 5, we present for the five

films the averaged density vs normal incidence exposure

data for the nine photon energies in the 100-2000 eV

region. (Also presented in Tables 10-14 in Appendix C

at regularly spaced energy intervals in the extended 100-

10,000 eV region.) Listed on these tables are letters

referring to the characteristic abosorption edge energies

given in Table 6 f or the silver bromide and for the carbon,

nitrogen and oxygen connitituents of the gelatin in the

photographic emulsion. At these photon energies,

significant discontinuities may occur in the film sensitivity

vs photon energy curve. As may be noted in Fig. 1, the C,

N and 0 edges are not in evidence for the 101 type film

which consists of essentially a monolayer of silver

bromide grains with no absorbing overcoat of gelatin ( as

is present for the emulsion film types).

The significant systematic errors occurring in these

calibrations were usually in the determination of the

absolute photon intensities. Such errors were discovered

be comparing plots of I vs E at constant density, D, for

the five films. If calibration errors



159

C4
3
*f. C-4 -0 vOm -e43- ' aar * %W3

e .4- 1 34 Co. 3 l

-o C) CD CS 3 0 Co Co co %a -' Cg C a 10 m cac a C3

3 . ; .3...a * 1.3z0 ;9

en 34 Cl a .4 a- -3301 , S 0 3

a aM a- in I &Mi eSnI% P , b 4 2C lCI

on cl I.O. a -1 a 0ts c 93 1

oec I v - C4 T C5

.4 avba3. a-9u114usab3Op a a
a * a .t a a 2 co, = g ~ 0 a C3

a a I I00 a -a C 0 . C00 3
. o I : a am 1- ao1

co c o ca Do co C ,-*.C,1 0e !"
%0 10 aD 14 10a4~ aas-m30w C V;C 04(Z .A 3

a~~C 1 Va 00 33 . 3.........

Z C4o aD Gooo -C .a' 0' 0%m
:- w.......... al Cot :

a0 co .4 a 0 a a 3 c'4 Ma .4 4 0 a

0- 34 c'j.3c a4 c0~'a'4 an 0%4 en a 1 P3.4.

C; C a * C Co 0 a 3s ao atI m CO -%

3 1 S0 l D

a7 r, 0% a

C>1 0C)( Cl C)~~( 0* n C> 0 0t.2~ 3

0h a- .4v.. 1 6 .4 4 -V .-4.- a a.I

3 c, '. 3

I3) 3 Q~ 3( 430340 0.43>.3

0 14-. 34 .4..44. a4 a: m C04 a C331430r('IO -

0, C- r, N e an S
j Cp 37 a , 33 3 Co 3o C

0 1 4 -9 C-4 %n inP ,
I ~ ~~~ 1 3 '0 33 01. 4

3~~~t 300 3 0300



--. .c -.. W .

160 1-
1 4 -0Ch 1 -

8=-0 -V 8-0) 7- " 4.4c Ln PC IT- 71 I 84 COIW

4 4 1 N ~ 9 0 - 0 I V 44 9 Cr 9 , -4 i *

C.. a O8 CD C'48r SO Q 94 )00 c.~8 3-

1.1-a8. A048.4 I 1.4 w 8 8

W,%1. a 1 : a in. P. o8 8 8eaWfg >I a

*4 GoN' an 84 r4

en~~ P-00 6q P-0 C4 .4-44. 0. 0P
a as a a0 4 a* a 4D C3C $

-4 r!r 8 A- -WW 8 O10 -r 1 3

a4. . C-4 -1 .

to 0%1 -:" TC .:

-. 0 1 1. *n r...0O aN -l a8 N 8 4 Go Ina%4 8 48 3
8 1. 4 " an 4 1 14V . C4 -4 in rC4q aI Ca I. CI~ .

8~- 88 co *8

I 18 3 1 =. 10 as .1 > Q a a
to8.. a7 -W I 4 1 %3 4.. ko CD . b 404. 8. - l 4 m4. 4 8.4

Cr 000 r 8 I0 ON 000 G3 14 80 00 -q C4 w £f00

p4~ ~ ~~ 8 ,-9~' -f r-4 C3 CDV.f S4 p. k l&@85.
C* C a C C ... 3 .8 . . : < 4 *.4 8 .811 30C D

kn .49% M C13 V)4U4"44 I 4 C)4II088?.8~ .

*~t C! Iliaas a
1 4 r-. 1 8.4 8 .4.4.4 54 %0 *o I' ~ 3 8.4 3I. 4 %f%

C3 : 00 0 00008 C$ 0 0 0 1- 8 000~

..4 508: 8.34-.I .2 4 I@.. r .14'
I 8 0.V. 8 1 0 0%4 -8- a .4 8n 8444. r% I ('co'4

Ca : en CO -a 0M ~a

a5 3- 88 8o I 1 8 88 C2 Q 8C ~ 0 4 4 z C

4.-I 4.4 8 3 83 9.4- 1 8.4 I .- '4-8 50 .t C. I44 8 -3.4,4

%*0 &M *r a4 m-~- 80 390 1 '30.-. 8401 1 % 0

-4IdC 4 CD * l C3, 4b 3) 3 .4 3 C- . CI . 8 . I

88 84r qIIf I hn 88e C 4 n I I enIi4nr 49-

8 l Cl 84 Cl) C8 88 3b 8 - p O
1 ,8.4 C> .) CD C -. o) al C )400 1 C3 Cli40 C3 Is a8
000 a 0 I O co 1 P-& -4 %m-8 C4 8. 8% - -,8

22 0 : >;C

W I-.4 a C-4 t.440 I0 1. 4.40 1 80 8 4 0 8
p- I0 0 I 0 0 0 1 I~ a0 0 0300 08

us 3 8 33 . 8 8



161

in ci In a

q- -a 7 cr.7 gn f- 0 l m- ao V%

4 S 0~er -a 1 '0 - I '0n1)a
- l 0I ... l .a.Q. .CDP

S ~ - en0- 4= rla J- .4 a%

CD- a . a a3

ae ii en1 41C a a 3

aeC). 10 Co cc me= C .C

r4 6.44C. 1 0 8.4 1.4D bin

:~~~ ~ P1T. 6- I 4a.4,n4
0'c au me a- coc cc

00 1 Sb I I
I4 -4i' 4D S t C 3 ~ ~au0 a 0)C4 L

6- II C - 7%11u aoa0CO -3 mD1a0ONnn

- a 1)). L a 1 pi 0 a bnC4I ta
%n am a ari

* C C'.4- C) 1.4 cI .4.-. a C.

9 14 U.a .3 C 1C

*n PC4- In 3 C l P CD C) C30 I bj

1 y %I in I a c l D I-

a ?i-40 a W 10 .-. ac a C

a. c c a) Cc 10 CDc I 0

94 C14 va a -6n U-~e~ Oe'-4

aa rII p I fs CV) CDC SC

a am 4 a4 a4 n G

194.4014 16.4000 f10-

O 1 0 1 C4 0c~o ooCIa0
al r. a CC-

zf a ...% en r, n .l n.. r

w co 4ON r c4b in or a%

-4 P0 4 0- I 4n r, 3r 0 UIA



162

were made, the corresponding I-point would be system-

atically off an average I vs E plot for all five films.

(All films were measured at the same zalibrated line

intensities.) After correcting for these systematic

errors, the residual statistical errors in the D vs I

data were averaged out by least squares fitting of the D

vs I data to polynomials of the form

logD = A + BlogI + C(logl) 2

The averaged density data were then plotted as

"ouniversal" curves (for an appropriate range of photon

energies) by a procedure which has been developed in Part

I of this work. These curves, along with the definitions

of the appropriate scali.ng factors that account for the

dependence upon photon energy, E, are presented in Figs.

9 through 12. For the determination of these scaling

factors, 01, a and a, (defined in Figs. 8 through 12) the

linear absorption coefficients,po for gelatin, Pi for

AgBr, and p' for the heterogeneous emulsion, absorption

data were calculated using data recently compiled by
7

Henke et al. The heterogeneous absorption coefficient

has been derived in Part I to be

V =o -- (1/d) M{U - V(1 - exp[- (ViL - po)d])) . (2)

This reduces to the linear absorption coefficient for a

homogeneous system for which AgBr grain size, d,

approaches a small value, viz.,
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3.0
101-07

MONOLAYER

1.0

.1.
D0

050

0.1 1.0 10 20

Figure 8. Universal plot, D vs 11 for the 101-07 film in which
the scaling factor, a,, noted here, introduces th., entire photon
energy dependence. D--I data were used as measured at eight photon
energies in the 100-1500 eV region. The smooth curve was obtained

* using the universal, semi-empir-ical. Eq. (4).
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Figure 9. The universal plot for the SB-392 films, using D-I data
measured at eight photon energies in the 100-1500 eV region and the
energy-dependent scaling factors noted here, a and $. The smooth

*. curve is a least squares fit of the semi-empirical Eq. (5).
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3.0
2497

EMULSION
* 1.0

• a a = sin8+j.'do '" "

II0.1

U. /3= { - exP(-/1t1d)} exp(-t~ot/sinG)

.01 e1 0

1.1 .0 10 100
I(PHOTONS/p.m )."

Figure 10. Universal plot for the RAR 2497 film and as described
for Figure 9.

* 0.
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Figure 11. Universal plot for the RAR 2492 film and as described
for Figure 9.
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3.0
2495

EMULSION
1.0

,aD Sf6/d-

~ If-exp(-/i 1d)} exp(-totsine)

.01,
2fil(PlOTONS/prn) -

Figure 12. Universal plotl. for the RAR 2495 film and as described
for Figure 9.
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= (I - V)Pa + VPi. (3)

A comparison of j' and V for the heterogeneous and

homogeneous models of the RAR 2492 film is presented in

Fig. 13.

The film structure parameters, the grain size, d, the

effective surface layer thicknesses, do and ti, and the

AgBr volume fractions, V, that appear in the scaling

factors a, B, anda1 were determined as described in Part I!I
of this work. by an iterative computer plotting technique in the

generation of the universal curves.

As a test of the validity of the semi-empirical

model equations that were derived in Part I, these were

fit to the universal plots of Figs. 8 through 12, and

presented therein as the smooth curves. For the mono-

layer type film (Kodak 101-07) the model equation is

D = a[l -- exp(-bla1 I)] (4)

And for the thick emulsion film, the model equation is

aD = akn (I + bSI). (5)

(Note: To apply this relation, as for Figs. 9 through

12, only D vs I data for photon energies below 1500 eV

were used for which it could be assumed that the photons

were essentially absorbed within the emulsion.)

In establishing these least-squares fits, the

parameters a,, b1 , a and b were determined. In Table 7

* • .
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10

2492

\,,., \ V= 0.1
, \ \%', ,"d =  ,0 ...-m

1.0
I- t

0.1"zOL

---- HOMOGENEOUS

HETEROGENEOUS

.01
100 10,000

Figure 13. Comparing the heterogeneous linear

absorption coefficient for the RAR 2492 film with
the linear absorption coefficient for an amorphous

* system of the same volume fraction of AgBr. Note
the appreciable difference in the low-energy x-
ray region.
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these parameters along with the empirical film structure

parameters are presented for the five films that have

been characterized in this study.

Finally, the semi-empirical equation that has been -

derived in Part I for thin emulsions (of thicknesses, T,

such that not all of the incident photons are
I

absorbed within the emulsion) becomes

aD = a~~n 1 + b8I (6]-
oLD aln 1 + b8Iexp(-p'T/sin0) (6)

The fitting described above was on the D vs I data

that were directly measured for normal incidence

intensities (for 6 in the above equations set to

900.) Because for many spectroscopic applications the

incident intensities on the photographic films are not

at 900 ,the e-dependence that has been included in these

semi-empirical equations is essential. In order to test

the accuracy of this predicted 0-dependence, we have

measured, for a given photon energy, the D vs I data at a

series of incidence angles. The method of measurement is

illustrated in Fig. 14. A small line source of

monochromatic radiation was generated by placing a thin

wire (source of characteristic fluorescent line radia-

tion) near the window of a demountable x-ray excitation
source. The characteristic line radiation from this wire

source was isolated by using an excitation radiation of

energy only slightly higher than that excited and with

- p

*.. : -. ., ... . -' I. . ,
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TABLE 7. Empirical Universal Equation Parameters

FILM t(um) d(um) do (um) V T(um) P(M-1) b(um)

2497 0.3 0.3 0.6 0.1 7.0 .414 .454

2492 0.3 0.3 0.6 0.1 7.0 .527 .372

2495 0.3 0.3 0.6 0.2 7.0 .528 .926

SB-392 1.C 1.0 1.5 0.2 10.0 .285 1.41

t,( Gm) a bt (m2]

101-07 2.0 1.957 .3128'

Ii*" S

.*" " 0.

*" T " . . " ,01 T " . 1 ] " i - ' -. - . T T - 2- 2 1 - i l . . - ,, - : i , I L . " - " '

. ..* . 0 L , ' ,m b t ,. ' . t,,-,e k b -- .. wl. : I " " " " - " . ; " " " " " " " " - -
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R.

FILM

M I CRODENSITOMETER
D_ .TRACING

D-r -

Figure 14. Experimental wIethod for the detenmination of the
effect of the angle of incidence, o,upon exposure. The film,

wrapped around a one-inch cylinder, is exposed by a filtered,
flourescent line radiation source. The source is a thin wire

placed near the window of an x-ray tube of effective excita-

tion photon energy just sufficient to excite the desired char-
acteristic flourescent line from the wire source.

0

F........... ..
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appropriate filtering. It exposes, a film which is

wrapped under tension around a cylinder as shown. The

variable angle of incidence, e, is related to the

distance ro as measured along the developed film density

pattern by the relation

O = tan-1 coso + r/R (7)

And the intensity, I, at a given position along the film

is given by

(R - r) 2

1 1(906 )  + r 2 2Rrcos" (8)

The normal intensity, 1(90 ° ), is determined from the

value of the optical density, D, as measured at the

center of the densitometer tracing, using the normal

incide(nce D vs I calibration curves. With these

relations, D vs 0 plots may be generated for constant I

and for a given photon energy. Stich plots were presented

in Part I of this work for the 101-07 and RAR 2497 films.

Presented here in Fig. 15 is a D vs 0 plot for the Kodak

RAR 2492 film at the photon energy of AI-Ka (1487 eV).

On all of these plots we have also presented the D vs 8

curves for constant incident intensity, I, as predicted

by the- semi-empirical relations given above. It may be

noted that the agreement between the experimental data

and the predictions of the model relations is very

satisfactory.
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2.0

2492

, .

10

0 300 600 900

Figure 15. Comparing the D vs e data (measured as illustrated
in Figure 14) for constant incident intensity, I, and energy
Al-K a(1487 eV)) with that predicted by the universal, semi-
empirical relation, Eq. (6) for the RAR 2492 film.
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III. DETERMINATION OF SPECTROSCOPIC
FILM RESOLUTION LIMITS

For the calibrations described above, the

proportional counter and microdensitometer slits were set

equal to 100 pm and were small as compared with the

spectral line widths generated by the low-energy x-ray

spectrograph. (In a few instances, the x-ray source

slit was broadened in order to ensure that the spectral

line widths did satisfy this criterion.) It was then

assumed that measured peak densities were precisely re-

lated to the corresponding absolute peak intensities

through these D vs I calibrations for not only the

measured lines but also for any that are broader. It is

also important to know for how narrow the line ape/or for

how closely spaced adjacent. lines may be before the

effect of line spreading within the emulsion prevents an

* accurate determination of peak intensity when using the D

vs I calibrations that have been presented here.

A simple test has been applied for the spectroscopic

film resolution limits which is based upon an analysis of

contact microradiograms that are made using a linear zone

plate of gold bars to simulate an appropriate range of

spectral line widths and spacings. The spacings between

bars varied according to the Fresnel relation for the

position of the bar .odges of' the zone plate that was

, ... S .. : ., ~m ,wma elr |m -ai
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x - 1O0rn
These microstructures were provided for this work by

8
Ceglio et al. and were constructed by photolithographic

techniques similar to those currently used in the micro-

electronics industry for the generation of integrated

circuitry. A final electroplating procedure was applied

to produce relatively thick gold bar microstructures.

The gold bar structures, of about 8 pm thickness, are

essentially opaque to the low-energy x-rays that were

used to generate the contact iricroradiograms. The

spacings and openings between the bars, xj-x,, and x100-

x~g, for the original 100-line zone plate mask were

about 40 and 5 Vm, respectively. After the final gold

plating, the openings were accurately measured and were

somewhat narrower (3-38 pm ran_,e). In Fig. 16 is shown a

photowicrograph of a :small section of the 2 x 4 mm zone-

plate structure. In Fig. 17 is shown a microdensitometer

tracing upon a contact microradiogram of this linear zone

plate on RAR 2497 film with an exposure from a filtered

flourescent source of Mg-Ka (1254 eV) radiation excited

by Al-Kt (1487 eV) anode radiation. A microdensitometer

slit width of 2 pm ws used. It may be noted that as the

openings in the zone plate became narrower, the peak

densities decrease and the densities within the regions

obstructed by the gold bars increase a8 a result of the
line spreading. The difference between these densities,

D max-Dmin' should be a constant for line widths above a

defined spectroscopic film resolution limit and equal to

*" '
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-w

3.0
RAR 2497

2.5 
FILM

2.0
Mg-Ka(254eV) 3 TO 38/.m

EXPOSURE 1.5 11254jfVjI GOLD BAR SPACINGS

11 115j I

0

0 2 4 6 a 10

Figure 17. Densitometer tracing (with a 2
p~m microdensitometer slit) upon a contact
microradiogram of the linear zone plate
using a uniform exposure of Mig-K a(1254 eV)
filteredflourescent radiation of small
effective source size on the RAH 2497 film.
The onset of the reduction of the peak den-
sities as the slit widths decrease indi-
cates the spectroscopic film resolution limit.

-4
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the net density as determined by the exposure, I, from

the D vs I calibration. In Figs. 18, 19 and 20 we pre-

sent plots of the Dmax-Dmin values vs line width for 0

contact microradiograms on the three film types, RAR

2497, 101-07 and SB-392. These have indicated spectro-

scopic film resolution limits of approximately 5, 10 and

15 Um, respectively at a density of about 1.5. Although

this "operational" criterion for spectroscopic resolution

is not precise, it does establish that all of the films

that have been chosen here for low-energy x-ray spectros-

copy can be applied to determine the absolute intensity

distributions of typical spectral lines as generated by

Bragg spectrographs in the 100-2000 eV region (widths > 20 pm).

IV. ACCURACY OF FILM CALIBRATIONS: CONCLUSIONS

Absolute x-ray spectrometry demands an accurate

knowledge of the D vs I relation continuously with photon

energy in order to translate a microdensitometer record

of a spectrum into an absolute intensity distribution vs

photon energy. In order to minimize the considerable

amount of effort that is usually involved in the

experimental calibration of spectroscopic films for the

low-energy x-ray region, the approach that has been

adopted here is to apply semi-empirical model equations

which introduce the effect of the photon energy through

6 the accurately known energy dependence of the x-ray
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Figure 18. Plots of net microdensity values, D -D i vs zone
plate -slit w.idth, t, for two contact microradiogram Axposures on
the RAR 2497 film as that described in Figure 17. The indicated
spectroscopic film resolution limit was about 5 Um.
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Figure 19. Plots of Dm -D vs zone plate slit width, t, for twomax rain
contact microradiogram exposures on the 101-07 film as that described
in Figure 17. The indicated spectroscopic film resolution limit is
about 10 lro.
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Figure 20. Plot of D ax-D vs zone plate width, t, for a contact
microradiogram exposure on Ue SB-392 film as that described in

* Figure 17. The indicated spectroscopic film resolution limit was
about 15 Inm.
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absorption coefficients that characterize the film response.

If the manufacturer would make available the approximate

values for the required model parameters such as the

average grain size, emulsion and overcoat thicknesses and

volume fraction of the AgBr, the semi-emiprical method

that has been presented in this work would require the

measurement of D vs I at only a few photon energies.

Unfortunately these data were not available and it was

necessary to Lakr these measurements at an extended

number of photon energies. Nevertheless, it has been

demonstrated in this work that: 1) universal plots that

fully account for the photon energy dependence can be

established, and 2) that these can be precisely fitted by

relttively simple, semi-empirical equations involving

only two adjustable paramet(;rs (ar, b, or a,b). In Figs.

3-7, examples of experimental D vs I data are presented

along with that predicted by the universal semi-empirical

equations which indicate the typical accuracy of the

present calibrations.

In Part I of this work it was noted that these

parameters have the following, approximate theoretical 5

dependence upon the film structure parameters:

For the monolayer film--

a 1 - M0 S - S/d 2  b- - d 2

For the emulsion-type f.ilm--

a - N0 S V(S/d 3 ) b d' 4'

S
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4

(Here Mo is the number of monolayer AgBr grains per unit

area and No is the number of AgBr grains per unit volume

in the emulsion. V is the volume fraction of AgBr in the -0

emulsion. S is an effective light absorption cross sec-

tion of the developed silver grain clusters and d is an

effective average diameter of the AgBr grain.) The

implication of these approximate proportionalities are:

1) the only effect of the development process upon the

sensitometric response is through the parameter a, or a

by the growth of the cross section S; and 2) the effect

of grain size, d, is most sensitively reflected in the

values of a,, b, and a, b.

In a batch-to-batch variation of film parameters, we

would expect that the volume fraction V to be reasonably

constant, but that the effective grain size could

significantly vary. A small such variation may only

slightly affect the values of the scaling factors (si, a
QS

and 8) but could cause relatively large changes in the

empirical parameters a,, bl, or a, b. It is therefore

suggested here that for precise film calibration the

following procedure be followed:

1) For a given film type the scaling factors be

established as has been dr'.cribed in this work.

2) Then, for each new batch of film, a minimum set of D

vs I data be obtained which permits, with the pre-

established scaling factors, the generation of the

universal plots of oLD vs 8I (or D vs B1I for the monolayer).
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3) Finally, a least-squares fitting of this universal

plot then yields a new pair of fitting parameters, al,

bl, or a, b, which establish the universal, semi-

empirical equations, D = f(I,E,6) for the monolayer and

the emulsion types of films. To assist in the above

r. procedure for the description of the five films that have S

been characterized here, we have presented in Appendix C

tables at regularly spaced intervals in photon energy, po

for gelatin, V, for AgBr; the scaling factors, 01, a and

0; and the universal functions relating D, I and E (for

the particular film batches studied in this work).

Finally we would like to compare our film

calibrations with those obtained independently upon

similar photographic materials as reported from other

laboratories.

The Kodak 101-01 film has been calibrated for the

100-1000 eV x-ray region using three

characteristic line series from copper, iron and graphite

targets which were excited by proton beam bombardment

using the ion accelerator (IONAC) at the Lawrence

Livermore National Laboratory 9and flow proportionai

counter detectors. In Fig. 21 we present these experimental data,

for each photon energy, as the number of photons required

to establish a specular density of 0.5, 0.7 and 0.9.

These densities corresponded to the reported diffuse

densities of .35, .50 and .65 which were determined using the

diffuse-to-specular density calibration curves presented
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Figure 21. Comparing the intensities required to establish specular
densities of 0.5, 0.7 and 0.9 as measured independently upon the
similar film types 101-01 and 101-07 for the 100-1000 eV photon energy
region.
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Figure 22. Comparing the intensities required to establish a specular
density of 0.9 as measured independently upon the similar film types

RAR 2490 and RAR 2495 for the 100-10,000 eV photon energy region.
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in Appendix A. Along with thest"experimental points are

our semi-empirical predicted curves (smooth) for the

Kodak 101-07 film which was studied in this work. The

principal difference between these film systems is that

the 101-07 film is upon a 4 mil ESTAR base and the 101-01

film is upon a 5 mil acetate base.

The Kodak RAR 2490 film has been calibrated using

filtered fluorescent x-radiations excited in a low-energy

x-ray calibration facility at the Los Alamos National

Laboratory. Averaged data was reported for the 100-

10,000 eV region for the exposure required to establish a

diffuse density of 0.5. This corresponds to our specular

density value of 0.9 as determined for a similar type

eiaulsion, the Kodak RAi 2495. In Fig. 22 we present

these data along with our semi--empirical equation

prediction for the RAIA 2495 film. Although an absolute

comparison is not possible here because two film types
'0

are involved, it should be noted that the model-prediction

photon energy dependence for E > 2000 eV for such similar

systems seems to be satisfactorily verified.
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APPENDIX A: Specular Density vs Diffuse
Density Calibrations

The density measured and referred to in the body

of this work has been "specular density," Ds . Many

laboratories use "diffuse density", D and this

appendix presents data to allow translation from one type

of density to the other. The data presented here are in

the form of plots of the ratio Ds/Dd vs Dd . (Figures Al-

AlO). Similar types of plots have been presented by

10others for different types of films and there have been

some theoretical and empirical treatments of the problem

of relating specular to diffuse densities for different

11types of films The data presented here are directed

specifically to the five types of films used and

processed as described in Appendix B. The processing is

important because of the dependence of these type of

plots upon the light scattering cross section, S, as

* discussed above.12 The specular density data were taken 5

* Sj
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Figure Al. Specular den sity measured with matched 0.1 numerical
apertures.
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Z2.2 SB-392 FILM
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Cu-La 929.7 eV
4 x O-Ka 524.9 eV
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* Figure A2. Specular density measured with matched 0.1 numerical
apertures.
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42.

2.2 RAR 2497 FILM
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*Cu-La 929.7 eV
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Figure A3. Specular density measured with matched 0.1 numerical
apertures.
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Figure A4. Specular density measured with matched 0.1 numerical -
apertures.
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2.4 I

2.2 RAR 2495 FILM
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Figure A5. Specular density measured with matched 0.1 numerical
apertures.
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.0 .5 1.0 .1.5
Dd

Figure A6. Specular denstiy measured with matched 0.25 numerical
apertures.
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2.4 a g I a
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.4
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.0 .5 1.0 1.5

Dd

Figure A7. Specular density measured with matched 0.26 numerical
apertures.
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2.4 I

2.2 RAR 2497 F1ILM EXPOSED TO P-1I LIGHT
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.4
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Figure A8. Specular density mieasured with matched 0.25 numerical
apertures.
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2.2 RAR 2492 FILM EXPOSED TO P-I1 LIGHT
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Figure A9. Specular density measured with matched 0.25 numerical
apertures.



199
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Figure A10. Specular density measured with matched 0.25 numerical
apertures.
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at two different matched numerical apertures (NA) for the

optical system of the densitometer. One of these was the

standard NA of 0.1. These data were used in Figures Al-A5

which give the Ds /Dd vs Dd plots for each of the five

films used. In addition, in order to accomodate very

fine spectral lines which necessitate increasing the

optical apertures, data were also taken at the matched

NA's of 0.25. These NA = 0.25 data are shown in Figures

A6-A1O for the five films used.

The densities were measured using the following set-

ups:

1) Specular density, D.: A Photometric Data

Systems Model 1010 microdensitometer system

equipped with Hamamatsu R213 end-on photo-

multiplier and operating with matched

objective and "illumination" optical systems

at a NA of 0.1 was used. Readings were

taken at NA = 0.25 also. The effective

objective aperture, (i.e., scanned sample

dimensions,) for NA = 0.1 was 0.286 mm X

4.416 mm and 0.400 mm X 4.41.6 mm for NA

0.25. A mean Ds density was determined for

this sample area.

2) Diffuse density, Dd (totally diffuse visual

density type V 1-b, in conformance with ANSI

Standard pH 2.19): A Westrex RA-.iOO-I{

6]

I
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Integrating Sphere Diffuse Densitometer with

a reading aperture of 0.356 mm X 4.420 mm

was used.

The x-ray films measurements were on the same

exposures used to obtain the film calibration curves. :

Film density samples from exposure to P-li simulated

phosphor light source were also measured. The curves in

the plots are those fitted to the P-il data and the x-ray .
exposure data are plotted as points for NA = 0.1. The

plots for NA =0.25 portray P-li simulated phosphor data
13

only. As this and other studies have shown, however,

these plots tend to be independent of the energy of the

exposing soft x-rays and similar to those for P-li light.

APPENDIX B: Film Handling and
Development Procedures

* Kodak RAR 2492, 2495, and 2497 Films. These three films .

were handled and developed in the same manner with the

exception that RAR 2495 required a Kodak Safelight Filter

No. 2 while the RAR 2492 and 2497 could be handled with

either a No. 1 or 2 filter. The exposed film was

processed as follows in a developing tank at 68 + 10F:

1. Presoak: 2 minutes in distilled water. (This2

presoaking was done for all five films used

* in this study because of the varying times
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during which the films were kept in

vacuum.)

2. Development: 6 minutes in Kodak Developer D-19

with constant agitation.

3. Rinse: 30 seconds in Kodak SB-5 Indicator Stop

Bath with constant agitation.

4. Fixing: 5 minutes in Kodak Rapid Fixer with

constant agitation.

5. Wash: 10 minutes minimum in running water, then

30 seconds in Kodak Photo-Flo 200

Solution.

6. Drying: At room temperature in still air.

Kodak SB-392 (or SB-5): The Kodak B-392 or SB-5 film,

the difference between the two being merely their format,

was handled under Kodak Safelight Filter No. 1. Special

care was taken not to bend the film too sharply since

that resulted in many minute cracks in the film. The

processing of this film was as follows at 68 + 1F in a

developing tank:

1. Presoak: 2 minutes in distilled water.

2. Development: 5 minutes in Kodak Liquid X-ray

Developer or Kodak GBX Developer with con-

stant agitation.

3. Rinse: 30 seconds in Kodak SB-5 Indicator Stop

Bath with constant agitation.

4. Fixing: 2 minutes in Kodak Rapid Fixer with

I]
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constant agitation.

5. Wash: 30 minutes in running water, then 30I

seconds in Photo-Flo 200 Solution.

6. Drying: At room temperature in still air.

Kodak Special Film Type 101-07: Great care was tak~en in

the handling of this film since the emulsion lacks a

protective overcoat of gelatin and is very easily marred.

It was handled using Kodak Safelight Filter No. 1. It

-was found necessary to lightly spray the back-side of the

film with a commercially available brand of "static guard"

just prior to loading the film into the camera in order

to prevent dark streaks on the developed film due to

static electricity. The processing of this film at 68 +

10 F follows:

1. Presoak: 2 minutes in distilled water..

2. Development: 4 minutes in Kodak D-19 Developer

diluted 1:1 with distilled water and con-

stantly agitated.

3. Rinse: 30 seconds in Kodak SB-5 Indicator Stop

Bath with constant agitation.e

4. Fixing: 2 minutes in Kodak Rapid Fixer with

constant agitation.

5. Wash: 7 or more minutes in running water

followed by 30 seconds in Kodak Photo-Flo

200 Solution.

6. Drying: At room temperature in still air.

* 10



L APPENDIX C
Presented here in Table 9 are the energy-dependent scaling

factors, $1, a and 0 which have been applied to generate

the universal photographic response functions for the five

* films studied in this work. (In Table 8 we have listed

the calculated values for the linear absorption coeffi-

cients for gelatin, (p) and for AgBr (VI), which were

used in the generation of the scaling factors.) With these

factors, the universal plots that have been presented in

Figs.8 through 13 were obtained. These plots were then

least-squares fitted to our semi-empirical model equations

to obtain the relatively sensitive pair-parameters a1 ,*b1

or a,b in order to establish the "best average" character-

izations (over photon energies in the 100-2000 eV region)

for the investigated monolayer and emulsion type films

(These parameters are listed above in Table 7.) The

"averaged" characterizations have also been presented earlier

in Tables 1 through 5 as exposure, I vs density, D at the

* nine characteristic photon energies which have been used

K for the D vs I calibrations. Presented here in Tables 10-

14 are the averaged film response characteristics predicted

* by the semi-empirical relations for the extended photon

energy region of 100-10,000 eV as calculated at regularly

1 6 spaced intervals in energy for the five films.

* As has beeni discussed in Sec. 1V, the data presentedg

here can be directly applied along with additional cali-

* bration data upon new batches of these films to obtain

corrected values of the fitting parameters a,, b1 , or a~b.
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TABLE 8

LIN.EAR AB..OQB.EIMU COEFFICIENTS

pig(Gelatin) For p a 1.40 gm/cm s

VI(AgBr) For p - 6.47 gm/cm-

9 (eV) me (MiaM) us (Mm'1) I CA)

A-------------------------- ---------------
75 1.01 01 4.63 01 165.19
100 5.65 00 2.11 01 123.89
125 3.45 00 1.22 01 99.11
150 2.30 00 1.48 01 82.59
175 1.61 00 1.46 01 70.79
200 1.17 00 1.47 01 61.95
225 8.83-01 1.37 01 55.06
250 6.82-01 1.29 01 49.56
275 5.40-01 1.21 01 45.05

------------------------------------------
300 3.34 00 1.09 01 41.30
325 2.74 00 9.88 00 38.12
350 2.28 00 9.00 00 35.40
375 1.92 00 8.26 00 33.04

c-------------------------------------------- C
425 1.87 00 9.10 00 29.15
450 1.64 00 1.07 01 27.53
475 1.44 00 1.06 01 26.08
500 1.27 00 1.02 01 24.78

D-------------------------------------- ----- D
550 2.00 00 9.42 00 22.53
600 1.61 00 8.60 00 20.65
650 1.32 00 7.84 00 19.06
700 1.09 00 7.19 00 17.70
750 9.17-01 6.23 00 16.52
800 7.74-01 5.43 00 15.49
850 6.59-01 4.76 00 14.58
900 5.68-01 4.23 00 13.77
950 4.93-01 3.76 00 13.04
1000 4.29-01 3.36 00 12.39
1050 3.76-01 3.01 00 11.80
1100 3.32-01 2.71 00 11.26
1150 2.94-01 2.44 00 10.77
1200 2.62-01 2.22 00 20.32
1250 2.34-01 2.02 00 9.91
1300 2.10-01 1.84 00 9.53
1350 1.89-01 1.69 00 9.18
3400 1.71-01 1.55 00 8.85
1450 1.55-01 1.43 00 8.54
1500 1.41-01 1.33 00 8.26

------------------------------ - -----------
1800 8.44-02 1.87 00 6.88

(f 1900 7.24-02 1.69 00 6.52
2000 6.25-02 1.49 00 6.19
2100 5.28-02 1.32 00 5.90
2200 4.62-02 1.18 00 5.63
2300 4.06-02 1.05 00 5.39
2400 3.59-02 9.46-01 5.16
2500 3.19-02 8.53-01 4.96
2600 2.85-02 7.72-01 4.77
2700 2.55-02 7.01-01 4.59
2800 2.29-02 6.39-01 4.42
2900 2.07-02 5.84-01 4.27
3000 1.87-02 5.35-01 4.13
3100 1.70-02 4.92-01 4.00 I
3200 1.55-02 4.53-01 3.87
3300 1.41-02 4.18-01 3.75

--------------------------------------- T
4000 7.94-03 6.36-01 3.10
5000 4.01-03 3.60-01 2.48
6000 2.28-03 2.23-01 2.06
7000 1.41-03 1.47-01 1.77
1000 9.27-04 1.02-01 1.55
9000 6.38-04 7.43-02 1.38

10000 4.55-04 5.56-02 1.24

.o o.o .o, ,,
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TABLE 9

2"it 2492 , 2497 2495 S•-39Z 101-07

_E~eY) 3 a 8 a S

A£ e------------------------------------- ------------ - ------ A
75 1.44 00 4.76-02 1.43 00 4.76-02 6.26-01 3.91-05 1.000

100 1.3000 1.83-01 1.32 00 1.83-01 5.99-01 3.51-03 1.000
125 1.16 00 3.46-01 1.19 00 3.46-01 1.64-01 3.16.02 1.000
150 1.02 00 4.96-01 1.07 00 6.96-01 3.27-01 1.00-01 1.000
175 8.99-01 6.10-01 9.72-01 6.10-01 4.89-01 2.00-01 1.000
200 7.94-01 6.95-01 '8.88-01 6.95-01 4.51-01 2.10-01 1.000
225 7.06-01 7.35-01 8.19-01 7.35-01 4.16-01 4.14-01 1.000
250 6.34-01 7.99-01 7.62-01 7.98-01 3.84-01 5.05-01 1.000
273 5.76-01 8.28-01 7.17-01 8.28-01 3.56-01 5.33-01 1.000

----------------------------------------------------e- -- - -
300 1.14 00 3.53-01 1.18 00 3.53-01 3.62-01 3.34-02 1.000
325 1.08 00 4.17-01 1.12 00 4.17-01 5.441 6.45-02 1.000
350 1.01 00 4.70-01 1.06 00 4.70-01 5.26-01 1.02-01 1.000
375 9.52-01 5.14-01 1.01 00 3.14-01 5.09-01 1.46-01 1.000

c --------- ---------------------------------------------------- ------------- c
425 9.44-01 5.34-01 1.00 00 5.34-01 5.03-01 1.54-01 1.000
430 9.03-01 5.87-01 9.72-01 5.87-01 4.91-01 1.94"1 1.000
475 8.58-01 6.22-01 9.36-01 6.22-01 4.76-01 2.26-01 1.000
S00 8.15-01 6.51-01 9.00-01 6.51-01 4.61-01 2.81-01 1.000
----------------------------------------------------------------------------
550 9.69-01 5.16-01 1.02 00 5.16-01 5.13-01 1.35-01 1.000
600 8.91-01 5.70-01 9.58-01 5.70-01 4.89-01 2.00-01 1.000
650 8.20-01 6.10-01 8.97-01 6.10-01 4.65-01 2.68-01 1.000
700 7.57-01 6.37-01 8.43-01 6.37-01 4.43-01 3.35-01 1.000
750 6.95-01 6.42-01 7.88-01 6.42-01 4.21-01 3.99-01 1.000
t 3oo 6.38-01 6.37-01 7.36-01 6.37-01 3.99-01 4.59-01 1.000
$50 5.86-01 6.25-01 6.87-01 6.25-01 3.79-01 5.13-01 1.000
900 5.40-01 6.06-01 6.42-01 6.06-01 3.60-01 5.58-01 1.000
950 4.97-01 5.64-01 6.00-01 5.64-01 3.43-01 5.97-01 0.999

3000 4.57-01 5.59-01 5.60-01 5.59-01 3.26-02 6.29-01 0.999
1050 4.21-01 5.31-01 3.23-01 3.31-01 3.11-01 6.53-01 0.998
1100 3.88-01 5.03-01 4.86-01 5.03-Cl 2.96-01 6.70-01 0.996
120 3.58-01 4.76-01 4.55-01 4.76-01 2.82-01 6.21-01 0.992
1200 3.31-01 4.49-01 4.25-01 4.49-01 2.69-01 6.86-01 0.988
1250 3.06-01 4.23-01 3.98-01 4.23-01 2.56-01 6.86-01 0.982
1300 2.84-01 3.99-01 3.72-01 3.99-01 2.44-01 6.82-01 0.975
1350 2.63-01 3.76-01 3.48-01 3.76-01 2.33-01 6.73-01 0.966
1400 2.4/-01 3.54-01 3.26-01 3.54-01 2.22-01 6.65-01 0.955
1450 2.27-01 3.34-01 3.06-01 3.34-01 2.12-01 6.52-01 0.943
1500 2.12-01 3.15-01 2.87-01 3.15-01 2.02-01 6.38-0! 0.929

it------------------------------------------------------ ---------------- ------
1300 1.98-01 4.18-01 3.04-01 4.18-01 1.90-01 7.77-01 0.976
1900 2.81-01 3.89-01 2.82-01 3.69-01 1.80-01 7.58-01 0.966
2000 1.63-01 3.!4-01 2.56-01 3.54-01 1.70-01 7.28-01 0.949
2100 1.46-01 3.22-01 2.33-01 3.21-01 1.59-0: 6.96-01 0.929
2200 1.32-01 2.93-01 2.13-01 2.93-01 1.49-01 6.61-01 0.903
2300 1.20-01 2.68-01 1.94-01 2.68-01 1.40-01 6.25-01 0.878
2400 1.09-01 2.44-01 1.78-01 2.44-01 1.31-01 5.90-01 0.849
2500 9.92-02 2.24-01 1.63-01 2.24-01 1.23-01 3.56-01 0.818
2600 9.06-02 2.05-01 1.50-01 2.05-01 1.15-01 5.23-01 0.786
2700 8.29-02 1.88-01 1.38-01 1.88-01 1.08-01 4.91-01 0.754
2800 7.60-02 1.73-01 1.27-01 1.73-01 1.01-01 4.61-01 0.721
2900 6.98-02 1.60-01 1.17-01 1.60-01 9.49-02 4.33-01 0.689
3000 6.43-02 1.47-01 1.08-01 1.47-01 8.91-02 4.07-01 0.657
3100 5.93-02 1.36-01 1.00-01 1.36-01 8.36-02 3.82-Cl 0.626
3200 5.49-02 1.26-01 9.30-02 1.26-01 7.85-02 3.59-01 0.596
3300 5.00-02 1.17-01 8.64-02 1.17-01 7.38-02 3.37-01 0.567

- ------------ ------------------------------------------------------- - -----------------
4000 6.32-02 1.73-01 1.16-01 1.73-01 9.13-02 4.67-01 0.720
5000 3.71-02 1.02-01 6.92-02 1.02-01 5.98-02 3.01-01 0.513
6000 2.33-02 6.45-02 4.40-02 6,.45-02 4.01-02 1.99-01 0.359
7000 1.56-02 4.32-02 2.95-02 4.32-02 2.77-02 1.37-01 0.255
3000 1.09-02 3.03-02 2.07-02 3.03-02 1.98-02 9.73-02 0.185
9000 7.89-03 2.20-02 1.51-02 2.20-02 1.M-02 7.15-02 0.138
10000 5.91-03 1.65-02 .1.13-02 1.65-02 1.11-02 5.41-02 0.105
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TABLE 10
1t01-07 F1LH--LXPOSL'RC£.1Z(phoeonshu')

-a
V1 LT OESrTY.D UNT? ERUCT.t(eY) ..

(SPECULAi-.1,0.1 w'A) SAZ.ZN)T.A -

,6ev) 0.2 0.4 0.4 0.6 1.0 1.2 1.4 1.6 1.8 SEA)

A ------------------------ - -A-----------------------
i5 0.34 0.73 1.17 1.65 2.29 3.04 4.02 5.44 6.07 165.31

150 0.34 0.73 1.17 1.65 2.29 3.04 4.02 5.44 1.07 82.65 a
225 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 6.07 35.10
300 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 41.33
375 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 33.06

C ---------------------------------------------------------------------------------------- c
473 0.34 0.73 1.17 1.68 2.29 3.0.4 4.02 3.44 6.07 26.10
800 0.34 0.73 1.17 1.6 2.29 3.04 4.02 5.44 8.07 20.64
730 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 3.07 16.33
900 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 13.18
930 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 13.05
1000 0.35 0.73 1.17 1.66 2.29 3.04, 4.02 5.45 8.08 12.40
1030 0.33 0.73 1.17 1.68 2.29 3.04 4.03 5.45 8.09 11.81
1100 0.35 0.73 1.18 1.69 2.30 3.03 4.04 5.46 8.10 11.27
1150 0.35 0.74 1.18 i.69 2.30 3.05 4.05 5.48 8.13 10.78
1200 0.35 0.74 1.18 1.70 2.31 3.07 4.07 3.50 8.16 10.33
3250 0.35 0.74 1.19 1.71 2.33 3.09 4.09 5.54 8.21 9.92
1300 0.35 0.75 1.20 1.72 2.35 3.11 4.12 5.58 3.27 9.34
1350 0.36 0.76 1.21 1.74 2.37 3.14 4.16 5.63 8.35 9.18
1400 0.36 0.77 1.23 1.76 2.39 3.18 4.21 5.69 8.4 8.86
1450 0.37 0.78 1.24 1.78 2.42 3.22 4.26 5.77 5.55 3.55
150 0.37 0.79 1.26 1.81 2.46 3.27 4.32 5.85 8.68 8.27
-------------------------------------------------------------------------------------------- 9
1800 0.35 0.75 1.20 1.72 2.34 3.11 4.12 5.57 8.26 6.89
1904 0.36 0.76 1.21 1.71 2.37 3.14 4.16 5.63 8.35 6.53
2000 0.36 0.77 1.23 1.77 2.41 3.20 4.23 5.73 8.50 6.20
2100 0.37 0.79 1.26 1.81 2.46 3.27 4.32 5.86 3.68 3.90
2200 0.38 0.81 1.29 1.86 2.53 3.35 4.44 6.01 3.91 5.64
2300 0.39 0.83 1.33 1.91 2.60 3.46 4.57 6.19 9.18 5.39
2400 0.41 .0.86 1.36 1.98 2.69 3.58 4.73 6.1 9.50 5.17
2500 0.42 0.89 1.43 2.05 2.79 3.71 4.91 6.65 9.16 4.96
2600 0.44 0.93 1.49 2.14 2.91 3.86 5.11 6.92 10.26 4.77
2700 0.46 0.97 1.55 2.23 3.03 4.03 3.33 7.22 10.70 4.59
2800 0.48 1.01 1.62 2.33 3.17 4.21 5.57 7.34 11.18 4.43
2900 0.50 1.06 1.70 2.44 3.32 4.41 3.83 7.90 11.71 4.26
3000 0.52 1.11 1.78 2.56 3.48 4.62 6.12 8.23 12.28 4.13
3100 0.55 1.17 1.87 2.68 3.65 4.85 6.42 6.69 22.89 4.00
3200 0.58 1.23 1.96 2.82 3.84 5.10 6.74 9.13 13.54 3.37

( 3300 0.61 1.29 2.06 2.96 4.03 3.36 7.09 9.60 14.23 3.76
--------------------------------------------------------------------------------------------------
4000 0.48 1.02 1.63 2.33 3.18 4.22 5.58 7.56 11.21 3.10
5000 0.67 1.42 2.28 3.28 4.46 5.92 7.83 10.60 15.72 2..8
6000 0.96 2.03 3.26 4.68 6.37 8.45 11.18 15.14 22.45 2.07
7000 1.35 2.87 4.59 6.59 8.97 11.91 15.73 21.33 31.63 1.77
6000 1.66 3.94 6.32 9.07 12.34 16.39 21.66 29.35 43.53 1.5
9000 2.50 5.30 8.48 12.17 16.57 22.00 29.10 39.40 38.43 1.36
10000 3.27 6.94 11.12 15.96 21.73 28.85 38.17 51.66 76.63 1.24

(ai~
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TABLE 11
613-392 7IT.H4-Prl'..b2E. 1(Dpwton~q,3,u)

Y DENSZTY.0 fOimOs4 CREECY.Ec.Vk
(SF. ,CT.qAR-0.1.1 , W7•1 )AVELIfTo.4A)

3(eV) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 IA)

..............................-------------------------------------------------------------------....
73 1.00 04 2.36 04 4.91 04 8.73 0&- 1.46 05 2.36 0 3.74 05 3.9, 03 9.32 03 1." 06 155.31

100 1.06 02 2.67 02 3.12 0? 3.83 02 1.45 03 2.32 03 3.63 03 5."4 03 6.69 03 1.33 04 123.95
123 1.09 01 2.71 01 5.12 01 8.71 01 1.40 02 2.19 02 3.37 02 5.11 O2 7.71 02 1.16 03 ".1s
130 3.17 00 7.75 00 1.44 01 2.40 01 3.79 01 3.10 01 8.72 01 1.29 62 1.90 OZ 2.79 02 •2.65
173 1.43 00 3.49 00 6.37 00 1.04 01 1.61 01 2.42 01 3.53 01 5.15 01 7.41 01 1.L" 02 70.5
200 •.34-01 2.03 00 3.63 00 5.8 00 5.87 00 1.30 01 1.87 01 2.66 01 3.73 01 5.20 01 61.99
223 5.52-01 1.36 00 2.41 00 3.60 CO 5.68 00 5.15 00 1.13 01 1.60 01 2.20 01 3.01 01 55.10
250 4.33-01 1.0000 1.75 00 2.73 00 4.00 00 5.68 00 7.87 00 1.07 01 1.45 01 1.94 01 49.39
275 3.46-01 7.91-01 1.36 00 2.10 00 3.04 00 4.23 00 5.80 00 7.80 00 1.04 01 1.37 01 43.05
---------------------------------- w------------------------------------------- w------------------------

900 9.70 00 2.41 Cl 4.54 01 7.71 01 1.24 02 1.94 02 2.97 02 4.5 02 6.77 02 1.01 03 £1.33
325 3.12 00 1.26 01 2.36 01 3.97 01 6.33 01 9.79 01 1.49 02 2.23 02 3.31 02 4.91 02 38.15
350 3.11 00 7.61 00 1.41 01 2.35 0l 3.72 01 3.69 01 8.34 01 1.27 02 1.86 02 2.73 02 33.42
375 2.09 00 3.07 00 9.33 00 1.3' 01 2.41 01 3.63 01 5.43 01 7.97 01 1.16 02 1.68 02 33.06

C ------------------------------------------------------------------------------------------------------------- c
425 1.96 00 4.73 00 8.74 00 1.44 Cl 2.25 01 3.41 01 5.03 01 7.40 01 1.07 02 1.53 02 29.17
450 1.51 00 3.6. 00 6.65 00 1.09 01 1.69 01 2.34 01 3.73 01 5.42 01 7.50 01 1.12 02 27.55
475 1.19 GO 2.860 0 3.18 00 -8.43 C 1.30 01 1.93 01 2.82 01 4.05 O 5.78 01 8.19 01 26.1-0
300 9.66-01 2.30 00 4.15 Oa 6.70 00 1.02 01 1.1 01 2,18 01 3.11 01 4.39 01 6.17 01 21.50

D ------------------------------------------------------------------------------------------------------------- S
330 2.26 00 5.. 00 1.02 01 1.69 01 2.65 01 4.03 01 6.01 01 6.84 01 1.29 02 1.7 02 22.34
600 1.46 00 3.31 00 6.40 00 1.05 01 1.62 01 2.43 01 3.37 01 3.15 01 7.45 01 1.06 02 20.6$
650 1.02 00 2.44 00 4.41 02 7.13 00 1.09 01 1.61 01 2.34 01 3.34 01 4.74 01 6.67 01 19.07
700 7.73-01 1.83 CO 3.27 00 5.23 00 7.91 00 1.16 01 1.63 01 2.33 01 3.26 01 4.53 01 17.71
730 6.12-01 1.43 GO 2.54 00 4.02 C0 6.01 00 6.68 00 1.23 01 1.71 01 2.36 01 3.23 01 16 53
no 5.01-01 1.16 Co 2.04 00 3.20 00 4.73 00 6.77 00 9.43 00 1.30 01 1.77 01 2.40 01 15.30

630 4.22-01 9.73-01 1.69 00 2.63 00 3.85 00 5.45 00 7.53 CO 1.02 01 1.38 01 1.84 01 14.59
900 3.67-01 8.39-01 1.45 00 2.23 00 3.24 00 4.54 00 6.22 00 8.38 00 1.12 01 1.48 01 13.78
950 3.24-01 7.37 -1 1.26 00 1.93 00 2.76 00 3.87 00 5.25 00 7.02 00 9.27 00 1.21 01. 13.05

1000 2.92-1 6.59-01 1.12 00 1.70 00 2.43 00 3.36 00 4.52 00 5.99 00 7.85 00 1.02 01 122.60
1050 2.66-01 5.96-01 1.01 00 1.53 00 2.17 00 2.97 00 3.93 00 S.23 03 6.60 00 5.78 -0 11.1
IC 2.46-01 3.50-01 9.23-91 1.330 0 1.96 00 2.57 00 3.53 CO 4.64 00 5.00 00 7.70 00 11.27
1150 2.31-01 5.12-01 8.58-01 1.28 00 150 00 2.44 00 3.22 00 4.19 00 3.39 00 6.68 00 10.7
1200 2.18-01 4.83-01 8.04-01 1.20 00 1.67 00 2.25 00 2.97 00 3.84 00 1.92 00 6.25 00 10.33
1252 2.08-01 4.9-O 7.61-01 1.13 00 1.57 00 2.11 00 2.76 00 3.56 00 4.55 00 3.76 00 9.92
1300 2.00-01 4.39-01 7.26-01 1.07 00 1.49 00 1.99 00 2.60 00 3.34 00 4.25 00 5.37 00 9.34
1350 1.93-01 4.24-01 6.98-01 1.G3 01 1.42 00, 1.90 00 2.47 00 3.17 00 4.02 00 3.07 00 9.1S
1400 1.88-01 4.11-01 6.77-01 9.92-01 1.37 00 1.82 00 2.37 GO 3.03 00 3.64 00 4.64 00 6.6
1456 3.84-01 4.02-01 6.59-01 9.65-01 1.33 00 1.76 00 2.29 00 2.92 00 3.70 00 4.66 00 8.35
1500 1.82-01 3.93-01 6.46-01 9.44-01 1.30 00 1.72 00 2.23 00 2.54 00 3.59 00 4.52 00 6.27
-------- -------------------------------------------------------------------------------------- r
1800 1.42-01 3.09-01 5.03-01 7.33-01 1.01 00 1.33 00 1.72 00 2.19 00 2.77 00 3.49 00 6.69
1900 1.40-01 3.03-01 4.94-01 7.15-01 9.84-01 1.30 00 1.68 00 2.14 00 2.70 00 3.40 00 6.31
2000 1.40-01 3.02-01 4.91-01 7.14-01 9.76-01 1.29 00 1.66 00 2.12 00 2.65 00 3.38 00 6.20

L 2100 1.40-01 3.02-01 4.90-01 7.11-01 9.72-01 1.28 00 1.63 00 2.11 00 2.67 00 3.37 00 5.90
2200 1.42-01 3.03-C! 4.96-01 7.19-01 9.82-01 1.29 00 1.61 0 2.13 00 2.69 00 3.41 00 3.61
2300 1.44-01 3.11-01 3.04-01 7.31-01 9.98-01 1.32 00 1.70 00 2.16 00 2.74 00 3.45 00 3.39
2400 1.48-01 3.13-01 5.16-01 7.47-01 1.02 00 1.34 00 1.74 00 2.21 00 2.81 00 3.57 00 3.17
2500 1.52-01 3.27-01 5.30-01 7.67-01 1.05 00 1.38 00 1.78 00 2.28 00 2.89 00 3.69 00 4.96

2600 1.57-01 3.37-01 1.46-01 7.91-01 1.C8 00 1.42 00 1.84 00 2.33 00 3.00 00 3.62 00 4.77
2700 1.62-01 3.49-01 3.65-01 8.18-01 1.12 00 1.47 00 1.91"00 2.44 00 "3.11 00 3.98 00 4.39
2600 1.68-01 3.62-01 5.66-01 8.48-01 1.16 03 1.33 00 1.98 00 2.34 00 3.24 00 4.16 00 4.43
2900 1.75-01 3.76-01 6.09-01 8.82-01 1.20 00 1.9 00 2.06 00 2.65 00 3.39 00 4.36 00 4.28
3000 1.62-01 3.9Z-01 6.34-01 9.18-01 1.26 00 1.66 00 2.13 00 2.76 00 3.55 00 4.35 00 4.13
3100 1.90-01 4.08-01 6.62-01 9.58-01 1.31 00 1.73 00 2.25 0. 2.89 00 3.72 00 4.81 00 4.00
3200 1.98-01 4.26-01 6.91-01 1.00 00 1.37 00 1.61 00 2.35 O0 3.03 00 3.91 00 3.06 G0 3.67
3300 2.07-01 4.46-01 7.22-01 1.05 00 1.43 00 1.90 00 2.47 00 3.18 00 1.10 00 5.34 00 3.76

I ----------------------------------------------------------- ----------------------------------- ----
4000 1.60-01 3.44-01 3.37-01 8.07-01 1.10 00 1.46 00 1.89 00 2.43 00 3.11 00 4.01 00 3.10
3000 2.20-01 4.74-01 7.69-01 1.12 00 1.53 00 2.03 00 2.65 00 3.43 00 4.45 00 3.53 00 2.M8
6000 3.10-01 6.68-01 1.09 00 1.58 00 2.17 00 2.69 00 3.79 00 4.94 00 6.46 00 8.38 00 2.07
7000 4.32-01 9.32-01 1.52 00 2.21 00 3.04 00 4.06 00 5.31. 0 7.00 02 9.22 O0 1.24 01 1.77
6000 5.90-01 1.27 00 2.07 00 3.03 00 4.17 00 5.59 00 7.37 00 9.68 00 1.26 01 1.73 01 1.35
9000 7.88-01 1.70 00 2.77 00 4.05 o0 3.59 00 7.4.9 00 9.90 00 1.30 01 1.73 Ol 2.3. 01 1.38

10000 1.03 00 2.23 00 3.63 00 3.30 00 7.33 00 9.63 00 1.300O 1.7101 2.28 01 3.10 01 1.24

I
S

_ .2>1
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TABLE 12

2497 PML'f-EXPOSR.10(hoconsfuntj )

IL -ILSITY.D IPWtMTN MqRCY.E(MV
(Slrtculr.-O. ,,0.1hA) AVELEMIGH.A)

2leV) 0.i 0..4 0.6 0.$ 1.0 1.2 1.4 1.6 1.8 2 .0 11A)

75 4.63 01 1.40 02 3.26 02 7.00 02 1.A5 03 2.9S 03 3.97 03 1.20 04 2.41 04 4,.94 04 165.31
100 1.06 41 3.04 01 6.77 01 1.38,02 2.69 02 3.17 02 9.81 02 1.85i 03 3.41 03 6.57 03 123.93
125 4.77 00 1.31 01 2.77 01 3.32 01 9.79 01 1.76 02 3.13 02 51 02 9.69 02 1.70 03 "As1
ISO 2.84, 00 7.48 00 1.51 01 2.76'01 4.80 01 8.15 01 1.36 02 2.26 02 3.74 02 6.15 02 22.63
176 1.97 00 5.00 00 9.69 00 1.69 at 2.31 01 4.33 01 7.20 01 1.23 02 1.77 02 2.73J OZ 70.85
200 1.48 00 3.68 00 6.85 00 1.13 01 1.84 01 2.85 01 4.34 01 6.52 01 9.71 01 1.44 02 61.99
225 1.19 00 2.86 00 3.21 00 8.32 00 1.:32 01 1.93 01 2.90 01 4.20 01 6.04 01 8.83 Ol 55.10
250 9 91-01 2.34 00 4.17 00 6.67 00 1.01 01 1.47 01 2.10 01 21.96 01 4.13 01 3.14 01 49.59
275 8.56-01 1.99 00 3.49 00 3.48 00 8.11 00 1.16 G1 1.63 01 2.24 01 3.0," 01 4.19 01 43.08

300 4-,61 00 1.26 01 2.66 01 5.08 01 9.29 01 1.66 02 2.94 02 $.15 02 9.01 02 1.37 03 41.33
323 3.61 00 9.69 00 1.99 01 3.72 01 6.62 01 1.13 02 1.97 02 3.36 02 5.69 OZ 9.61 02 38.13
350 2.96 00 7.78 00 1.57 01 2.85 01 4.95 01 8.37 01 1.40 02 2.31 02 3.79 OZ 6.22 02 35.12
375 2.50 00 6.4b6 00 1.27 01 2.27 01 3.8/' 01 6.314 01 1.03 OZ 1.66 02 2.65 02 4.22 02 33.05

€ - --- --- --- --- -- --- --- --- --- --- -- --- --- --- --- --- -- --- --- --- --- --- -- --- --- --- --- --- -

423 2.39 00 6.15 00 1.21 01 2.25 01 3.63 01 5.96 01 9.63 01 1.3 02 2.47 02 3.91 02 29.17
45 0 2.03 CO 5.23 00 1.01 0"- 1.78 01 2.95 01 4..77 01 ?.59 01 1.19 02 1.87 02 2.91 02 27.55
475 2.82 00 " .58 00 8.75 00 1.51 01 2.4,6 01 3.91 01 6.11 01 9.43 01 1.45 02 2.21 02 26.10
500 1.83 00 4.06 00 7.65 00 1.30 01 2.09 01 3.26 01 3.00 01 7.58 01 1.14 02 1.71 42 24.80

530 2.55 00 6.62 00 1.31 C1 2.33 01 4.01 01 6.66 01 1.09 02 1.76 02 2.84 02 4.57 02 22.54
too 2.08 00 5.28 00 1.02 01 1.78 01 2.95 01 4,.74 01 7.50 01 1.18 02 1.83 OZ 2.84 02 20.66
630 1.76 00 4.37 00 8.26 O0 1.40 01 2.26 01 3.5/' 01 3.44 01 8.26 01 1.23 02 1.87 02 19.47
700, 1.33 00 3.73 00 6.93 00 2.15 01 1.81 01 2.76 0.1 4.13 01 G.11 ;1 8.97 01 1.31 02 17.71
750 '1.37 00 3.23 00 5.95 00) 9.74 00 1.50 01 2.24 01 3.27 01 4.72 01 6.76 01 9.62 01 16.33
goo 2.25 00 2.95 00 5.28 00 8.44 00 1.28 01 1.96 G! 2,67 01 3.77 01 3.27 01 7.34 01 13.50
850 1.26 00 2.69 00 4.7/4 00 7.46 01 1. 12 01 1.59 01 2.24 01 3.10 01 4.26 01 5.81 01 14.39
105 1.0-9 00 2.50 00 4.35 00 6.75 .) 9.63 00* 1.405 01 1.94 01 2.64, 01 3.38 01 4.81 01 13.70
9.30 1.C3 00 2.35 00 4'.04 00 6.2C 00 8.91 CO 1.25 01 1.71 01 2.31 01 3.09 01 4.l1 61 13.05

1000 9.93-01 2.23 00 3.80 00 3.77 00 5.27 03 1.14. 01 1.55 01 2.06 01 2.73 01 3.60 01 12.4,0
10.50 S.59-01 2.15 00 3.62 00 5.45 00 7.74, 00 1.C6 01 1,42 01 1.88 01 2.4,7 01 3.24* 01 11.81
1100 9.36-01 2.0a 00 3.48 00 3.21 00 7.35 00 1.03 01 1.33 Ot19:.75 01 2.29 ©1 2.98 OI 11.27
1150 9.20-01 2.03 CO 3.39 00 3.04 00 7.03 00 9.56 00 1.27 01 2.A6 01 2.15 01 2.80 01 10.78
1200 9.10-01 2.00 Go0 3.32 00 4.?1 00 6.86 00 5.25 00 1.2Z 01 1.59 01 2.06 01 2.67 01 10.33
1250 9.06-01 1.99 00 3.2.5 00 4.04 00 6.72 00 9.03 00 1.19 Ol 1.5 01 2.00 01 2.39 01 9.92
1300 9.06-01 1.93 CO 3.26 00 4.79 00 6.64, CO 8.93) 00 1.17 01 1.52 01 1.98 01 2.54 01 9.54,
1350 9.11-01 1.98 00 3.26 00 4.76 00 6.61 00 8.84, 00 1.16 01 1.50 01 1.94 01 2.51 01 9.18
1400 9.19-01 2.00-00 3.27 00 4.79 00 6.62 00 8.81 00 1.16 01 1.30 01 1.93 01 2.30 01 8.86
1450 9.31-01 2.02 00 3.33 00 4.83 00 6.66 00 8.86 00 1.16 01 1.50 01 1.94. 01 2.52 01 8.5
1500 9.46-01 2.C5 00 3.35 00 4.09 00 6.73 00 4.97 GO 1.27 *1 1.51 01 1.96 01 2.54 01 8.27

1800 6.87-01 1.49 00 2.43 00 3.34 00 4.87 00 6.4-8 00 8.47 O0 1.10 01 1.42 01 1.84 Ol 6.89
I1900 7.03-01 1.32 00 2.48 00 3.61 00 4.96 00 8.61 CO 8.63 00 1.12 01 1.44 01 1.8 01 6.33
2000 7.35-01 1.59 00 2.59 00 3.76 00 5.17 00 6.8d 00 8.99 00 1.16 01 1.51 C1 1.97 Ol 6.20
2100 -7.69-01 1.86 00 2.70 00 3.93 00 3.40 GO 7.18 00 9.38 00 1.22 01 1.18 01 2.07 Ol 3.90
2200 6.12-01 1.75 00 2.85 00 4.14 00 5.69 00 7.57 00 9.90 00 1.28 01 1.87 01 2.19 01 5.64
2300 8.60-01 1.85 00 3.01 00 4.39 00 6.02 00 8.02 00 1.05 01 1.36 01 1.77 01 2.33 01 3.39
2400 9.13-01 1.97 00 3.20 00 4.65 o0 6.39 00 8.51 00 1.11 01 1.43 a1 1.69 01 2.49 01 $.17
2500 9.70-01 2.09 00 3.4,0 00 4.95 00 6.80 00 9.05 00 1.19 01 1.54 01 2.01 01 2.66 01 4. %
2600 1.03 00 2.23 00 3.62 00 5.27 00 7.24 00 9.64 00 1.26 01 1.65 01 2.1S Ol 2.84 01 -,.77
2700 4 .10 00 2.37 00 3.36 00 5.61 00 7.71 00 1.03 01 1.33 01 1.76 01 2.30 01 3.05 01 4.$9
2900 1.17 00 2.33 00 4.11 00 5.98 00 8.2Z 00 1.10 01 1.44 01 1.89 01 2.46 01 3.26 01 4.43
2900 2.25 CO 2.69 00 4.38 00 6.38 00 8.77 00 1.17 01 1.34 01 2.00 01 2.63 01 3.49 01 4.28
3000 1.33 00 2.57 00 4.67 00 6.80 00 9.3S 00 1.25 0l 1.64 01 2.14, 01 2.81 01 3.74 01 4.13
3100 1.42 00 3.06 00 4.98 00 7.25 00 9.97 00 1.33 01 1.73 01 2.28 01 3.00 01 4.00 01 4.00
3200 1.51 00 3.26 00 3.30 00 7.72 00 1.06 01 1.4.2 01 1.86 01 2.44 01 3.20 01 4.28 01 3.87
3300 1.61 00 3.47 00 5.64 00 8.22 00 1.13 01 1.11 01 1.99 01 2.60 01 3.41 01 4.57 01 3.76

4000 1.13 00 2.44. 00 3.96 00 5.77 00 7.93 00 1.06 01 1.39 01 1.82 01 2.30 01 3.18 01 ).10
5000 1.78 00 3.83 00 6.24, 00 9.09 00 1.25 01 1.68 01 2.21 01 2.09 01 3.81 01 1.12 a1 2. &8
$000 2.71 00 5.89, 00 9.51 00 1.39 01 1.91 01 2.56 01 3.38 01 4.44, 01 S.87 01 7.91 01 2.07
7000 3.96 00 8.54, 00 1.39 01 2.03 01 2.60 01 3,75 01 4.95 01 6.S1 O1 8.63 02 1.17 02 1.17
000 5i.57 00 1.20 01 1.96 01 2.86 01 3.95 01 5.29 01 6.99 01 9.20 01 1.22 02 1.65 02 1.35
9000 7.38 00 1.84 ft 2.8? 01 3.90 O1 3.3a 01 7 21 01 9.33 O| 1.76 02 1.61 02 2.26 02 1.36
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TABLE 13

.692 FtLVI--EXPOUt. 1fgSOCOnslumv
)

litD[ISTY'O I VtTNEI[M.S(V)
(SrI[¢I,'AP-0.1%0.1 UA) WA l'xl.iw(

ee) 0.2 0.4 0.8 4.8 1.0 1.2 1.4 1.6 1.6 2.8 W()

75 4.11 at 1.22 02 2.33 02 4.46 02 8.11 021i.44 012 .33 03 4.41 03 7.85 03 1.32 at 165.31
100 9.42 00 2.49 01 5.03 01 9.19 01 1.60 02 2.7Z 02 4.36 02 7.33 02 1.23 03 2.06 63 123.9S
123 6.29 00 1.10 01 2.13 01 3.73 01 6.22 01 1.01 02 1.61 02 2.53 02 3.97 OZ 6.20 02 99.1s
ISO 2.57 00 1.36 00 1.20 01 2.02 01 3.23 01 5.02 01 7.66 01 1.13 OZ 1.73 OZ 2.37 02 82.l5

- 173 1.80 00 4.32 00 7.88 00 1.29 01 1.99 01 2.98 01 4.37 01 6.31 01 9.06 01 1.30 02 70.85
200 1.36 00 3.21 00 5.70 00 9.06 00 1.36 01 1.98 01 2.81 01 3.93 01 $.45 01 7.31 ft 61. "
223 1.10 00 2.53 00 4.41 00 6.87 00 1.01 01 1.63 01 1.58 01 2.70 01 3.64 OL 4.87 81 3$.10
230 9.?0-01 2.09 00 3.58 •0 5.,48 00 7.90 00 1.10 01 1.49 01 1.99 01 2.63 01 3.44 01 4W.59
275% 7.97-01 1.79 00 3.03 00 4.37 00 6.49 00 4.90 00 1.19 01 1.516 01 2.03 01 2.62 81 43.08

300 4.15 00 1.06 01 2.05 01 3.37 01 3.93 01 1J.55 01 1.32 02 2.39 02 3.73 02 3.80 at 41.33
325 3.27 00 8.18 GO 2.56 01 2.67 01 4.35 01 6.87 01 1.07 02 1.64 02 2.$0 02 3.80 OZ 38.15
350 2.68 00 6.63 00 1.24 01 2.09 01 3.345 01 5.18 01 7.88 01 1.13 02 1.77 02 1.62 01 33.42
373 2.28 00 5.53 00 1.02 01 1.70 01 2.66 01 4.05 01 6.04 01 8.90 01 1.30 02 i.89 02 33.06

425 2.17 00 5.29 00 9.74 00 1.61 01 2.52 01 3.83 01 5.69 01 3.36 01 1;22 02 1.77 02 29.17
450 2.88 00 4.52 CO 8.24 00 1'.35 C1 2.09 01 3.13 01 4.39 01 6.66 01 9.57 01 1.37 02 27.$s
473 1.67 00 3.98 00 1.18 00 1.16 01 1.77 01 2.63 01 3.50 01 . .44 01 7.70 01 1.08 02 26.10

. 00 1.50 00 3.54 00 6.33 00 1.01 01 1.53 01 2.23 01 3.20 01 4.30 01 6.29 01 8.72 01 24.80
--------------------------------------------------------------------------------.... ..... . ............................--
330 2.32 00 3.67 00 1.05 01 1.75 01 2.76 01 4.22 02 8.32 01 9.:36 01 1.38 02 2.01 02 22.54
600 1.90 00 4.57 00 8.32 01 1.3i 01 2.04) 01 3.13 01 4.58 01 6.61 01 9.46 Cl 1.35 02 20.65
$30 1.61 00 3.82 00 6.83 00 1.09 01 1.65 01 2.42. 01 3.47 01 4.89 01 6.8 5 01 9.31 01 19.07
700 J.AI CC 3.28 00 5.76 00 9.12 00 .1.36 01 1.95 01 2.74, 01 3.79 01 3.19 01 7.06 61 17.71
750 1.27 00 2.9Z C? 5.07 00 ?.87 00 1.15 01 1.63 01 2.25 01 3.05 01 &.11 01 5.48 01 26.53
800 1.16 00 2.64, 00 4.53 00 1.93 00 1.00 (01 1.39 0! 1.89 01 2.33 01 3.34 01 4.38 01 15.50
850 1.08 00 2. 52 CO 4.11 00 4.21 00 8.85 GO 1.21 01 1,63 01 2.15 01 2.80 01 3.62 01 1&.,!9
900 1.01 00 2.26 CO 3.8,0 GO 5.49 00 8.01 00 1.09 01 1.44 e1 1.88 01 2.42 01 3.09 *1 13,78
950 9.i6-01 2.14 GO 3.55 00 5.26 00 1-3? 00 9.91 00 1.30 01 1.6a 51 2.14 01 2.71 01 13. 6S
1000 9.27-01 2.06 00 3.%6 00 4.95 00 4.84 00 9.13 00 1.29) 01 1.53 01 1.93 01 2.42 01 -12.40
1050 6.99-0! 1.96 GO 3.22 00 4.71 CO i.49 00 8.5400 1.11 01 1.41 01 1.73 01 2.21 01 11.81
1100 8.79-01 1.91 00 3.11 00 4.53 CO 6.20 00 8.17 CO 1.05 01 1.3.3 0l 1.66 01 2.06 01 11.27
1150 8.65-01 1.87 00 3.04 00 4.40 00 6.00 00 7.87 00 1.01 01 1.27 0: 1.38 01 1.93 01 10.78
1200 8.57-01 1.85 00 2.99 03 4.1.1 00 3.83 00 7.65 00 9.76 00 1.22 Ol 1.52 01 1.87 01 10.33
1250 A.5S-01 1.83 00 2.96 00 4.26 00 5.76 00 7.51 00 9.56 00 1.20 01 1.48 01 1.82 01 9.92
1300 8.33-01 1.03 GO 2.95 00 4.23 00 S.71 00 7.453 00 5.43 00 1.18 01 1.45 01 1.1r9 OL 9.:34b
1350 8.59-01 1.84 00 2.95 00 4.23) 00 5.69 00 7.39 CO 9.37 %00 1.17 OX 1.416 01 1.77 01 9,18i
1400 5.67-01 1.85 00 2.97 00 4.25 00 3.71 00 7.40 00 9.37 00 1.17 01 1.44 01 1.76 at l.85"-
1450 8.79-01 1.87 03 3.00 00 4.29 00 5.76 00 7.45 00 9.4" 00 1.17 01 1.45 01 1.77 a! 8.55.
1500 8.94-01 1.90 00 3.04 00 4.34 00 3.83 00 7.54 00 9.53 00 1.18 01 1.46 01 1.79 01 8.2-1

1800 8.49-01 1.38 00 2.21 00 3.13 00 4.22 00 5.4$ 00 6.89 00 8.$6 00 1.053 1 1.29 01 6.89 ,
MOO0 6.64-01 1.41 00 2.25 00 3.21 00 4.30 00 3.56 00 7.02 00 8.72 00 1.07 Ot 2.32 01 6.53 .
2000 6.95-01 1.47 00 2.35 00 3.35 00 4.49 00 5.80 00 7.31 00 9.09 00 1.12 01 1.37 01 6.20
2100 7.27-01 1.54 00 2.46 00 3.50 00 4.69 00 6.05 00 7.63 00 9.48 00 1.17 Ol 1.43 01 5.90
2200 7.68-01 1.63 00 2.60 00 3.69 00 4.94, 00 6.35 00 8.05 00 1.00 01 1.23 01 1.$1 01 5.6& 4
2300 8.13*01 1.72 00 2.73 00 3.91 00 5.23 00 6.75 00 8.52 00 1.06 01 1.31 01 1.60 01 3.39
2400 1.63-01 1.83 00 2.91 00 4.25 00 5.55 00 7.16 00 9.04 00 1.12 01 1.39 01 1.70 01 5.17
2500 9.18-01 1.94 00 3.10 00 4. 51 GO 5.90 00 7.62 00 9.61 00 1.20 01 1.0tl I 1.81 01 &.9s
2600 9.77-01 2.07 00 3.30 00 4.69 00 6.28 00 8.11 00 1.02 01 1.27 Ol 1.37 01 1.94 01 4.77
2700 1.04 00 2.20 00 3.51 00 $.GO 00 5.69 00 8.64 CO 1.09 01 1.36 €1 1.68 Ct 2.07 01 &.39
2800 1. 11 00 2.35 00 3.745 00 3.33 CO 7.13 CO 9.21 00 1.26 01 1.43 01 1.79 01 2.21 01 4.43
2900 1.18 07 2.10 00 3.99 00 $.68 00 7.60 00 91.81 00 1.24 01 1.55 01 1.91 01 2.36 01 4.28
3000 1.26 00 2.6? 00 4.25 00 6.05 00 8.11 00 1.05 01 1.3Z 01 1.65 01 2.04 01 2.52 Ol 4.13
3100 1.34 00 2.84 00 4.53 00 6.45 00 8.64, 00 1.12 01 1.41 01 1.76 61 2.13 01 2.69 01 4.00
3200 1.453 00 3.031 00 4.83 00 6.87 00 9.20 00 1.19 01 1.50 01 1.66 01 2.32 01 2.87 61 3.87
3300 1.52 00 3.22 00 5.145 00 7.31 00 9.80 00 1.27 01 1.60 01 2.00 01 2.47 01 3.0 01 3.76

4000 1.07 00 2.26 00 3.61 00 5.11 00 6.88 00 8.89 00 2.12 01 1.40 01 1.73 01 2.16 01 3.10
3000 1.68 00 3.56 00 S.65 00 8.09 03 1.08 0l1l.40 01 1.73 01 2.22 01 2.7S 01 3.40 01 2.48
6000 2.56 00 5.42 00 8.65 00 1.23 01 1.65 01 2.14 01 2.71 01 3.39 01 4.21 01 5.21 01 2.07 "
7000 3.74 00 7.93 00 1.Z7 01 1.80 Cl 2.452 01 3.13 01 3.9? 01 4.97 01 6.17 01 7.61 01 1.77 "
8000 5.6 00 1.12 01 1.76 01 2.54 01 3.41 01 ,5.42 01 .60 01 7.00 01 8.70 01 1.06 02 3.S$ "
9000 7.17 Go 1.52 01 2.43 al 3.46 01 4.65 01 6.02 01 7.63 01 9.$5 01 1.19 02 1.47 02 1.38 -

10000 9.30 03 2.01 01 3.22 01 4.$8 01 6.15 01 7.97 01 1.01 02 1.21 02l 1.37 02 1.95 02 1.24 -
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TABLE 14

2495 FILM--XP0SUK !.(phoon9/um:)

Utz DE&SITY.D 1b 0TON DMSRCY.E(eV)
CSfLULA*-O.1.o.1 IA) IAVELZUO-.I(A)

3

._eY) 0.2 0.4 0.6 0.8 1.0 1.2 1.. 1.6 1.8 2.0 1(A)

A----------------------------------------------------- ------------------ -------------------------------------- A
73 1.65 01 4.51 01 9.46 01 1.80 02 3.28 02 5.84 02 1.03 03 1.79 03 3.11 03 3.40 03 165.31

100 3.83 00 1.02 01 2.06 01 3.78 01 6.62 01 1.13 02 1.90 02 3.18 02 3.28 02 6.76 02 123.98
123 1.78 00 4.56 00 8.93 00 1.58 01 2.65 01 4.34 01 6.98 01 1.11 02 1.76 02 2.78 02 99.18
15, 1.09 00 2.7. 00 3.20 00 8.91 00 1.5 01 2.28 01 3.54 01 5.43 01 8.26 01 1.25 02 82.63
175 7.89-01 1.93 00 3.53 00 5.96 00 9.40 00 1.4 01 2.16 01 3.20 01 4.70 01 6.87 01 70.35
200 6.21-01 1.49 00 2.71 00 4.41 00 6.60 00 1.01 01 1.48 01 2.14 01 3.03 01 4.34 01 61.99
223 5.20-01 1.23 00 2.20 00 3.32 00 5.31 00 7.77 00 1.11 01 1.57 01 2.19 01 3.04 01 35.10
250 4.53-01 1.06 00 1.87 00 2.94 00 4.35 00 6.30 00 8.87 00 1.23 01 1.69 01 2.30 01 49.59
275 4.07-01 9.42-01 1.64 00 2.56 00 3.77 00 5.35 00 7.43 00 1.02 01 1.37 01 1.85 01 4S.08 -

--------------- ----------------------- w ----------------------- ------------- -------------------------------
300 1.72 00 4.40 00 8.58 00 1.51 01 2.53 01 4.13 01 6.62 01 1.05 02 1.66 02 2.61 02 £1.33 1
325 1.36 00 3.45 00 6.63 00 1.15 01 1.89 01 3.02 01 4.75 01 7.39 01 1.14 02 1.76 02 38.15
350 1.13 00 2.83 00 5.36 00 9.15 00 1.48 01 2.33 01 3.59 01 5.4A 01 5.30 01 1.25 02 35.42
375 9.75-01 2.400 0 4.49 00 7.56 00 1.20 01 1.86 01 2.82 01 4.23 01 6.29 01 9.31 01 33.06

--- ----------------------- --- ------ .----------------------------------
425 9.35-01 2.30 00 4.30 00 7.22 00 1.15 01 1.77 01 2.69 01 4.02 01 5.98 01 8.83 01 29.17
450 48.19-01 2.00 00 3.72 00 6.19 00 9.76 00 1.49 01 2.24 01 3.32 01 4.88 01 7.13 01 27.35 -

475 7.38-01 1.79 00 3.29 00 5.43 00 8.48 00 1.28 01 1.90 01 2.78 01 4.04 01 5.84 01 26.10
50 6.74-01 1.62 O0 2.95 00 4.83 00 7.46 00 1.12 01 1.64 01 2.37 01 3.40 01 4.85 01 24.80

-------------------- 3-----------------------------------------------------------------3
550 5.92-01 2.45 00 4.61 00 7.78 00 1.25 01 1.9% Cl 2.95 01 4.45 01 6.66 01 9.92 01 22.54
800 8.29-01 2.02 00 3.73 00 6.20 00 9.74 00 1.48 01 2.21 01 3.27 01 4.78 01 6.95 01 20.66
630 7.17-01 1.72 00 3.14 00 5.13 CO 7.92 00 1.18 01 1.74 Cl 2.51 01 3.60 01 5.13 01 19.07
700 6.38-01 1.52 00 2.7? 00 4.39 00 6.63 00 5.83 CO 1.42 01 2.01 01 2.83 01 3.97 01 17.71
750 5.85-01 1.37 00 2.&4 03 3.87 00 5.80 00 ?.41 A0 1.19 01 1.67 01 2.30 01 3.16 01 16.53
300 5.45-01 1.27 00 2.22 00 3.43 CO 5.14 00 7.1., 30 1.02 01 1.41 01 1.92 01 2.39 01 15.50
850 3.14-01 1.18 00 2.05 00 3.!7 03 4.63 CO 6.52 O0 8.97 00 1.22 01 1.63 01 2.17 01 14.39
90.3 4.91-01 1.12 CC 1.92 CO 2.94 00 4.24 00 5.90 00 8.03 00 1.07 01 1.42 01 1.87 01 13.78
950 4.73-01 1.07 03 1.81 00 2.75 00 3.93 CO 5.42 00 7.29 03 9.64 00 1.26 01 1.63 01 13.05
1000 4.59-01 1.03 00 1.73 O0 2.A0 CD 3.68 00 5.02 O 6.69 00 8.76 00 1.13 01 1.45 01 12.40
1050 4.48-01 9.95-01 1.66 00 2.48 00 3.49 0) 4.71 00 6.22 00 8.07 00 1.04 01 1.32 01 11.81
1100 A.C0-01 9.71-01 1.61 GO 2.39 O0 3.33 00 4.47 00 5.85 00 7.53 00 9.58 00 1.21 01 11.27
1150 4.34-01 9.52-61 1.57 00 2.31 00 3.20 00 4.27 00 3.56 00 7.11 00 8.98 00 1.13 01 10.78
1200 4.30-01 9.39-01 1.54 00 2.26 CO 3.11 CO 4.12 03 5.33 00 6.78 00 5.52 00 1.06 01 10.33
1250 4.28-01 9.30-01 1.52 00 2.21 00 3.0400 4.01 00 5.16 00 6.53 00 8.17 00 1.01 01 9.92
1300 4.27-01 9.24-01 1.51 00 2.18 00 2.98 00 3.92 00 3.03 00 6.34 00 7.90 00 9.77 00 9.54
1350 4.28-01 9.23-01 1.50 00 2.17 00 2.95 00 3.86 00 -4.93 00 6.20 00 71.70 00 9.50 00 9.18 . S
1400 4.30-01 9.24-01 1.50 00 2.16 00 2.92 0 3.82 00 4.87 00 6.11 00 7.57 00 9.32 00 5.86
1450 4.33-01 9.29-01 1.50 00 2.16 00 2.92 00 3.80 00 4.84 00 6.05 00 7.49 00 9.20 00 8.55
1500 4.37-01 9.37-01 1.51 00 2.17 00 2.93 00 3.80 00 4.83 00 6.03 00 7.43 00 9.15 00 8.27

------------------------------------------------------------------ ------------ -I

1800 3.44-01 7.39-01 1.19 00 1.72 00 2.32 00 3.02 00 3.84 00 4.81 00 3.95 00 7.31 00 6.89
t 1900 3.49-01 7.47-01 1.20 00 1.72 00 2.33 00 3.03 00 3.84 00 4.79 00 3.92 00 7.26 00 6.53

2000 3.59-01 7.67-01 1.23 00 1.76 00 2.37 00 3.08 00 3.90 00 4.86 00 3.99 00 7.34 0 6.20
2100 3.70-01 7.88-01 1.26 00 1.80 00 2.43 00 3.14 00 3.97 00 4.94 00 6.09 00 7.46 00 3.90
2200 3.84-01 8.18-01 1.31 00 1.87 00 2.51 00 3.24 00 4.09 00 5.09 00 6.21 GO 7.67 00 3.64
2300 4.01-01 8.52-01 1.36 00 1.94 C0 2.60 00 3.36 00 4.24 00 5.28 00 6.49 00 7.95 00 5.39
2400 4.19-01 8.90-01 1.42 00 2.02 03 2.71 00 3.50 00 4.42 00 5...9 00 6.76 00 8.28 00 3.17
2500 6.40-01 9.33-01 1.49 00 2.12 00 2.84 00 3.66 00 4.62 00 5.74 00 7.0? 00 8.65 03 4.96
2600 4.62-01 9.80-01 1.56 00 2.22 00 2.98 00 3.84 00 4.8 00 6.02 00 7.42 00 9.09 00 4.77
2700 4.87-01 1.03 00 1.64 00 2.34 00 3.13 00 L.04 00 3.10 00 6.33 00 7.80 00 9.36 00 4.59 I
2800 5.13-01 1.09 00 1.73 00 2.46 00 3.30 00 4.26 00 5.37 00 6.67 00 8.22 00 1.01 01 4.43
2900 5.41-01 1.11 00 1.83 00 2.60 00 3.48 00 &.49 00 5.66 00 7.04 00 8.67 00 1.06 01 4.25

3000 5.71-01 1.21 00 1.93 00 2.74 00 3.67 00 4.74 00 5.98 00 7.43 00 9.16 00 1.13 01 f4.13
3100 6.04-01 1.28 00 2.04 00 2.90 00 3.88 00 5.01 00 6.32 00 1.86 00 5.69 00 1.19 01 4.00
3200 16.38-01 1.35 00 2.15 00 3.06 00 4.10 00 5.29 00 6.67 00 8.30 00 1.02 01 1.26 01 3.87 -
3300 6.74-01 1.43 00 2.27 00 3.23 00 4.33 00 5.59 00 7.06 00 8.78 00 1.08 01 1.33 01 3.76

--------------------------------------------------------------------------------------------------------------- F
4000 4.97-01 1.05 00 1.68 00 2.39 00 3.19 00 4.12 00 5.20 00 6.46 00 7.96 00 9.78 00 3.10
3000 7.37-01 1.56 00 2.49 00 3.54 00 4.74 00 6.12 00 7.73 00 9.63 00 1.19 01 1.47 01 2.48
6000 1.09 00 2.30 00 3.67 00 5.22 00 7.00 00 9.05 00 1.14 01 1.43 01 1.77 01 2.18 01 2.07
7000 1.56 00 3.30 00 5.27 00 7.50 00 1.01 01 1.30 01 1.65 01 7.06 01 2.55 01 3.15 01 1.77
g0 2.17 00 4.59 02 7.33 00 1.04 01 1.40 01 1.81 01 2.29 01 2.87 01 3.56 01 4.41 01 1.S5
9000 2.93 00 6.21 00 9.91 00 1.11 01 1.89 0l 2.45 01 3.11 01 3.8 01 4.82 01 5.98 01 1.38
10000 3.86 G0 5.180 0 1.31 01 1.86 01 2.5001 3.23 01 4.10 01 5.13 01 6.37 01 7." 01 1.24-

f... .... .. ". - .
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