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SIGNIFICANCE AND EXPLANATION

Real data sets almost always contain outlying (extreme) observations and outliers are particularly damaging in on line control situations in which the data is processed recursively. Thus, an extremely bad value can distort the whole mechanism of control and make the process very unstable.

In this paper, we offer a relatively simple model and obtain a procedure to deal with the above problem. To represent the appearance of bad observations, a scale contaminated normal distribution has been assumed for the measurement error.

In fact, we have shown in this paper, how a Bayesian approach allows the development of a simple recursive estimation algorithm that has the desired property of "filtering" bad (i.e., extreme) observations. Indeed, extreme values are downweighted by their posterior probability of being spurious, and the estimates of parameters are updated, recursively, accordingly.

Finally, we apply our model to the case of exponential smoothing with contaminated error, and show that the parameter estimates obtained from the resulting algorithm are a weighted combination of certain $2^n$ smoothing schemes. The application of the procedure to a broad range of statistical estimation problems is briefly discussed.

The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the authors of this report.
Kalman (1960) introduced a method of updating knowledge about the "state" of process parameters, say \( \hat{x} \), at time \( t \), using a least squares procedure. This method, now known as Kalman filtering, has wide applicability, from on-line process control in industry to applications in economics. Kalman’s results are reproducible using a Bayes approach with normal theory, conditional on known values of variances and co-variances involved.

One aspect of the filtering process is that it is sensitive to extreme observations. Indeed, one or more wild observations can make the Kalman filter unstable. This a well recognized result in both the Statistical and Engineering literatures, and is discussed in the use of a Kalman-type filtering scheme that takes into account the possibility of spuriously generated observations giving rise to extreme observations. This filtering scheme automatically examines the possibility that the current observation is spurious, and if the evidence points to this, downweights that observation in the filter, and does the opposite for seemingly "good" (i.e., non spurious) observations.

We develop this filter in Section 3, after reviewing the standard Kalman filter in Section 2. Section 4 sketches a number of applications, and the use of our filter in these areas. Finally, Section 5 provides some discussion of our results.
2. The Standard Kalman Filter

The results due to Kalman (1960) may be derived and approached from the Bayesian point of view. Suppose that we observe, at time \( t \), a response vector \( y_t \), say of order \((p \times 1)\), and that this random response vector is such that

\[
x_t = A_t \theta_t + \varepsilon_t, \quad \varepsilon_t \sim N(0, C)
\]  

(2.1)

where \( A_t \) is a \((p \times r)\) matrix of known coefficients, \( \theta_t \) is a \((r \times 1)\) vector of unknown process parameters, and \( C \) is a \((p \times p)\) positive definite matrix, assumed known. The vector \( \tilde{\theta}_t \) is referred to as the current (i.e., at time \( t \)) state of the process parameters \( \theta \). As \( t \) varies, the states are also assumed to have a linear structure, viz, for given \( \tilde{\theta}_{t-1}, V \),

\[
\tilde{\theta}_t = \tilde{\theta}_{t-1} + \varepsilon_t, \quad \varepsilon_t \sim N(0, V)
\]  

(2.2)

where \( \tilde{\theta}_t \) is a \((r \times r)\) known matrix, and \( V \) is a \((r \times r)\) positive definite matrix.

Finally, it is also assumed that we have prior information about \( \tilde{\theta}_{t-1} \), given \( y_{t-1}, y_{t-2}, \ldots \). This assumption is sometimes referred to as the Inductive Hypothesis, and says that prior to observing \( y_t \), and given \( y_{t-1}, y_{t-2}, \ldots \), that the distribution of \( \tilde{\theta}_{t-1} \), given \( y_{t-1}, \ldots \) has structure

\[
\tilde{\theta}_{t-1} \sim N(\mu_{t-1}, V_{t-1})
\]  

(2.3)

where \( V_{t-1} \) is a \((r \times r)\) positive definite matrix. We shall see below that \( \mu_{t-1} \) is a function of the \( y \)'s.

Now using the above assumptions, we may rapidly deduce that the prior for \( \tilde{\theta}_t \), given \( y_{t-1} \), is

\[
N(\mu_{t|t-1}, V_{t|t-1})
\]  

(2.4)

where

\[
\mu_{t|t-1} = \hat{A}_t \mu_{t-1}
\]  

\[
V_{t|t-1} = V + \hat{A}_t V_{t-1} \hat{A}_t'
\]  

(2.4a)

(The subscript "\( t|t-1 \)" refers to the fact that we are at time \( t \) and have observed \( y_{t-1} \)). The quick and easy way to see (2.4) - (2.4a), is as follows: We have, for given \( \tilde{\theta}_{t-1} \)
\[
\theta_t = \Omega_t \theta_{t-1} + \xi_{\theta_t}
\]  
(2.5)

from (2.2). But \( \theta_{t-1} \) is itself random, so that using (2.3) in (2.5), we have

\[
\theta_t = \Omega_t [\mu_{t-1} + \xi_{\theta_{t-1}}] + \xi_{\theta_t}
\]
(2.6)

Because of the normality assumptions, and assuming independence of \( \theta_{t-1}, \theta_t \), we have that:

Given \( \chi_{t-1} \),

\[
\theta_t \sim N_{\theta}(\Omega_{\theta} \mu_{t-1}, \Omega_{\theta} \nu_{t-1} \Omega_{\theta} + V)
\]
(2.7)

as claimed in (2.4) - (2.4a). It is convenient to write the result (2.4) or (2.7) as

\[
\theta_t = \mu_{\theta_{t-1}} + \xi_{\theta_{t-1}} \quad \xi_{\theta_{t-1}} \sim N(0, V_{\theta_{t-1}})
\]
(2.8)

We may now also deduce, using assumptions (2.1), (2.2) and (2.3), with the result (2.4), the predictive distribution of the yet unobserved \( \chi_t \), given \( \chi_{t-1} \). For from (2.1), we have

\[
\chi_t = \Lambda_t \theta_t + \xi_y
\]
(2.9)

where \( \xi_y \sim N(0, C) \), and from (2.8), given \( \chi_{t-1} \), we have that

\[
\chi_t = \Lambda_t (\mu_{\theta_{t-1}} + \xi_{\theta_{t-1}}) + \xi_y
\]
(2.10)

which implies, for given \( \chi_{t-1} \), that

\[
\chi_t \sim N(\Lambda_t \mu_{\theta_{t-1}}, \Lambda_t \nu_{\theta_{t-1}} \Lambda_t' + C)
\]
(2.11)

We let the predictive variance of (2.11) be denoted by \( M_{\theta} \), that is,

\[
M_{\theta} = \Lambda_t \nu_{\theta_{t-1}} \Lambda_t' + C
\]
(2.11a)

Now the results (2.7) and (2.11) give the distributions of \( \theta_t \) and \( \chi_t \) before observing \( \chi_t \), namely \( p(\theta_t | \chi_{t-1}) \) and \( p(\chi_t | \chi_{t-1}) \), respectively. Now when we observe \( \chi_t \), we are in the position to deduce the posterior for \( \theta_t \), given \( \chi_t \), for are in the position of having (2.1) as the sampling distribution of \( \chi_t \), given \( \theta_t \), and (2.4) as the prior for \( \theta_t \), (given \( \chi_{t-1} \) etc.). We remark that once this posterior is obtained, it plays the role of (2.3) for the next stage, to be discussed below. Now using Bayes' Theorem with (2.1) and (2.4) as the necessary ingredients yields: Given \( \chi_t \),
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\( \mathbf{\hat{X}}_t \sim \mathcal{N}(\mu_{t:t}, \mathbf{V}_{t:t}) \) \hspace{1cm} (2.12)

where

\[ \mu_{t:t} = \mu_{t:t-1} + \mathbf{V}_{t:t-1} \mathbf{A}_t' \mathbf{C}^{-1} (\mathbf{Y}_t - \mathbf{A}_t \mu_{t:t-1}) \] \hspace{1cm} (2.12a)

and

\[ \mathbf{V}_{t:t}^{-1} = \mathbf{A}_t \mathbf{C}^{-1} \mathbf{A}_t' + \mathbf{V}_{t:t-1}^{-1} \] \hspace{1cm} (2.12b)

so that, as is easily verified,

\[ \mathbf{V}_{t:t} = \mathbf{V}_{t:t-1} - \mathbf{V}_{t:t-1} \mathbf{A}_t \mathbf{C}^{-1} \mathbf{A}_t' \mathbf{V}_{t:t-1} \] \hspace{1cm} (2.12c)

where, we recall that \( \mathbf{K}_t \) is given at (2.11a).

The derivation of these results is given in Appendix I. Notice the updating pattern from \( \mu_{t:t-1} \), the prior mean, to \( \mu_{t:t} \) contained in (2.12a). Indeed, (2.12a) implies that the current information \( \mu_{t:t} \) about the process parameters \( \mathbf{\hat{X}}_t \) given \( \mathbf{X}_t \), is the prior information of \( \mathbf{\hat{X}}_t \) given \( \mathbf{X}_{t-1} \), \( \mu_{t:t-1} \) plus an updating term, obtained by "filtering" the deviation of \( \mathbf{X}_t \) from its predictive expectation - see (2.11) - by use of the matrix

\[ \mathbf{K}_t = \mathbf{V}_{t:t-1} \mathbf{A}_t \mathbf{C}^{-1} \] \hspace{1cm} (2.13)

Indeed the matrix \( \mathbf{K}_t \) of (2.13) is referred to as the Kalman Gain matrix, and we note that an alternative form - see Appendix I - is

\[ \mathbf{K}_t = \mathbf{V}_{t:t-1} \mathbf{A}_t \mathbf{C}^{-1} \] \hspace{1cm} (2.13)

Note too the update of \( \mathbf{V}_{t:t} \) contained in (2.12b) - for example, we update \( \mathbf{V}_{t:t-1} \), the precision of the prior of \( \mathbf{\hat{X}}_t \) given \( \mathbf{X}_{t-1} \), by adding the precision \( \mathbf{A}_t \mathbf{C}^{-1} \mathbf{A}_t' \) of the regression process parameter \( \mathbf{\hat{X}}_t \) of (2.1) to obtain \( \mathbf{V}_{t:t}^{-1} \), etc. To enter the next stage, we replace (2.3) with (2.12) by setting \( \mu_{t:t} = \mu_e \) and \( \mathbf{V}_{t:t} = \mathbf{V}_e \), and make the obvious modifications in (2.1) and (2.2), and repeat the process.

To start the Kalman filter, prior conditions for the state vector \( \mathbf{\hat{X}} \) must be made, say \( \mu_0 \) for its expectation, and the matrix \( \mathbf{V}_0 \) for its variance - covariance structure. Once declared, the estimate for \( \mathbf{\hat{X}}_{t:1} \), the state of nature for the process that yields \( \mathbf{X}_{t:1} \), is

\[ \mathbf{\hat{X}}_{t:0} = \mathbf{\Omega}_1 \mathbf{\mu}_0 = \mathbf{\mu}_{1:0} \] \hspace{1cm} (2.14)

and its variance - covariance matrix is
\[ V_{1;0} = \Omega V_0 \Omega' + \nu \]  
(2.14a)

The forecast of the new observation \( X_1 \) (see (2.11)) is

\[ X_1 = A_1 \mu_{1;0} \]  
(2.15)

with variance - covariance (see (2.11) - (2.11a))

\[ H_1 = C + A_1 V_{1;0} A_1' \]  
(2.15a)

When \( X_1 \) is actually observed, we update as follows - the expected state of nature goes from \( \mu_{1;0} \) to \( \mu_{1;1} \), where

\[ \mu_{1;1} = \mu_{1;0} + V_{1;0} A_1' H_1^{-1} (X_1 - A_1 \mu_{1;0}) \]  
(2.16)

and the affiliated variance - covariance is updated to \( V_{1;1} \), where

\[ V_{1;1}^{-1} = V_{1;0}^{-1} + A_1' C^{-1} A_1 = (V_{1;0} - V_{1;0} A_1' H_1^{-1} A_1 V_{1;0})^{-1} \]  
(2.16a)

As indicated before, we now set

\[ \mu_1 = \mu_{1;1} \text{ and } V_1 = V_{1;1} \]  
(2.17)

and inquire about \( \theta_2 \), prior and posterior to seeing \( X_2 \), etc. We have

\[ X_2 = A_2 \theta_2 + \xi_y, \xi_y \sim N(\Omega, C) \]  
(2.18)

with

\[ \theta_2 = A_2 \theta_1 + \xi_{\theta}, \xi_{\theta} \sim N(\Omega, \nu) \]  
(2.18a)

while

\[ \theta_1 = \mu_1 + \xi_\theta, \xi_\theta \sim N(\Omega, \nu) \]  
(2.18b)

The last two statements may be combined so that we have, given \( X_1 \),

\[ \theta_2 \sim N(\Omega \mu_1, \Omega V_1 \Omega + \nu) \]  
(2.18c)

or

\[ \theta_2 \sim N(\mu_{2;1}, V_{2;1}) \]  
(2.18d)

The distribution (2.18) is now used with (2.18c) to find the posterior of \( \theta_2 \), given \( X_2 \), which is

\[ \theta_2 \sim N(\mu_{2;2}, V_{2;2}) \]  
(2.19)

where \( \mu_{2;2} \) is given by (2.12a) with \( t = 2 \) and \( V_{2;2} \) is determined by (2.12b), etc. and the loop continues in the same way for \( t = 3,4,... \). This is pictoralized in Figure 2.1 for the general case of having reach state \( t - 1 \) and observed \( X_{t-1} \), etc.
Figure 2.1

Initial conditions $u_0$, $v_0$

$t = 1$

Estimation of next stage:

$\mu_{t:t-1} = \Omega_t \mu_{t-1}$
$\nu_{t:t-1} = V + \Omega_t \nu_{t-1} \Omega_t'$

Prediction of new observation

$\nu_t = \Lambda_t \mu_{t:t-1}$
$\nu_t = C + \Lambda_t \nu_{t:t-1} \Lambda_t'$

Observation of $\nu_t$

$t = t + 1$

Updating of the parameters

$\mu_t = \mu_{t:t-1} + \nu_{t:t-1} \Lambda_t' \Omega_t^{-1} (\nu_t - \Lambda_t \mu_{t:t-1})$
$\nu_t = \nu_{t:t-1} - \nu_{t:t-1} \Lambda_t' \Omega_t^{-1} \Lambda_t \nu_{t:t-1}$

$t = t + 1$ (No)

$t = t + 1$ (Yes)

END
There are several comments to be made about the foregoing Kalman filter. Essentially, the whole process is a least squares procedure, as the reader will not doubt have known or guessed. Least squares estimates are well known to be non-robust to outlying observations (see Andrews et al. (1972)), and in the Kalman filter case this could make the whole procedure unstable, with devastating consequences in some situations, such as line-process control of mass produced items. Then too, when \( p > 3 \), it is well known that least squares estimators are not admissible (see Stein (1956)).

Finally, the assumption (2.1) that implies that \( \xi_i \)'s come from the same distribution is much too strong in practice. Much evidence exists that shows that sets of data almost always contain a small proportion of observations that have been spuriously generated (i.e., not in the manner intended) giving rise to extreme or outlying observations (see the general discussion in the paper by Box and Tiao (1968) and Guttman (1973)). For these reasons, we replace the assumption (2.1) by a more realistic sampling model, and investigate what form the ensuing "Kalman filtering" process will take in the following section.
3. A Robust Algorithm

3.1. A Different Sampling Model.

As indicated in the previous section, the oft-made assumption (2.1) is highly suspect, and skepticism about this assumption often points to the question of the possible effect of outliers on procedures developed using (2.1) in general, and for us, in particular on Kalman Filtering. Outliers are feared mainly due to the fact that they may have been generated spuriously, thus biasing results. This is a well recognized concern in the engineering literature, and for example, the papers of Alspach and Sorenson (1971), Masreliez (1975), Masreliez and Martin (1977) and Tsai and Kurz (1983) use a different approach then ours to meet this problem. Of course, the problem of how to deal with outliers in other situations and the general problem of "robustness" of various procedures is the focus of much of the current Statistical literature - see the references cited in Section 2, for example.

Because of the above general concern, it is desired to establish procedures that are robust to outliers in that they accommodate the appearance of aberrant observations appropriately - roughly speaking, giving small weight to observations that seem spuriously generated, and large weight to seemingly "good" observations. A spuriousness that gives rise to outliers often means that the error distributions involved have tails heavier than those of the normal distribution, we will generalize below the method of accommodating outliers used by Box and Tiao (1968), and replace the assumption (2.1) by the so-called Scaled-Contaminated Model (SCM). This model was introduced into statistical practice by Jeffreys (1961) and has been used by Box and Tiao (1968) to robustify estimation in the standard linear model, by Abraham and Box (1979) to accommodate outliers in time series, etc. Indeed, Cheng and Box (1980), have shown that the SCM model represents a sensible modeling in many situations where spuriousness is feared.

The SCM model, simply stated is that

\[ z_t = \alpha_t \delta_t + \xi_y \]

where

\[ \xi_y = a_1 N(\mu, \sigma_1) + a_2 N(\mu, \sigma_2) \]  

(3.1)
In (3.1), we assume that the known constants $a_1$, $a_2$ are such that $a_2 = 1 - a_1$, and that $a_2 \varepsilon(0.15)$, as is common in most applications. Further, we also assume $C_1$ and $C_2$ are known, and such that by any measure, $C_2$ is larger than $C_1$. For example, it could be that (for $a_2$ a known scalar),

$$c_1 = a_2^2 I, \quad c_2 = k^2 a_2^2 I, \quad k^2 > 1.$$  \(3.2\)

The prescription (3.1) says that with small probability $a_2$, $X_t$ is generated spuriously from $N(A_t, C_2)$, etc.

In addition to the assumption (3.1), we also, in this section, make the assumptions (2.2) and (2.3) of the previous section, and inquire into the question of how the 3 assumptions (3.1), (2.2) and (2.3) affect the updating procedure discussed in the introductory section. For convenience we list the assumptions used in this section at the point:

1. See (3.1) - (3.2)

2. $\theta_t = \Omega_t \theta_{t-1} + \xi_0, \quad \xi_0 \sim N(0,V)$ \(3.3\)

3. $\theta_{t-1} = \beta_{t-1} + \xi_0, \quad \xi_0 \sim N(0,V_{t-1})$, for given $X_{t-1}$.

The assumptions (ii) and (iii) of course, give rise to the result (2.4), namely that $\theta_t$, given $X_{t-1}$ has distribution (the prior of $\theta_t$) (2.4), viz

$$N_\theta(\hat{\theta}_{t-1}, V_{t-1})$$ \(3.4\)

where

$$\hat{\theta}_{t-1} = \hat{\theta}_{t-1}, \quad V_{t-1} = V + \Omega_{t-1} \Omega_{t-1}.$$ \(3.4a\)

We can now determine the predictive distribution $h(t\mid X_{t-1})$, say, of $X_t$, given $X_{t-1}$. Formally, this is defined as

$$h(X_t\mid X_{t-1}) = \int_{\theta_t} f(X_t\mid \theta_t) p(\theta_t\mid X_{t-1}) d\theta_t$$ \(3.5\)

and here, $f$ is dictated by (3.1), while $p$ is obtained from (2.4). The result of doing the integration (3.5), as proved in Appendix II, is as follows:

$$h(X_t\mid X_{t-1}) = a_1 N(A_t \hat{\theta}_{t-1}, M_{t,1}) + a_2 N(A_t \beta_{t-1}, M_{t,2})$$ \(3.6\)

with
We note that
\[ E(X_t|X_{t-1}) = A^C_i + A^C_tC_{t-1}, \quad V(X_t|X_{t-1}) = A^C_i + \sum_{j=1}^{2} a_j C_j. \]  

(3.6b) We note that we may write
\[ V(X_t|X_{t-1}) = a_1 M_{t-1} + a_2 N_{t,2}. \]  

(3.6c)

3.2. The resulting recursive algorithm.

The results (3.4) and (3.6) are statements that can be made before seeing \( X_t \). Once \( X_t \) is observed, we are in the position of being able to find the (posterior) distribution of \( \theta_t \), given \( X_t \). For the prior of \( \theta_t \), we have the distribution specified by (3.4), while the (sampling) distribution of \( \theta_t \) is given by (3.1). The result of using Bayes' Theorem with these ingredients, as proved in Appendix II, is that the posterior of \( \theta_t \) given \( X_t \) is such that
\[ p(\theta_t|X_t) = \sum_{i=1}^{L} a_{t,1} \phi_{t,t}^{t(1)} \phi_{t,t}^{t(1)}, \tag{3.7} \]
where
\[ \phi_{t,t}^{t(1)} = \phi_{t,t}^{t-1} + \phi_{t,t}^{t-1} \phi_{t,t}^{t-1} (X_t - A^C_i U_{t,t-1}) \]
\[ \phi_{t,t}^{t(1)} = (\phi_{t,t}^{t-1} + \phi_{t,t}^{t-1} A_i C_i)^{-1} \]
\[ = \phi_{t,t}^{t-1} - \phi_{t,t}^{t-1} A_i C_i \phi_{t,t}^{t-1} A_i \]
(3.7b) and where
\[ a_{t,1} = \frac{a_1 f(X_t|A^C_i U_{t,t-1}^t M_{t,1})}{\sum_{j=1}^{2} a_j f(X_t|A^C_i U_{t,t-1}^t M_{t,j})}. \]
(3.7c)

with \( f \) denoting the density of the Normal multivariate distribution, so that, in general
\[ f(x|\mu, \Sigma) = \left(2\pi\right)^{-p/2} |\Sigma|^{-1/2} \exp \left\{-\frac{1}{2}(x-\mu)^T \Sigma^{-1} (x-\mu) \right\}. \]
(3.7d)
The reader will not doubt recognize that the denominator of (3.7c) is, on using (3.7d), the predictive density \( h \) of \( X_t \) given \( X_{t-1} \), stated in (3.6). Indeed, using (3.7d) in (3.7c) yields
\[ a_{t,1} = \left[ 1 + \frac{\alpha_2}{\alpha_1} \left( \frac{N_{t,1}}{N_{t,2}} \right) \right]^{1/2} \exp \left( \frac{1}{2} \left( X_t - A_t \mu_{t-1} \right)^T \left( N_t^{-1} - N_{t-1}^{-1} \right) \left( X_t - A_t \mu_{t-1} \right) \right)^{-1} \]

\[ a_{t,2} = 1 - a_{t,1} . \]

From (3.7) we easily find (see Appendix II for proofs)

\[ E(\theta_t | X_t) = \mu_{t-1} + \nu_{t-1} A_t^{-1} \left[ \nu_{t-1} + a_{t,2} N_{t,2} \right] \left( X_t - A_t \mu_{t-1} \right) \]

\[ = \mu_{t-1} \]

\[ V(\theta_t | X_t) = \nu_{t-1} - \nu_{t-1} A_t^{-1} \nu_{t-1} A_t \nu_{t-1} = \nu_{t-1} \]

where

\[ \nu_t = a_{t,1} N_{t,1}^{-1} + a_{t,2} N_{t,2}^{-1} - a_{t,1} a_{t,2} N_{t,2}^{-1} \left( X_t - A_t \mu_{t-1} \right) \]

\[ (X_t - A_t \mu_{t-1})^T \left( N_{t,1}^{-1} - N_{t,2}^{-1} \right) \]

The quantities \( a_{t,1} \) and \( a_{t,2} = (1-a_{t,1}) \) are the posterior probabilities that \( X_t \) has come from the intended source (i.e., \( N(A_t \theta_{C_1}) \)) and the spurious source (i.e., \( N(A_t \theta_{C_2}) \)), respectively. The posterior expectation is made up of two parts (c.f. with (2.12a)): the prior expectation \( \mu_{t-1} \) of \( \theta_t \), given \( X_{t-1} \) (see (3.4)) and a deviation of \( X_t \) from its (marginal) predictive expectation \( A_t \mu_{t-1} \) (see (3.6b)), but this time the filtering (gain) matrix is the weighted sum of two Kalman gain matrices, where the weights are the estimates \( a_{t,1} \) just commented on. Put another way, the gain matrix involves the weighted sum of the predictive precisions that would be involved if sampling was from either \( N(A_t \theta_{C_1}) \) or \( N(A_t \theta_{C_2}) \), with weights that are the probabilities that \( X_t \) was so sampled. For more introspection about the updated variance - covariance \( V_{t,t} \), we first invite the reader to inspect the updated \( \nu_{t} \)'s, and to acquaint themselves with the details of how these are used by reading the proof of (3.8a) in Appendix II.

We remark that to continue this procedure, we now use the following scheme

Set \( \mu_t = \mu_{t-1} \) (see (3.8)) and \( V_t = V_{t-1} \) (see (3.8a)) .
Let
\[ p(\mathbf{x}_t|x_{t-1}) \geq N(\mathbf{m}_t, \mathbf{v}_t) \]  
(3.10)

We may now enter the next stage - we replace (iii) of (3.3) with:

Given \( x_t \),
\[ \hat{\mathbf{x}}_t = \mathbf{m}_t + \mathbf{k}_t \sim N(\hat{\mathbf{x}}_t, \mathbf{v}_t) \]  
(3.11)

and making the obvious modifications in (3.1) and (ii) of (3.3) - \( t \) is replaced by \( t+1 \)
- we repeat the above process.

As in the previous section, to start this Kalman Filter, we must state prior conditions for the state vector \( \hat{\mathbf{x}} \), say \( \mathbf{m}_0 \) for its expectation, and the matrix \( \mathbf{v}_0 \) for its variance - covariance structure. Once these are declared, then using (3.4) we have

that the estimate for \( \hat{\mathbf{x}}_1 \) before seeing \( x_1 \) is
\[ \hat{\mathbf{x}}_{1:0} = \hat{\mathbf{m}}_0 = \hat{\mathbf{m}}_{1:0} \]  
(3.12)

and the associated variance - covariance matrix is
\[ \mathbf{v}_{1:0} = \mathbf{v} + \hat{\mathbf{m}}_{1:0} \mathbf{v}_{1:0} \]  
(3.12a)

The forecast of the new observation \( x_1 \) is (see (1.5b))
\[ \hat{\mathbf{x}}_1 = \mathbf{A}_1 \hat{\mathbf{x}}_{1:0} = \mathbf{A}_1 \hat{\mathbf{m}}_{1:0} \]  
(3.13)

with associated variance - covariance matrix (see (3.6b))
\[ \mathbf{v}_1 = \mathbf{v}_1 + \sum_{j=1}^{2} \mathbf{a}_j \mathbf{v}_{1:0} \mathbf{a}_j^\prime \]  
(3.13a)

(c.f. with (2.15a)).

When \( x_1 \) is actually observed, we update as follows - the expected state of nature goes from \( \hat{\mathbf{x}}_{1:0} \) to \( \hat{\mathbf{x}}_{1:1} \), where (see (3.8))
\[ \hat{\mathbf{x}}_{1:1} = \mathbf{K}_1 + \mathbf{K}_1 \mathbf{A}_1^\prime [\mathbf{a}_1, \mathbf{c}_1 N_2] \mathbf{A}_1 (\mathbf{x}_1 - \mathbf{A}_1 \hat{\mathbf{x}}_{1:0}) \]  
(3.14)

where the matrices \( N_{1,2} \) are defined in (3.6a), and where the \( a_{1,2} \) are given by (3.7c). The associated variance - covariance is (see (3.8a))
\[ \mathbf{v}_1 = \mathbf{v}_1 - \mathbf{v}_{1:0} \mathbf{A}_1 \mathbf{K}_1 \mathbf{A}_1^\prime \]  
(3.14a)

where
\[ \mathbf{b}_1 = \mathbf{a}_1, \mathbf{c}_1^{-1} + \mathbf{a}_1, \mathbf{b}_1^{-1} \]
(3.14b)

\[ - \mathbf{a}_1, \mathbf{a}_1, \mathbf{b}_1 (\mathbf{N}_2^{-1} - \mathbf{N}_1^{-1})(\mathbf{x}_1 - \mathbf{A}_1 \mathbf{x}_{1:0})(\mathbf{x}_1 - \mathbf{A}_1 \mathbf{x}_{1:0})^\prime (\mathbf{N}_1^{-1} - \mathbf{N}_2^{-1}) \]

As mentioned in this section, we now set
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\[ u_1 = u_{1;1} \text{ and } v_1 = v_{1;1} \]  

(3.15)

and take, for the distribution of \( \theta_1 \), given \( x_1 \), \( p(\theta_1 | x_1) \) given by

\[ p(\theta_1 | x_1) = f(\theta_1 | u_1, v_1) \]  

(3.16)

that is, \( \theta_1 \sim \text{N}(u_1, v_1) \), given \( x_1 \). This may be combined with (ii) of (3.3) for \( t = 2 \) to yield

\[ p(\theta_2 | x_1) = f(\theta_2 | u_{2;1}, v_{2;1}) \]  

(3.17)

where

\[ u_{2;1} = \Omega_2 u_1 \text{ and } v_{2;1} = v + \Omega_2 v_1 \Omega_2' \]  

(3.17a)

Now the distribution of \( x_2 \), given \( \theta_2 \), is of course specified by (3.1), that is

\[ p(x_2 | \theta_2, c_1, c_2, a_1, a_2) = a_1 f(x_2 | \theta_2, x_1, c_1) + a_2 f(x_2 | \theta_2, x_2, c_2) \]  

(3.18)

and (3.18) may be combined with (3.17) to produce the posterior of \( \theta_2 \), given \( x_2 \) which is

\[ p(\theta_2 | x_2) = \sum_{i=1}^{2} a_{2,i} f(\theta_2 | x_2, c_2; v_{2;2}) \]  

(3.19)

where \( u_{2;2} \text{ and } v_{2;2} \) are found from (3.7a) - (3.7b). The probability \( a_{2,1} \) is of course (see (3.7c))

\[ a_{2,1} = \frac{a_1 f(x_2 | \theta_2, u_{2;1}, v_{2;1})}{\sum_{i=1}^{2} a_i f(x_2 | \theta_2, u_{2;1}, v_{2;1})} \]  

(3.20)

and \( a_{2,2} = 1 - a_{2,1} \), and the loop continues in this way for \( t = 3, 4, \ldots \) etc. This is pictorialized in Figure 3.1 for the general case.
Figure 3.1

Initial conditions $\mu_0, v_0$

$t = 1$

Estimation of next stage

$\mu_{t:t-1} = \Omega_t \mu_{t-1}$

$V_{t:t-1} = \Gamma_t + Q_t \Omega_t^{-1} Q_t^t$

Prediction of new observation

$V_t = A_t V_{t:t-1}$

$\mu_t = C_t + A_t V_{t:t-1} \Theta_t$

$H_t = \alpha_t H_{t,1} + \beta_t H_{t,2}$

$t = t + 1$

Observation of $V_t$

Compute posterior probabilities

$a_{t,1} = \left[ 1 + \frac{a_2}{a_1} \left| \frac{V_t - A_t \mu_{t:t-1}}{H_{t,2}} \right| \right]^{1/2}$

$a_{t,2} = 1 - a_{t,1}$

Updating of the parameters

$\mu_t = \mu_{t:t-1} + V_{t:t-1} A_t \left[ a_{t,1} H_{t,1}^{-1} + a_{t,2} H_{t,2}^{-1} \right] (V_t - A_t \mu_{t:t-1})$

$V_t = V_{t:t-1} - V_{t:t-1} A_t A_t \left[ a_{t,1} H_{t,1}^{-1} + a_{t,2} H_{t,2}^{-1} \right] A_t V_{t:t-1}$

$P_t = a_{t,1} H_{t,1}^{-1} + a_{t,2} H_{t,2}^{-1} - H_t$

$H_t = a_{t,1} a_{t,2} (H_{t,1}^{-1} - H_{t,2}^{-1}) (V_t - A_t \mu_{t:t-1}) (V_t - A_t \mu_{t:t-1})^t (H_{t,1}^{-1} - H_{t,2}^{-1})$

NO

$t = T$

YES

END
4. Scope of the New Filter

The previous section develops a filter which may be used in many various situations. To illustrate this, we discuss several instances where the new filter of Section 3 may be applied.

4.1. Bayesian Forecasting

One of the most well known applications of the Kalman filter in Statistics is to that of Bayesian forecasting, as developed by Harrison and Stevens (1976). These authors used the standard formulation developed in the engineering literature for the linear control problem that we have presented in our Section 2, calling it the dynamic linear model. They showed that most statistical models can be considered under this general framework, which thus allows an unified approach, namely, by using the Kalman filter for recursive estimation of the parameters. Harrison and Stevens (1976) then applied these ideas to Bayesian forecasting.

As our robust filtering includes the standard algorithm as a particular case, the robust version of the algorithm we have developed can be applied to any of the forecasting models discussed by these authors.

To illustrate the behavior of the algorithm we shall discuss its applications to one of the most widely used model for forecasting, the so-called Steady Model. This model is a particular case of the general formulation with $A_t = 1$, $Q_t = \sigma$ and with $y_t$ a scalar. Then, $u_{t+1} = u_{t-1}$ and $v_{t+1} = v + v_{t-1}$. The updating equations for the standard recursive estimation of this model are

$$ u_t = u_{t-1} + \frac{v_{t-1}}{C + v + v_{t-1}}(y_t - u_{t-1}) \tag{4.1} $$

$$ v_t = \frac{C(v + v_{t-1})}{C + v + v_{t-1}} \tag{4.1a} $$

After some iteration the system will reach a stable state in which $v_t = v_{t-1} = \gamma$. Calling $\theta = C[C + \gamma + \alpha]^{-1}$, we see that (4.1) can be written as

$$ u_t = \theta u_{t-1} + (1 - \theta)y_t \tag{4.2} $$
and applying it recursively and assuming $\mu_0 = 0$, we obtain

$$
\mu_t = \frac{1}{t-1} \theta^t (1-\theta) y_{t-1} \tag{4.3}
$$

We have, then, from (4.3) the result that the steady model is equivalent to the IMA (1,1) model, which is equivalent to exponential smoothing.

To apply the robust Kalman filtering algorithm we have developed, we assumed $c_1 = \sigma^2$, $c_2 = k^2 \sigma^2$; then

$$
\mu_t = \mu_{t-1} + (\nu + \mu_{t-1}) \frac{\alpha_{t,1}}{\sigma^2 + v + \mu_{t-1}} + \frac{\alpha_{t,2}}{k^2 \mu_{t-1}} \tag{4.4}
$$

and assuming as before a stable state with $\nu_t = \nu_{t-1} = a$, then calling

$$
\theta_1 = c^2(v^2 + v + a)^{-1} \quad \text{and} \quad \theta_2 = (k^2 \sigma^2)^{-1},
$$

we have

$$
\mu_t = (\alpha_{t,1} \theta_1 + \alpha_{t,2} \theta_2) \mu_{t-1} + [(1-\theta_1) \alpha_{t,1} + (1-\theta_2) \alpha_{t,2}] y_t.
$$

This expression shows that $\mu_t$ is obtained as a weighted combination of $\mu_{t-1}$ and $y_t$, as in the standard case, but now the weights are changing in every iteration and depend on the probabilities $\alpha_{t,1}$ and $\alpha_{t,2}$. Setting $\theta_t = \alpha_{t,1} \theta_1 + \alpha_{t,2} \theta_2$, we can write

$$
\mu_t = \theta_t \mu_{t-1} + (1-\theta_t) y_t \tag{4.4}
$$

and now the expression of $\mu_t$ as a function of the observations is

$$
\mu_t = \frac{n}{t-1} \sum_{i=0}^{t-1} \left( \prod_{j=0}^{1} \theta_{t-j} \right) y_{t-i} \tag{4.5}
$$

To interpret this equation let us denote by $w(r; i, j, k, \ldots, h)$ the probability that $r$ observations came from the "spurious" or "bad" population at times $i, j, k, \ldots, h$, where there are $r$ symbols $i, j, \ldots, h$. Then

$$
w(r; i, j, k, \ldots, h) = \left( \prod_{t=1}^{n} \alpha_{t,1} \right) a_{i2} a_{j2} a_{k2} \ldots a_{h2} \tag{4.6}
$$

and let us call $\bar{\mu}_t(r; i, j, k, \ldots, h)$ the smoothing associated with this combination of observations (see (4.3)). This smoothing is the result of assuming

$$
\mu_t = \theta_1 \mu_{t-1} + (1-\theta_1) y_t \tag{4.7}
$$

for observations $y_t$, $t = 1, \ldots, n$ but $t \neq i, j, k, \ldots, h$, and

$$
\mu_t = \theta_2 \mu_{t-1} + (1-\theta_2) y_t \tag{4.7a}
$$

for $t = i, j, k, \ldots, h$. Then, it is straightforward to show that
where here the summation is over all the $2^t$ possible combinations of observations chosen from $y_1, \ldots, y_t$. The main advantage of our algorithm (4.5) is that the $2^t$ exponential smoothing factors are the result of the recursive relationship (4.4) and are not computed separately but globally and here in a very direct way.

4.2. Robust Linear Regression

As mentioned previously, Box and Tiao (1968) assumed a scale contaminated normal distribution for the noise of a regression model and used Bayesian estimation methods to obtain a "robust" estimation procedure that downweights suspicious observations in the linear model. Additionally, Chen and Box (1979) showed that, given appropriate values to the parameters of the noise distributions, the Box-Tiao weights can reproduce functions for downweighting residuals using $M$-estimators that have been proposed on empirical grounds by Andrews et al. (1972). Although this approach provides a general way to deal with outliers in the linear model, the computations needed are cumbersome, because the posterior distribution of the parameter vector is a weighted average of $2^n$ posterior distributions. Box and Tiao (1968) suggested that one need compute only the first few leading terms, but with a large set of data the computations are still heavy, and there are no clear rules about how many terms we would need to obtain a proper approximation. Little (1983) has explored the relationship between the Bayesian weights and some influence measures proposed for the linear model and has used this relationship to suggest an algorithm to determine which of the weights that matter, and their subsequent computation. Here again, however, the computations are still heavy.

We will show in this section how we can compute the posterior mean in a simple way using the robust algorithm we have suggested.

The regression can be written as a state space model as

$$y_t = \beta_t' \hat{\beta}_t + \epsilon_t$$

$$\hat{\beta}_t = \hat{\beta}_{t-1} + \hat{\epsilon}$$

where $y_t$ is now scalar in the observation equation and the regression parameter vector is
constant over time. Assuming that the noise $\epsilon_t$ has a scale contaminated normal distribution

$$
\epsilon_t \sim (1-a)N(0,\sigma^2) + aN(0,k^2\sigma^2), \quad k^2 > 1,
$$

(4.10)

for fixed values of $a$, $k^2$ and $\sigma^2$, we then have a particular case of our previous formulation. In practice, however, neither of these three parameters are known. Although we can assume $a$ and $k^2$ known and make a sensitivity study afterwards (see Box and Tiao (1968)), the problem of estimating $\sigma^2$ remains. There are two possible solutions.

The first is to compute a robust estimator of $\hat{\sigma}^2$ and use this value in the computations. The second is to iterate in the estimation of the robust value until convergence. Starting with a preliminary robust estimate of $\sigma^2$, say $\hat{\sigma}^2_1$ obtained from the residuals of the least square fit that leads to the estimate $\hat{\sigma}^2_1$, we compute an estimate $\hat{\sigma}^2_2$ using the robust Kalman filtering algorithm with the value $\hat{\sigma}^2_1$ for the variance. Then, we compute the new residuals and a new robust estimator $\hat{\sigma}^2_2$ for the variance. Using this estimator a new application of the algorithms is made which provides a new estimator $\hat{\sigma}^2_3$ and, consequently, a new set of residuals. From them a new robust variance estimator $\hat{\sigma}^2_3$ is built and the process is repeated until convergence.

In this particular case, writing $\hat{\Theta}_t = \hat{\sigma}^2_3$, and $m_{1t} = \hat{\sigma}^2_3$, the computations needed are:

$$
\hat{m}_{1t} = (1 + m_{2t}^t) V_{t-1} x_t = (1 + h_{(1)})
$$

(4.11)

$$
\hat{m}_{2t} = (k^2 + h_{(1)})
$$

(4.12)

$$
\hat{\sigma}^2_{(1)} = \left[1 + (\frac{a}{1-a}) \sqrt{\frac{\hat{m}_{1t}}{\hat{m}_{2t}}} \exp \frac{1}{2} \left\{ \left( \frac{V_t - x_t^t e_t}{\hat{\sigma}^2_1} \right)^2 \left( \frac{1}{\hat{m}_{1t}} - \frac{1}{\hat{m}_{2t}} \right) \right\} \right]^{-1}
$$

(4.13)

$$
\hat{e}_{(1)} = e_t = e(t-1) = \frac{V_t - x_t^t e_t}{\hat{\sigma}^2_1}
$$

(4.14)

$$
\hat{\sigma}^2_2 = \hat{\sigma}^2_{(1)} + \frac{m_{1t}}{m_{2t}} + \frac{\hat{\sigma}^2}{\hat{\sigma}^2_2}
$$

(4.15)

where $B_t = b_t$ is given by

(4.16)
A simple alternative for a robust estimator of scale is the median absolute deviation from the sample median \( \tilde{y} \), given by

\[
\text{MAD} = \text{median}_{t}(|y_{t} - \tilde{y}|)
\]

This estimator is known to be more efficient for the contaminated normal distribution than the sample variance, but is biased. A robust unbiased estimator of \( \sigma^{2} \) has been provided by Tukey et al (1977) and is given by

\[
\sigma^{2}_{t} = (\frac{1}{0.64})^{-1} \text{median}_{i}(e_{i})
\]

where the \( e_{i} \) are the residuals from the least squares fit. The final covariance matrix for the parameters will be \( \Sigma_{t} = \sigma^{2}_{t} \Sigma_{t} \), where \( \Sigma_{t} \) is computed using (4.16).

Equation (4.14) shows that the estimate \( \hat{\theta}(t) \) is a linear combination of estimators that would have been obtained assuming that \( \varepsilon_{t} \) is distributed as \( N(0, \sigma^{2}) \) and \( N(0, k^{2}\sigma^{2}) \), respectively, with weights that are the posterior probabilities \( a_{t,1} \)'s, discussed before. As for the variance, instead of the least squares expression:

\[
(\hat{\Sigma}_{t}^{-1})_{ij} = (\hat{\Sigma}_{t}^{-1} + X_{t} X'_{t})^{-1}
\]

where \( \hat{\Sigma}_{t}^{-1} = X'X \), now equation (4.11) imposes an adaptive formulation:

\[
\hat{\Sigma}_{t}^{-1} = (\hat{\Sigma}_{t}^{-1} + a_{t} X_{t} X'_{t})^{-1}
\]

where \( a_{t} = b_{t}/(1 - h_{i}(t)b_{t}) \) depends on the posterior probabilities of the observation being an outlier. For instance, it is straightforward to see that if \( a_{t,1} = 1, a_{t} = 1, \) and if \( a_{t,2} = 1, a_{t} = k^{-2} \).

This algorithm provides a useful computational device to estimate \( \hat{\theta} \) when the set of data is large. However, when the sample is small there are two problems that make this approximation a crude one. First, the distribution for \( \hat{\theta} \) at each state is not normal, but a t-distribution when \( \sigma^{2} \) is unknown. Second, with a small set of data the ordering of the observations can influence the results. These two problems are not important for a large data set because (1) the t-distribution, when the number of degrees of freedom is large, is very well approximated by the normal and (2) the order of the observations will
not affect much as long as the number of observations is large and stable state has been reached.

The above is, in contrast with the standard Kalman Filter in which $\sigma^2$ is not needed, while here the variances $\sigma^2_{it}$ are required to compute the posterior probabilities that an observation has been spuriously generated, and for the variance of the estimation itself.

4.3. Autoregressive Time Series Estimation

Assuming in the previous case that $x_t = (y_{t-1}, \ldots, y_{t-p})$, the model reduces to the state space estimation of an autoregressive process. Abraham and Box (1979) have studied inference in this type of model when there is a small probability that "bad" observations occur. The exact Bayesian solution is again difficult to compute because it involves, as in the regression case, the computation of $2^n$ distributions.

Although in this case the previous approach can be used to obtain a robust estimate of the parameters when all the data has been collected, the algorithm can also be used as a robust procedure for on-line estimation when the observations are received sequentially. In this latter case however, a way to compute an estimate of $\sigma^2$ given the observed data is needed because at every instant $t$ only observations $y_1, \ldots, y_t$, will be available.

To solution we suggest is to start with a robust estimate of the variance, and update this estimation when the new residual $y_t - \hat{\gamma}_t$ is computed. The algorithm will be defined by the same equations but now (4.13) and (4.17) are:

\[
\hat{a}_t = [1 + \left(\frac{1}{1-\alpha}\right)] \sqrt{\frac{\sigma_{2t}}{\sigma_{1t}} \exp \frac{1}{2} \left(\frac{y_t-x_t}{\sigma_t}\right)^2} - \frac{1}{\sigma_t} \left(\frac{y_t-x_t}{\sigma_t}\right)^2
\]

(4.21)

\[
b_t = \frac{\alpha_{1t} + \alpha_{2t}}{\sigma_{1t} + \sigma_{2t}} - \frac{\alpha_{1t} \alpha_{2t}}{\sigma_{1t} - \sigma_{2t}} \frac{4}{\sigma_t} \left(\frac{e(t)}{\sigma_t}\right)^2
\]

(4.22)

with

\[
e(t) = y_t - \hat{\gamma}_t y_{t-1} - \ldots - \hat{\gamma}_{tp} y_{t-p}
\]

(4.23)

\[
\hat{\sigma}_t = \frac{\text{Median}\{e(t)\}}{1.64}
\]

(4.24)
4.4. Multivariate estimation

In the previous examples the observed vector $x_t$ was a scalar but the algorithm is also very simple when $x_t$ is a vector. As an example, we will revise only the multivariate regression model. The standard formulation is

$$x_t = H_t \beta_{t-1} + \xi_t$$

with

$$H_t = \begin{bmatrix} x_t' & 0' & \ldots & 0' \\ & \ddots & \ddots & \ddots \\ & & x_t' \end{bmatrix} \quad \quad \beta_t = \begin{bmatrix} \beta_{1t} \\ \vdots \\ \beta_{kt} \end{bmatrix}$$

where $x_t'$ is the $1 \times p$ vector of explanatory variables and $\beta_{kt}$ is the $p \times 1$ vector of parameters linked to component $y_{it}$ of $x_t$. The noise $\xi_t$ is assumed to have a mixed distribution and we can impose different structures depending on the particular problem on hand. For instance if

$$C_1 = \begin{pmatrix} \sigma_{11} & \sigma_{12} & \cdots & \sigma_{1k} \\ \sigma_{21} & \ddots & \cdots & \sigma_{2k} \\ \vdots & \ddots & \ddots & \vdots \\ \sigma_{k1} & \cdots & \sigma_{kk} \end{pmatrix}$$

the presence of a multivariate outlier can be modelled assuming that they come from a distribution with covariance matrix

$$C_2 = \begin{pmatrix} k_{11}^2 \sigma_{11} & \cdots & k_{1k}^2 \sigma_{1k} \\ \vdots & \ddots & \vdots \\ k_{k1}^2 \sigma_{k1} & \cdots & k_{kk}^2 \sigma_{kk} \end{pmatrix}$$

which implies that the components of an outlier are unrelated. This is referred to as external structure for spurious observations. Another example is $C_2 = h^2 C_1$, $h^2 > 1$, so that the components of outlying observations are related in the same way as observations from the good or intended source, but variances of outlying components are larger. This is referred to as internal multivariate structure for spurious observations.
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5. Conclusions

Real data sets almost always contain outlying (extreme) observations, and outliers are particularly damaging in on line control situations in which the data is processed recursively. Thus, an extremely bad value can distort the whole mechanism of control and make the process very unstable. In Industrial practice, for instance, all types of ad hoc procedures have been developed to cope with this situation (see Mah and Tamhane (1982) and Crowe et al (1983)), but a general methodology is needed.

In this paper, we offer a relatively simple model and obtain a procedure to deal with the above problem. To represent the appearance of bad observations, a scale contaminated normal distribution has been assumed for the measurement error. We have chosen this model because other authors have demonstrated that its use provides sensible solutions to other statistical problems, for example, in linear model estimation.

In fact, we have shown in this paper, how a Bayesian approach allows the development of a simple recursive estimation algorithm that has the desired property of "filtering" bad (i.e., extreme) observations. Indeed, extreme values are downweighted by their posterior probability of being spurious, and the estimates of the parameters are updated recursively, accordingly.

Finally, we apply our model to the case of exponential smoothing with contaminated error, and show that the parameter estimates obtained from the resulting algorithm are a weighted combination of certain $2^n$ smoothing schemes. The application of this procedure to a broad range of statistical estimation problems is briefly discussed.
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Appendix I

As mentioned in Section 2, we wish, in the Appendix, to prove the results (2.12). We have that the prior for $\theta_t$ is $N_0 (\mu_{t:t-1}, \Sigma_{t:t-1})$, where $\mu_{t:t-1}$ and $\Sigma_{t:t-1}$ are defined at (2.4a), and from (2.1), we have that the density of $y_t$ is $N(x_t, \Sigma_t)$. Hence, the posterior of $\theta_t$, given $y_t$, is such that

$$p(y_t | \theta_t) = \exp \left\{ \frac{1}{2} \left[ (\theta_t - \mu_{t:t-1})' \Sigma_{t:t-1}^{-1} (\theta_t - \mu_{t:t-1}) ight] + \left[ y_t - \mu_t \right]' \Sigma_t^{-1} (y_t - \mu_t) \right\}.$$  \hspace{1cm} (AI.1)

Now the expression in the braces of the exponent in (AI.1) is easily seen to be

$$\theta_t' \mu_{t:t-1}^{-1} + A_t' C^{-1} A_t \theta_t - 2 \theta_t' \mu_{t:t-1}^{-1} \mu_{t:t-1} + A_t' C^{-1} x_t + \text{const.}(1)$$  \hspace{1cm} (AI.2)

which in turn, on completing the square, has the form

$$\left[ \theta_t - V_{t:t-1} b_t \right]' \Sigma_{t:t-1}^{-1} \left[ \theta_t - V_{t:t-1} b_t \right] + \text{const.}(1) - \text{const.}(2)$$  \hspace{1cm} (AI.3)

where const(1) are functions of $A_t$, $C$, $\Sigma_{t:t-1}$ and $x_t$, all of which are assumed known. Also, we have written $V_{t:t-1}$ for the matrix of the quadratic form in (AI.2) and (AI.3), that is

$$V_{t:t-1} = V_{t:t-1} + A_t' C^{-1} A_t$$  \hspace{1cm} (AI.4)

and we have, clearly, that $b_t$ is given by

$$b_t = V_{t:t-1} \mu_{t:t-1} + A_t' C^{-1} x_t.$$  \hspace{1cm} (AI.4a)

Hence, $p(y_t | \theta_t)$ is such that

$$p(y_t | \theta_t) = \exp \left\{ \frac{1}{2} \left[ \theta_t - V_{t:t-1} b_t \right]' V_{t:t-1}^{-1} \left[ \theta_t - V_{t:t-1} b_t \right] \right\}.$$  \hspace{1cm} (AI.5)

which is to say, that a posteriori, $\theta_t \sim N(V_{t:t-1} b_t, \Sigma_{t:t-1})$, where

$$\mu_{t:t-1} = V_{t:t-1} b_t$$  \hspace{1cm} (AI.6)

and $V_{t:t}$ is such that its inverse is as defined in (AI.4). It remains to show that $V_{t:t}$ is given by (2.12c) and that (AI.6) may be rewritten as in (2.12a). For the latter, we have, from (AI.6), on using (AI.4a), that

$$\mu_{t:t} = V_{t:t-1} \mu_{t:t-1} + A_t' C^{-1} x_t$$  \hspace{1cm} (AI.7)

or

$$\mu_{t:t} = V_{t:t-1} \mu_{t:t-1} + A_t' C^{-1} (y_t - A_t \mu_{t:t-1})$$  \hspace{1cm} (AI.7a)

and using (AI.4) we have
\[ \psi_t^{(t+1)} = \psi_t^{(t)} \psi_t^{(t-1)} + a_t^{-1} \psi_t^{(t-1)} (x_t - a_t \psi_t^{(t-1)}) \]  

so that

\[ \psi_t^{(t+1)} = \psi_t^{(t)} + a_t^{-1} \psi_t^{(t-1)} \]  

To show the equivalence of (AI.7c) with (2.12a), we must show that

\[ \psi_t^{(t+1)} = a_t^{-1} \psi_t^{(t)} \psi_t^{(t-1)} \]  

where \( M_t \) is as defined at (2.11a). But

\[ \psi_t^{(t)} = \psi_t^{(t-1)} \psi_t^{(t-1)} \]  

and again using (AI.4), we have

\[ \psi_t^{(t+1)} = \psi_t^{(t)} [\psi_t^{(t)} - a_t^{-1} \psi_t^{(t-1)}] \psi_t^{(t-1)} \]  

or

\[ \psi_t^{(t+1)} = \psi_t^{(t-1)} - \psi_t^{(t-1)} a_t^{-1} \psi_t^{(t-1)} \]  

which is to say

\[ \psi_t^{(t+1)} + \psi_t^{(t-1)} a_t^{-1} \psi_t^{(t-1)} = \psi_t^{(t-1)} \]  

Post multiplying by \( a_t^{-1} \) on both sides of (AI.9c), we may write

\[ \psi_t^{(t+1)} a_t^{-1} + \psi_t^{(t-1)} a_t^{-1} \psi_t^{(t-1)} a_t = \psi_t^{(t-1)} a_t \]  

or

\[ \psi_t^{(t+1)} a_t^{-1} (c + a_t \psi_t^{(t-1)} a_t) = \psi_t^{(t-1)} a_t \]  

and from (2.11a)

\[ \psi_t^{(t+1)} a_t^{-1} = \psi_t^{(t-1)} a_t \psi_t^{(t)} \]  

and (AI.8), and hence (2.12a), is now demonstrated.

Finally, we wish to derive the result (2.12c). We have from (2.12b) that

\[ \psi_t^{(t+1)} = [I + \psi_t^{(t)} a_t^{-1} a_t] \psi_t^{(t-1)} \]  

Hence

\[ \psi_t^{(t+1)} = (I + \psi_t^{(t)} a_t^{-1} a_t)^{-1} \psi_t^{(t-1)} \]  

and using a well known identity for inverses of matrices of the form \( I + EF \), viz

\[ (I+EF)^{-1} = I - E(I+FE)^{-1}F \]  

with \( E \) identified as \( \psi_t^{(t-1)} a_t^{-1} \) and \( F \) as \( a_t \), we find

\[ \psi_t^{(t+1)} = (I - \psi_t^{(t)} a_t^{-1} a_t) [I + a_t \psi_t^{(t-1)} a_t^{-1}]^{-1} a_t] \psi_t^{(t-1)} \]  

so that

-25-
\[ V_{t:t} = (I - V_{t:t-1} A'_{t} (C + A'_{t} V_{t:t-1} A'_{t})^{-1} A'_{t}) V_{t:t-1} \]  

(Al.12a)

or, on using the definition of \( M_{t} \) given in (2.11a),

\[ V_{t:t} = V_{t:t-1} - V_{t:t-1} A'_{t} M_{t}^{-1} A'_{t} V_{t:t-1} \]  

(Al.13)

which indeed is the result (2.12c).
Appendix II

This appendix is devoted to the derivation of results (3.6), (3.7) and (3.8).

We have from (3.5), with \( f \) given by (3.1) and \( p \) given by (2.3), that the predictive distribution of \( y_t \), given \( y_{t-1} \), is such that

\[
h(y_t | y_{t-1}) = \frac{2}{\beta_1} \int \mathbb{J} f(y_t | y_{t-1}, \beta_0, \beta_1, \gamma_1) d\beta_1
\]

where the density \( f \) is defined in (3.7d). But the integral operation is clearly equivalent to the argument used in (2.10) with \( C_1 \) replacing \( C \) so that from (2.10) - (2.11) we have

\[
h(y_t | y_{t-1}) = \frac{2}{\beta_1} \int \mathbb{J} f(y_t | y_{t-1}, \beta_0, \beta_1, \gamma_1) d\beta_1
\]

where \( \beta_{t-1} \) is as defined in (3.6a) - see (2.11a), and the result (3.6) is now proved.

To derive the results (3.7), we note that (3.4) gives the prior for \( \beta_0 \), while the distribution specified by (3.1) dictates the likelihood of \( y_t \), given \( \beta_0 \). Hence the posterior of \( \beta_0 \), given \( y_t \), is such that

\[
p(\beta_0 | y_t) = \frac{1}{\beta_1} \int \mathbb{J} f(y_t | y_{t-1}, \beta_0, \beta_1, \gamma_1) d\beta_1
\]

In common to the work of Appendix I, the summand of (AI.3) requires the "completion of a square" operation to form a quadratic form in \( \beta_0 \). However, since the "constants" left over in this operation depend on "i", they cannot be absorbed by the constant of proportionality. Now for the \( i \)th term, we have in the exponent, apart from the \( -\frac{1}{2} \)

\[
(y_t - A_t \beta_0) C^{-1}_1 (y_t - A_t \beta_0) + (\beta_0 - \mu_{k, t-1})' v_{t-1}^{-1} (\beta_0 - \mu_{k, t-1}) \quad \text{(AI.4)}
\]

and from the work in Appendix I, we see that (AI.4) may be written as

\[
(y_t - v_{t-1}^{(i)}) (y_t - v_{t-1}^{(i)})^{-1} (y_t - v_{t-1}^{(i)}) (\beta_0 - \mu_{k, t-1}) + x_t C_{i, t}^{-1} x_t
\]

\[
+ \mu_{k, t-1} v_{t-1}^{-1} \mu_{k, t-1} - v_{t-1}^{(i)} v_{t-1}^{(i)} \quad \text{(AI.5)}
\]

where

\[
(y_t - v_{t-1}^{(i)}) (y_t - v_{t-1}^{(i)})^{-1} (y_t - v_{t-1}^{(i)}) (\beta_0 - \mu_{k, t-1}) + x_t C_{i, t}^{-1} x_t
\]

\[
+ \mu_{k, t-1} v_{t-1}^{-1} \mu_{k, t-1} - v_{t-1}^{(i)} v_{t-1}^{(i)} \quad \text{(AI.5)}
\]

where

\[
v_{t-1}^{(i)} = (v_{t-1}^{(i)} + A_t C_{i, t}^{-1} A_t)^{-1}
\]

\[
= V_{t-1} - v_{t-1}^{(i)} \quad \text{(AI.6)}
\]
and \( \kappa_{t,i} = C_i + A_t V_{t:t-1} A_i \) (c.f. with (AI.4) and (AI.13)), and where
\[
V_{t-1}^{-1} \kappa_{t-1} + A_i C_i^{-1} V_i
\]
(c.f. with (AI.4a)).

Now the last three terms in (AII.5) may be written as
\[
\chi_t \left[ C_i^{-1} - C_i^{-1} A_t V_{t-1}'^{-1} A_i C_i^{-1} \right] \chi_t + \kappa_{t-1}' V_{t-1}^{-1} \kappa_{t-1} - 2 V_i C_i^{-1} A_t \kappa_{t-1} V_{t-1} \kappa_{t-1}^{-1} A_i C_i^{-1} V_i
\]
(AII.8)
and it is straightforward to show that (AII.8) may be written as
\[
\chi_t \left[ \kappa_{t-1} A_t \kappa_{t-1}^{-1} A_i C_i^{-1} V_i \right] \chi_t + \kappa_{t-1}' V_{t-1}^{-1} \kappa_{t-1} - 2 V_i C_i^{-1} A_t \kappa_{t-1} V_{t-1} \kappa_{t-1}^{-1} A_i C_i^{-1} V_i
\]
(AII.9)
which is of course,
\[
\chi_t \left( \kappa_{t} - A_t \kappa_{t-1}^{-1} \right)' M_{t,i}^{-1} \left( \kappa_{t} - A_t \kappa_{t-1}^{-1} \right)
\]

Hence \( p(\theta_t | \chi_t) \) of (AII.3) is such that
\[
p(\theta_t | \chi_t) = \frac{2}{\pi} a_i |C_i^{-1}|^{1/2} |V_{t-1}^{-1}|^{1/2} \exp - \frac{1}{2} \chi_t - A_t \kappa_{t-1}^{-1} \left( \kappa_{t} - A_t \kappa_{t-1}^{-1} \right)
\]
(AII.10)
where we have written \( \kappa_{t-1}' V_{t-1}^{-1} \kappa_{t-1} = \kappa_{t-1} A_t \kappa_{t-1}^{-1} A_i C_i^{-1} V_i \)
and using the work in Appendix I, we find
\[
\kappa_{t-1}' V_{t-1}^{-1} \kappa_{t-1} = \kappa_{t-1} A_t \kappa_{t-1}^{-1} A_i C_i^{-1} V_i
\]
(AII.11)
or
\[
\kappa_{t-1}' V_{t-1}^{-1} \kappa_{t-1} = \kappa_{t-1} A_t \kappa_{t-1}^{-1} A_i C_i^{-1} V_i
\]
(AII.11a)

Using the definition of the multivariate normal density given in (3.7d), we now easily find that
\[
p(\theta_t | \chi_t) = \prod_{i=1}^{2} \left( \frac{|C_i^{-1}|^{1/2} |V_{t-1}^{-1}|^{1/2} f(\theta_t A_t \kappa_{t-1}^{-1} M_{t,i}^{-1})}{|M_{t,i}^{-1}|^{1/2} |V_{t-1}^{-1}|^{1/2}} \right) \times f(\theta_t | \kappa_{t-1}' V_{t-1} \kappa_{t-1}^{-1})
\]
(AII.12)
and it is easy to see that the determinants involved are such that the indicated products and ratios involved is 1. Finally, integrating with respect to \( \theta_t \) yields
\( K^{-1} = \sum_{i=1}^{2} a_t^{(i)} f(\theta_t | M_k^{(i)} M_{r,t-1}) = h(\theta_t | \theta_{t-1}) \)  

(AII.13)

so that using this in (AII.12) we now have

\[ p(\theta_t | x_t) = \frac{1}{2} \sum_{i=1}^{2} a_t^{(i)} f(\theta_t | \mu_{t}^{(i)} \nu_{t}^{(i)}) \]  

(AII.14)

with \( a_t^{(i)} \) as advertised in (3.7c).

Now using (AII.14), we can calculate moments. We have

\[ E(\theta_t | x_t) = \frac{1}{2} \sum_{i=1}^{2} a_t^{(i)} \int \theta_t f(\theta_t | \mu_{t}^{(i)} \nu_{t}^{(i)}) d\theta_t \]  

(AII.15)

and using (AII.11a), which is the result (3.7a), we have

\[ E(\theta_t | x_t) = h_{t+1}^{(i)} + \frac{1}{2} \sum_{i=1}^{2} a_t^{(i)} \nu_{t}^{(i)} M_{r,t-1}^{-1} (x_t - \lambda_t h_{t+1}) \]  

(AII.16)

which may be expressed as in (3.8), or as above in (AII.15).

To find the variance-covariance, we first determine \( E(\theta_t^2 | x_t) \) and then use the identity

\[ V(\theta_t | x_t) = E(\theta_t^2 | x_t) - [E(\theta_t | x_t)]^2 \]  

(AII.17)

Now from (AII.14), we have

\[ E(\theta_t^2 | x_t) = \frac{1}{2} \sum_{i=1}^{2} a_t^{(i)} E(\theta_t^2 | \mu_{t}^{(i)} \nu_{t}^{(i)}) \]  

(AII.18)

Now \( V_{t,t}^{(i)} \) is given in (AII.6) so that we have
\[ E(\theta, \theta' | x_t) = V_{t:t-1} - \sum_{i=1}^{2} a_{t,i} V_{t:t-1} A_i^{N_i} A_i V_{t:t-1} \]
\[ + \sum_{i=1}^{2} a_{t,i} u_{c_{t:i}}^T u_{c_{t:i}} \]  

Substituting (AII.16) in (AII.19), and doing some straightforward but tedious algebra, and remembering that \( a_{t,2} = 1-a_{t,1} \), we find

\[ V(\theta, \theta' | x_t) = E(\theta, \theta' | x_t) \]
\[ - \left( u_{c_{t:t-1}} + \sum_{i=1}^{2} a_{t,i} V_{t:t-1} A_i^{N_i} (y_t - A_i s_{t:t-1}) \right) \]
\[ \times \left( u_{c_{t:t-1}} + \sum_{i=1}^{2} a_{t,i} V_{t:t-1} A_i^{N_i} (y_t - A_i s_{t:t-1}) \right) \]  

takes the form advertised in (3.8a).
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