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University of Massachusetts4IAmherst. Massachusetts. O0M1 E
ABSTRACr accuracy) of the network can be significantly diminished as

a remult of:
..~~~~olssr~utedproblem solving networks provide an interestinlg *~ atfrsmtigt o

applZication ame for acta-level control through the use of
otoiatoni trctrig. We describe a decentralized * wasted processing as nodes work at crosspurpome

aprochtonewokcordnaio dtrelies on each node with one another.
*making sphisticated local decisions that balance its own a oe

pecpions of appropriate problem solving activity with * redundantly applied processing asndsduplicate
activities deemed important by other nodes. Each node is efforts;
guied by a high-level strategic plan for cooperation among 9 misalocation of activities so that important
the nodes in the network. The high-lvel strategic plan. portions of the problem are either *inaccurately

*which is a form of at&-kv-J constrail, is represented as a solved or not solved in timely fashion.
* network organizational structure that speocifies in a genera
* way the information and cntrol relationships among the Thes problems have been observed in our experiments with

*nodes. A. implementation of these ideas is briefly three-t-sve node networks 11S. 114. We expect these
described a"oS with the results of preliminary experiments problems will becom even more significant as we move to
with various network problem solving strategies specified via networks containing larger numbers of nodes operating in
organizatioal structuring. In addition to its applicationi to changing environments.
Distributed Artificial Intelligentce, this reawecb has

*implications for organizing and controlling complex In this paper we descn-be a decentralized approach to
*kowledgebased systems ast involve semni-autooous network coordination that relies on each node making
*problem solving agents. sophisticated local decisions that balance its own perceptions

of appropriate problem solving activity With activities
deemed important by other nodes, Each node is guided by

I INTRODUC17IOI4 a high-level strategic plan for cooperation anmg the codes
* in the network. This strategic Plan.' which is a form of

Cooperative distributed problem solving systems are meta-level control, is represented as a network
-. distributed networks of semi-autonomous processing moes organizational structure that specifies in a general way the

that work together to solve a uissle problem. Each mode is information and control relationships among the modes.
* *.~sophisticated problem solving system that can modify its

w eavo as circumstances change and plan its own In the next section we expand on the use of

** 1J comunicatio n and cooeration strategies with other nodes. organizational structuring as a meta-leved network
* >Our research has emphasize applications where there is a coordination technique. In Section 3. we briefly describe

natural spatial distribution of information and processing the local control component of a node and how
requirements among the nodes but insufficient local organizational structuring decisions influence this component.

Sinformation for any mode to make completely accurate Section 4 presents the results of preliminary experiments
__ processing and control decisions without interacting with with vsaous network problem solving strategies specified via

other node. An example of this type of application is a organizational structuring. Section 5 discusses the prospect
LA." distributed sensor network (13, 20. 141. Our approach for of more complex forms of mecta-level control using

implementing these applicatios is to have the nodes organizational structuring. We conclude by comparing this
cooperate via an iterative. coroutine exchange of partial and approach to recent applications of meta-level control in
tentative high-level results. In this way. the system as a knowledge-based Artificial intelligence systems
whole can function effectively even though the nodes

* initially have inconsistent and incomplete views of the
*information used in their computations [11. 16. 17, 1. 21. 11 MEWORIC COORDINATION VIA

A key problem in coerative distributed problem ORGANIZATIONAL STRUCIMURING
- g ~~~networks is obtaining sufficient global coherence for Ntokcodnto sdfiuti oprtv

ivc cooperation among the nodes (211. If this d etwot ro e olvingo nedifutwr becaus iMraied
reae distributedn Ntina Siec problem solving a ti beau eltod
rec a sic un e be M by th Naioa Scec internode communication restricts each node's view of

o avaI ReeahPet ude (DOD). monituored by the reliability issues (which require that the network's
f avlReerc on rrue NRO4944t. performance degrades gracefully if a portion of the network
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fa&l) precludse the use of a globa Ncottllcr" mode. Is is for a mode to adapt its local Control to Changing 'ask and
iprant that the network coordination policies do not environmental conditions.

enmosm processing and communsication resources than
the begefits derived from the inceased problems solving In order for any network coordination policy to be
coherecei. We believe that is networks composed of even sucessful. it most achieve the following conditions:
a small number of mode*,, a copeeanalysis to determaine
the detailed activists as eac nod a impracticl. .1 Th cverage - any given portion of the overall problem
Computation No~ commniatin ost of optimally must be included in the activities of at least*..
determining the activities faur outweigh the Improvement in ~
problem solving performance. Instead. coordnationt in connctivty -nodes mug interac in a manner which
distributed problem solving networks must sacrifice Noeris&e cvrng atvte o b
potential improvement for a lem complex coordiation perit th ingatiniito bnoel
problem,.ouin

Wba isdo" is blane btwea robem olvng capabtiky -coverage anid connectivity must be
Whatis esied sa blane bewee prblemsolingachievable within the comunication and

and coordination so thast the combined cost of both computation resource limitations of the
activities Is acceptable. The emphashis ashifted tro Getwork.
optimizing the activities in the network to achieving an
acceptable performance level of the network as a whole. The organizationa structure Specifies a range of possible
These policies must also have enoughs flexibility to Provide coverages and connectivity patterns that can potentially
sufficient system robustness and reliability to respond to a satisfy the capability condition. Using the coverag and
changing task and hardware environment. In order for connectivity guidelines specified in the organizational
network control to satisfy these requirements. it mumt be structure, the local contro comptoent of each node selects
able to tolerate th lack of up.tte incomplete, or a problem solving strategy based on the dynamics of the

icretcontrol infoirmationt due to delays is the receipt Of specific Lowa problems solving situation.
information, the high coan of acqumsition and procssing of
the information, and anvon In communication, and procsga II AN EMPLEMENrATION OF ORGANIZATIONAL
hardware. STRUCTURING

We feel that the balanceS between loa ode control To provide a framework for studying the use of
and network-wide control bs a crucial aspect of the design organizational structuring in coordinating the local activity
of achs decentralized network control policies. It is decisions of the nodes in a cooperative distributed problem
unrealistic to expect that network control policies cnbe solving network. we have constructed the Distributed
developed which are sufficiently flexible. effic nt, Vehicle Monitoring Testbed (1In The testbed simulates a
require liited communication, while simultaneously making network of problem solving nodes attempting to identify,
all the control decisions for each node in the network. We loae an tac patterns of vehicles moving through a
believe a node needs a sophisticated form of local control two-dmensional space using signals detected by acoustic
that permits it to plan sequenes of activities and to adapt monr. By varying parameters in the teutbed that specify
its plan based on its problem solving roe in the network, the accuracy and range of the acoustic sensors, the acoustic
on the status and roe of other nodes in the network. and signals that are to be grouped together to form patterns of
on self-awareness of its activities, vehicles, the power and distribution of knowledge among

An eganxa~cal mudue i use toprovde ach the nodes in the network, and the node and communication
nod withanigh-level viuewiofuproblemprvig inath topolfty. a wide variety of cooperative distibuted problem,

network. it specifies a general set of codie rcpniwisics sovgstuinscnbmdel.
and node interactiont patterns that is available to all nodes.
Included in the organizational structure are coatro decisions Each problem solving node is an
that aire not quickly outdated and that pertain to a Large airchitocturally-cociplcte Heansay-li system (7 (with
number of nodes. The sophisticated Ioca cotrol knowledge sources appropriate for the task of vehicle
comaponenat of each node is responsible for elaborating ths monitoring). The basic HeansayII architecture has been
relationships into precise activities to be performed by the extended to include more sophisticated local centrol and the
node. In this way we have split the network coordination capability of comniocating hypotheses and goals among
problem into two concurrent activities 14 nodes 13, 4J. In particular, a planning module, a goal

blackboard, and com-munication knowledge sources have
1. conaruction and mainteniancer of a actwork-wide been added (Figure 1). Goash are created on the goal

orgaonatil structure; blackboard to indicate the noaces initention to abstract and
2. ontnuos lcalelaoraionof hisstrctue ~ extend hypotheses on the data blackboard. Ile planner

precise activites using the local control capabilities ca adp th moeslalcivi nrsoseote
ofeahnoe potential processing activities of the node (based on the

goals created from the node's hypothesis structure) and to
The organizational structure provides a control framework extcrually-direcsed requests from other nodes (comamunicated .~.-

which reduces the amount of control uncertainty present in goals).
a node (due to incomplete or errorful local control
fortmation) and increases the Uliiood that the nodes will Meta.lcvel control via organizational structurinig is

be coherent in their behavior by providing a general and introduced into this node architecture through the use of a
global strategy for network problem solving. The nonprocedural sod dynamically vsaable specification of the
organizational structrinng approach to limiting control behasviors of each node's planner, its schieduler, and itsn
uncertainty still preserve@ a certain level of control flexibility communication knowledge sources. Tese data structures.
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the minimum rating needed for agoal to be subgoaled are

Hlypothesis tranablee Inteo areas ad goal transtalsslen
Interest areas influence the behavior of the hypothesis and

----------------- -- -- -- - goal transmission knowledge soturees at the node.
91616Transnmission interest areas ate specified for coe or More

HASt. Of modes that awe to receive informatio from the
_________Dods. Each transmission Interest are has a weight

specifying the importance of transmitting hypotheses or goals
U~s-big rot that ame (to modes specified in the node-list) and a

thresold value specifying the misimum hypothesis belief or
goal rating neee to transmit from that area.

Ily ethesis reccptan interes arma and goal reception
O.AL DAT Intcrest art"s inlence the behavior of the hypothesis and

WAKIIA OUNI goal reception knowledge sources at the node. Re~ception
interest areas are specrfad for lists of nodes that are to
transmit information to the code. Each reception interest
area has a weight specifying the importance of receiving a

eslasa----------------------- IWSAIIO hypothesis or goal in that are (from a nod specified i
theWA noels), a minimum hypothesis belief or goal rating

ena- nede foe the hypothesis of goal to be accepted. and a
L- ____jcredibility weight. The credibility weight parameter is used

to change the belief of received hypotheses or the rating of
received goals. A node can. reduce the effect of accepting
message from a node by lowering the belief or rating of

Da messge, received froms that node. Each hypothesis
recepion interest area also has a focusing weight parameter

cs-.W . - - -. that is used to determine how heavily received hypotheses
§vWare Used in Making loca proble solving focusing decisions.
GDAUThus is accomaplished by Modifying the rading of local

prosn goals indicating potential work on ther. received
1Fiure 3: Testhed Nede Archiecture, hypotheses.

aled Islnde ares., ae used to inmplement particular There wre also additional parameters associated with
network configurations and coordinatio polices. Each the interest areas of echt node that specify the relative .--

interest area is a list of regions and levels of the data or weighting a node givas to performing activities it perceives ..-

Va blackboard. Associated with each interes are are as important versus activities proposed by other nodes. T1he
one or more paramee that modify the behavior of the settings of these parameters Control the various authority
node. There are five set of interest areas for each node relationships among the nodes in the network.
in the estbed:

These interest area ad authority specifications provide
Lecal proessilng Intetareas in ufluence the local problem the interface between the activity decisions made by a node
solving activities in the node by modifying the priority and organizational structuring decisions. They can be used
ratings of goals and knowledge source instantiations mad the to control the amount of overlap and problem solving
behavior of the node's planer sad sceduler. Each local redundancy among nodes, the problem solving roles of
processing interest are has a single parameter associated nodes (such as *integrator'. "speiaist", and "maiddle
with it: a weight specifying the importance of performing manager'). the authority relations beween nodes, and the
local processing within the interes area. By changing the potential problem solving paths in the network. These data
blackboard regions andl their weights, problem solving cn structures can be viewed as rudiments of a third blackboard
be restricted to particula blackboard regions and levels, and - an *rgzatloneal blackboard containing the organizational
Problem solvingl o particular regions and levels cnbe roles and responsiblities for the node. A node's
given priority (changing the characteuistics of the search organizational responsibilities can be established and changed
performed at a sode) Knowledge sources are scheduled by simply modifying these data structures. T~he specification
based on the oonsidesae- of their input data, the priority of data structures themselves do not provide an explicit.
the type of problem solving perfocred by the knowledge high-level representation of these organizational roes and
source, and the rating of procein3 goals. The goal rating responsibilities (this will involve future work), but instead
is determined directly from the interest area weight and serve as a low-level 'job descuiptione of those activities a
indirectly from the goals relation to higher-level processing node should be performing and those activities a node
goals. Eachi node's local processing interest area should be avoiding.
spcficatia also includes a sbgoaling specification. This
data structure Oft the blackboard levels and regions where
processing stab are to be subgoaled and the levels, sizes, IV TEMTED EXflD.MENTS WITn
and ratings of the subgoals." Threshold values indicating ORGANIZATIONAL STRUCIURING

IkeA usaw lani of a subal are specif'ied in terms of the In this section we show how different organizational
Sias d rating of the ariginal proesig Va. strategies for network problem solving can be achieved by
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appropriate settings of thse interest area specifications at particularly problematic pbenomeenon ins tie vehicle
Sek node and bow Ahim different strategies perform in Is monitoring domainm. caused by multiple propagation, paths of
speciic distributed problem solving Situation. Chara15cristics the actual signals and by geometrical ambiguity in
thtoe waried inclded: combinialg signals from multiple vecles. The ghost track

in~ thseviomn muirors Liie actual vehicle track for
" whether coenmuncation is value"ar (a mode eight consecutive time frmes. This is vunal. Typically

transmits hypotheses at its plesure). requested (a gotbeaesnrmlvehicles for a brief period only to
node transmits; hypotheses only when that asipldspprorto re at sap angles and amcelerate
infomatio is requsted by another mode). or a to nrntvecty The sho in this -oioosn
molved Iitative combination of voluntary and represents, a *Woria-camdo"situation. appearing - a normal .-

requested hypotheses (a sode volunteen only its vh ihmdtl
hihstrtd hypotheses and awaits requests before veilwthNdmd srn my uo-

trnmitn any other hypotheses); Synthesis of the answer map in these experiments0

" whether a mod is self ireetd or involves five blackboard levels: signal location. group
extermny-direted in its activtes (or a locatin., vehicle location, vehicle track, and pattern tack.
combination of both); The Sgmal hseste level Contains hypotheses representing

* whthe hypthees, en~, o bot hyotheestnd e outpu of low-level analysis of the seamoy data. Eauh
gwetheare uyose .orlterne coordti yo.ssn signal location hypothesis includes the frequency.

ralsaftuse forintrooe; cordnaton.approximate position, time frame.* and belief (baed partly
The organtional strategies were evaluated using two on signal strength and senor quality) of the detected

different network architectures a laterally-organized. acoustic vignal. The pumsp lecatlen level contains
four-node network with broadcast communication among hypotheses formed froe harmoeicafly-related signal location
nodes and a hierarehicaily-organized. fivonode network in hypotheses at the same time frame: and approximately the
which the fifth mode act as an integrating node. In both same position. Each group location hypothesis includes the
architectures, the network Is struactuared so that the nodes fun aetal frequency of the related signals and sts
cooperate by exchanging partial and tentative highlevel approximate position, time fteae, and belief (a function of
hypotheses the beliefs and characteristics of the related signal

locations). The vehicle lecatien level contains hypotheses
The sensor configuration and input tenty signal data formed from group location hypotheses that can be

used in these experiments is shown in Fgre 2. Four combined to form a particular type of vehicle- Each
season with identical characteristics and slightly overlapping vehicle location hypothesis includes thse identity, of the
ranges cover the monitoring are. This environmental vehicle, approximate position, time frame, and belief. The
scenario was designed to test the networks ability to use vehicl tack level contains hypothesized movements of
prediction to extend strongly sensed portions of an actual vehicles over tim. Each vehicle track hypothesis includes
vehicle track through weakly sensed portions in the prn= the identity of the vehicle, its approximate position at
of a moderately sensed ghbost" track. Ghost tracks are a successive time frames, and belief. The pattern track level

contains hypotheses formed from vehicle track hypotheses of
specific vehicle types that maintain a particular spatial
relationship among themselves. Pattern tracks were included

______OF_______I'SMAN" in the testbod to investigate the effect of stroog constraints

between distant modes.

tn the four-node network each node is positioned
near one of the sensors and receives signal location
hypotheses from that senior only. The interest areas on

*the organtizational blackboard of each node specify that it is
to synthesize its sensory data to the vchicle track level and

sosoa transmit any of these vehicle track hypotheses that can be
extended into the sensory area of another node to that
node. Each node is also dimncted to attempt to generate

MODUAMYhypotheses at both the vehicle tauck and pattern track evels
emost~ m~which span the entire, monitoring area. This means that

__________________ wa.cv* ecb node is in a raewith the other three to generate the
Complete answer map.

In tbe fiveonode network four of the nodes arc
a WIAKL D Fn~ 1 o positioned newr one of the sensors and receive signal

- W V . VCAiICU~ OTMAe. location hypotheses only from that senor. (Their signal
n 5~O~4location input is identical to the foiar-node network.) The

filth node receives no sensory data. Instead, it is instructed
e through interest areas on the organizational blackboard to

work only at the vehicle track and pattern track levels with
vehicle track hypotheses received from the other four nodes.
The four modes with sensory data are assigned the role of
synthesizing their signal location hypotheses to the vehicle

Flgure 2: Seaser Camnflgradem and Input Data. 1%e environmetca is aso sened continvuusy. Instead. it isI
sampled at discrete time intervals called tdoe frames.%

%.
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track level ad tranmittin them to The fifth mode. to the FOUR-NODE EXPERMIEW13
fiveode network eligurauion. theme four modes du not
work outside the afe& of their sensory data at any Problekm
blackboard level and do mo work at the pattern track level. Soling Network Sent Seat

Inshde for-node configuaration. voluatary Strategy Cyle l5ps Goals
communication is obtained by providing echb mode with VWSD 33 23 0
bypotheds trassminuloaitterest area speifying tamsmision VHIED 86 39

of ~ ~ ~ ~ ~~t meil rc yohsss odes with wsos. in the
area of pomibhe eatieadon of thee hypotheses. To keep the RJD 3 2 3

RWIED 83 3S 133mode entirely seN-directed in its loeal activity decisions. each RV&D 7 0 7p ~~made as itructed so so generate processing gosk from&D 5 40 7
hyothses r-ceivedfro other modes. The beliefs of the FV OZEPR Ereceive vechic'e track hypotheses, however, are @at reduced. lO E C'RmT
This meas that the mode can use received information in

*extending its ow hypotheses without having to ind loca Problm
sainfoeatiam thae can be combined with the received Salving lNctrork Sent Seat
hypotheses This separation of belief in the data from Stratecvt -Cyces-Hy Goals
icomring priority fits nicely into die integrated data. an VWSD 27 20 0
goddiected architecture. Extermafly-directed control is MHISD 25 Is 14
obitained by instructing each mode .0 create goals from JMAJ/ED 40 33 30
b ypothese received from other modes and to use nly those MIMJSED 29 22 i8
goals in its local activity decisions, In this strategy. tie
receipt of a highily-believed hypothesis from aother mode Tbe1 umr fNtokFsete
ases the receiving mode to try its bes t o rind somcthisgTbeI umay. ewokEeleb

* tha can he combined with the received hypothesis.
Cmined lfdirected and atermaly-directed coatrol is
obtained by instructing each mode to wec goals generated VH Voluntary Hypothesis Communication
from beth internal &ad received hypotheses in its activity RH Requested Hypothesis Communicatiom

* dciios.MH Mixod-laititive Hypothesis Communication
SD Self-Directed Control

*The mequened communication strategy is obtained by ED Externally-Directed Control
instructing eachs mode to procen its local senomy data to S5kW Combined Self- and Externally.Directed
the vehicle track level, but rather than voluntarily control
tranitting vehicle tack hypotheses any vehicle track
extension rol that atc within the sensory area of another little effect on the number of network cycle required to
mods are noat so that node. Whem a mode creates a generate am answer. Whether the strategy was self-directed
vehicle track hypothesis that satisfies oae of these received or extternally-directed had a much greater effect on network

* oals it transmits the hypothesis to the originator of the performance. The completely externaiiy-directed strategies
Voal. Within the requested coammunication strate, performed much worse than the completely data-directed

*self-directed, externaily-ikected. and combined control strategies, with the combined strategies in between.
* strategies are obtained by instructing each mode to use goals

generated from internal hypotheses, goals received from Why does externally-directed, control perform so
other modes, or both in its local activity decisions, poorly in these experiments? A closer inspection reveals

*respectively, why. Node I (the node associated with Sensor 1) senems
signal location hypotheses in only two time frames. its

in the five-node configuration. mixed-initiative signal location hypotheses are associated with the false ghost
communication is obtained by having the worker nodes track. It does not sense The actual vehicle track at all.
transmoit only highly rated hypotheses to the integrating Having no other work to perform Node I quickly forms a

*node. The integrating mode transmits goals to the worker two time-framec segment of the ghost track and transmits it
nodes informing~thea of its moed for additional data. If to the other three odes. This hypobhcsis is rated higher
she received goals urc no used for focusing, the worker than the strongly sensed signal location hypotheses because

* nodes remain self-direted in their local activity decisions. it is at a higher blackboard evel anid appears to be a
only responding to those goals that are achieved as a result reasonable vehicle track from Node I's perspective. Due to
of self-directed processing activity. U5 the received goals are their bias to external direction the other three nodes
used for focusing. the worker nodes become suspend work on the strongly sensed lower level hypotheses
externaily-directod and attempt to achieve the received of the actual track and attempt to extend the ghost track,

*goals. Agan a combined4 self- and externally-directed resulting in inappropriate 'knowledge source activities and
approach can asoe be specif-ied. lost time. This is a prime example of distraction 115).

A. Rsults of the foursod network exeiet To verify that distracting information received from
a Node I is indeed the cause of the poor performance of the
Each of the organizational problem solving strategies etrnl-detdsragiterqutdcmuiaio

were run on the environment of Figure 2. The network with both self-directed and externally-directed coatedl
0. was stopped when the complete actual pattern track

hypotheses was formed at one of the four nodes. The *A network cycle is the elecution ot one local prucuang
results are shown in Table 1. Whether the network used knowledge source at each mode in the network . U a mode haa

*voluntary or requested commuoication of hypotheses had n work to perform during a cyrk. its potential knowledge
souste execution is lat.

ML
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experiment was sene with Node I disabled. The cumber inomalioe it generally prOCCMes it 1o the pattern Crack
of network cycles was reduced from 75 with Mode I to 33 level before resuming work on its own lower level
without Node I. The network actually perorns much hypotheses (due to the generally higher belief assoclated
better without Nlode I. eve though the remaining nodes with higher abstraction levels). A worker node in the
still receive all signal location hypothes associated with the five-node network only processes distracting information to
gost track. tihe vehicle track level, and then scads the information on

to the integrating code. Thus the worker nodc can resume
its activities sooner than a code i t fouro".

IL Reults of the film.-.ed netwtrk 9Wpedrnmts architecture. The integrating node, while distracted, is not

The results of the rave-node experiments arc also ynthesizing low level data and is therefore less affected by .-.in Table In thi asethe network was stopped the distracting information. By dividing the additional workwhon the Tomple1. actual pa t e track hypeo hesis was caused by the distracting hypotheses between nodes with 3whemed at the integrating node. Whetha the network used different problem solving responsibilities, the overall effect
voluntary or mixed-iitiative communication of hypotheses of distraction is reduced.
again bad little effect on the number of network cycles
;equired to egoea an wer. As with the four-node While the expeiments reported in this section indite
network experiments. whether the strategy was self-directed that different network problem solving strategies specified
or externally-directed bad a much greater effect on network via organizational structures have different problem solving
peormance. he complet temal ed strategies cactstie. they do nm provide sufficient data forperford much wo n then the compleWt ly data-directed drawing any conclusions on the particular benefits of
strategies, with the combined strategies in betwen, particular orgnizationa trategies. Thes experimets were

performed with a single environmental 9cenari with fairly
In this case the information received by e unrestricted communicatina. Different problem solving

integrating node (Node 5) from Node 1 causes it to make characteristics may favor different organizatioeal stragies.
iappopriate coordination decisions for the other three Particularly important is exploration of larger networks.
worker nodes. in place of distracting hypotheses received (These experiments are just beginning.) A four or five
directly from Node i. distraction of the worker nodes takes node etwork simply has too few nodes for organizational
the indirect form of distracting goals received from Node S. structurin decisions to have a significant impact.

Experiments with tens or even hundreds of nodes are
The mixed-initiative communication with needed before the fuU effect of organizational structuring

exteally.directed control experiment was rerun with Node will be seen.
I disabled. Again the loss of Node I improved the
performance of the network by eliminating its distracting V MORE COMPLEX bErA-LEVEL CONTROL
influence. ",e number of network Cycles was reduced from
40 with Node I to 29 without Node 1. The network again While organizational structuring could be performed
performed much better without the distractions from Node by directly changing the interest areas of each node (the
1. approach used in the experiments reported here), an indirect

approach allows the node to adopt or reject itsC. Comparigthe r mad f ode organizational roles.

When the additional processing provided by the rdth Instead of modifying the specifications directly, a
node is taken into account, the performance of the lateral sond. separate set of node activity specification data
four-nodc netwok was bascaly i oetical with the structures is kept at each node. le origioal interest areasperformane" of te hierarchical ive-node network in remain as the behavioral command center of the node.comparable self-directed experiments (Table 2). The Their settings directly influence the oode's activities. The
rw.-node network does appear to perform better than the second speciriations set forms the lowest level of the
four-node network in the externally-directed strategies. full-fledged organizational blackboard. They are the result
When a node in the four-node network receives distracting of elaborating higher-level organizational roles and

responsibilities into an 'organizational job description". The p
Problem Normalized complete structure of this organizational blackboard, and the
Solving Four-Node Five-Node processing needed to perform the elaboration, remain anStratexs Ntwok Cycle Network Cycle open research issue. What is important here is that the

specifications directly controlling the behavior of a node and
VIUSD 26.4 27 the behavior suUested by the organizational structure arc

R-MWSD 25.6 25 sepoaraid. The node undertakes its organizational activities
R-MH/ED 66A 40 only by transferring organizational specifications into its

R-M.HIS&kED 60.0 29 interest areas.

Table 2: Network Cycle Compasson of the Four- and The activities of a node should also be influence' by
Flive-Node Experiments. its potential for performing them. A node is continually

receiving sensory data and hypotheses from other nodes.Strategies This information provides numerous opportunities for local

VII Volunary Hypothesis Communication node activities. However. the node's interest areas (pmssiblyR-M| Requested or Mhed-initiative ypthes s set from the organizational blackboard) may be stronglyommunicationa opposed to performing these activities. The node's potentialSD Self-Directed Cotrol for work is represented on a fourth blackboard, the local
ED Externally-Directed Control node focusing blackboard. This blackboard spelifics where

S&ED Combined Sel- and Extcmally-Directed Control the node perceives there is substantial work it is able to

S -% -

-.. .,, C, .....- ,*, .. -,,. -., *,o, .. -.. . ... , . , . , -.-. - - ,,- .. - -.- .. • - - . ..- - - .- - -•-,. - ., . ,- •, .+,
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pcdorm. As with the organizational specifrations. these node becomes skeptical of the organizational structure, it
focusing specifications can be transferred to the aodes should switch to its own local activities, and disregard
interest aras. as which poin the Mnode will actively pursue, organizational activitics which are in conflict with its local
these activities. activities [$. p

When the roles and resposiblities represented in the The existence of the organizational and local node -* -.

organizational blackboard are n conflict with the criteria on focusing blackboards also help indicate when the portion of " " "
the local @ode focusing blackboard. a abter for the network organizational structure relating to the node
determining the actual nterest areas is needed (Figure 3). nds changing. A strong mismatch between the two
Favoring the specifications on the organizational blackboard blackboards is a sign of trouble, and the information
make the odes bebavior more in line with the contained in the focusing blackboard can be a valuable aid
organizational structuring decisions (more of a company in determining new roles and responsibilities.
node"), while favoring the local node focusing specifications
make the node moe responsive to its ability to immediately Three additional components are relevant to the
perform work on quality data. Such node skepticism is an organizational structuring approach to network coordination:
important source of network robustness when organizational
structuring deshions ae made using incomplete and 1. A dlstrbued task allocation component for
inaccurate information. A skeptical ode's local activity docidinp what dynamic information and
decisions are contantly pulled in two directions: toward dh processing goals souild be transmitted amoog the
espnsilities specified by the organizational structure and nodes. Given the high-kvel strategic plan for

the allocation of activities and Control
toward the activities suggested by its local data and responsiblities am ong modes (the organizational
interactions with other nodes. The tension between these structure) there is still a nd to make more
two directions can lead to an increase in the network's localized, tactical decisions that balance the
ability to tolerate organizational control errors. If a node's activities among the nodes based on the dynamics
organizational responsibilities are inappropriate to its of the current problem solving situation 1191.
potential activities, the node can proceed with locally 2. A knowledgeased faultdlagooss component for
generated activities. Similarly. organizational responsibilities detecting and locating inappropriate sytecan be ignored by nodes which possess strong information behavior. We are looking to not only isolate
to the contrary; a node with a unique perspective is not problems caused by hardware .ros, but also
necessarily stifled by an uninformed majority. The degree inappropriate settings of the problem solving
of node skepticism exhibited by a node should dynamically parameters that specify strategic and tactical
change according the node's perception of the network coordination 1121.
appropriateness of the organizational structure. If a node
has no reason to doubt the organization structure it should 3. An organlzatlonal self-design component forbe receptive to organizationally-specified activities. As a initially developing am organizational structure

and for modifying that structure to reduce the
effect of hardware errors or an inappropriate
organizational structure (both recognized by the
fault-diagnosis component). When a hardware.
error is detected, the the network coord.nation
policy needs to be modified so that the offending

oOCAISUIATOSAL hOC0 hardware and resulting incorrect processing doesIAcKoOAw 11LhcvsoAan not distract problem solving in other parts of the S
network and to establish alternative paths for
generating a more accurate version of the needed
information wherever possible. When the
organizational structure becom-es inappropriate

I (due to changes in the internal or external
cnviroament of the distributed problem solving

i network) plausible alternative structures need to
Sobe determined and evaluated as potential

candidates for network reorganization (5).

VI CONCLUSION

Distributed problem solving networks provide an
interesting application area for meta-level control through

M' the use of organizational structuring. The organizationalJNIIGOAI.IM

SPECIICADW.os [ structure provides each node with a high-level view of
problem solving in the network. The sophisicated localI ro~m control component of each node is responsible for
elaborating these relationships into precise activities to be

I performed by the node, based on the node's problem
solving role in the network, on the status and

MR organizational roles of other nodes in the network, and onI self-awareness of the node's activities. The balance between _
local node control and organizational control is a crucial

Fiure 3: The Ortalmd.aal snd Local Node Focusing aspect of this approach.
Blackboards sod Node Skepidru.
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