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ABSTRACT

ributed peoblem solving networks provide an iateresting
spplication area for meta-level cootrol through the use of
organizaticoal structuring. We dexcribe a  decentralized

approach to bet

mkmg sophisticated local decisions that balance its own
perceptions of approprisate peoblem solving activity with
muadmdmponutbymm Each pode is
) uidedbytbigb-levd strategic plan for eoopenmn among
. the oodes in the npetwork. The bigh-level strategic plan,
X which is a form of meta-level coatrol, is represented as a
actwork organizational structure that specifies in a general
way the informatioa and cootrol relaticaships smong the
nodes. Ao implemectation of these ideas is Dbriefly
describod aloog with the results of preliminary experiments
with various octwork problem solving strategiss specified via
ofganizatiosal structuring. la addition to its application to
Distributed  Antificial  Iotelligeace, this  sessarch  has
implications for organizing and cootrolliog complex
koowledge-based  systems ;n iovolve semi-autonomous

RSSO

peoblem solving agents.

I INTRODUCTION

tive distributed problem solving fystems are

distributed petworks of semi-autonomous processing nodes

that work together to solve a single problem. Each node is

8 sopbisticated prodlern solving system that can moda!y its

t bebavior as circumstaoces change and plan its own

oomuumahoo and cooperation strategics with other nodes.

+ Our research bas empbasized applications where there is a

. batural spatial distribution of information and processing

fequircments amoog the nodes but insufficicot local

[ informatioa for any node to make completely accurate

processing and cootrol decisions without interacting with

o, oOtber nodes. Aan example of this rype of application is a

La., distributed sensor oetwork [13, 20, 14]. Ousr approach for

mylememmg these npplscauoﬂ is to bave the nodes

[ Y cooperate via an iterative, coroutine exchange of partial and

tentative bigh-level results. In this way, the system as a

: whole can fuaction effectively even though the nodes

&)  initially bave inconsistent and incomplete views of the
information used in their computations (1S, 16, 17, 1, 2).

A Xey prodlem in cooperative distributed problem
ing octworks is obtaining sufficicot global coherence for
ive cooperatioa amoag the oodes {21). I this
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cohereace is oot acbicved, thea the performance (speed and
accuracy) of the nctwork can be sigoificantly diminished as
a result of:

e lost processiog as nodes wait for something to do;

¢ wasted processing as nodes work at cros-purposcs
with one another;

® reduadantly applied processing as nodes duplicate
efforts;

e misllocation of activities so that importaot
portions of the problem arc cither inaccurately
solved or not solved in timely fashion.

These problems bave been observed in our experiments with
three-to-five node petworks {15, 17). We expect these
problemswdlbeeonemmengmﬁanluwmw
oetworks eooumg larger numbers of oodes operating in
changing caviroomeots.

In this paper we describe a decentralized approach to
petwork coordination that relies on ecach node making
sophisticated local decisions that balance its own perceptions
of appropriate problem solving activity wjth activities
decmed importast by other nodes. Each node is guided by
a bigh-level strategic plan for cooperation amoag the nodes
in the actwork. This strategic plan,” which is a form of
meta-level control, is represented as a2 petwork
orgapizational structure that specifies in a gencral way the
informatioa and coatrol relationships among the nodes.

In the pext section we cxpaod on the use of
organizational structuring as a  meta-level aectwork
coordination techaique. In Section 3, we driefly describe
the local coatrol composeat of a node and bow
organizational structuring docisions influcace this compoacnt.
Section 4 prescots the results of preliminary experiments
with various network prodblem solving strategics specified via
organizational structuring. Section S discusses the prospects
of more complex forms of meta-level control wusiog
organizational structuring. We conclude by comparing this
approach to recent applications of meta-level control in
knowledge-based Antificial Intelligeace systems.

I NETWORK COORDINATION VIA
ORGANIZATIONAL STRUCTURING

Network coordination is difficult in a cooperative
distributed problem solving oetwork  because  limited
internode communication restricts cach node’s view ol
nctwork problem solving activity. Ia additioa, actwork
reliability issues (which require that the noetwork™s
performance degrades gracefully if a portioa of the actwork

A
— g4—12
- . v = - LN - O ™ Y ---.\‘_\.' P e R T
S RN 2% 2 X R AR A S N N

DTIC

ELECTE
DEC 3 1 1984




fails) preclude the use of a global “coatrolier™ mode. It is
important that the opetwork coordination policies do not
consume more processing and commuaication reiources than
the _benefits derived from the increased problem solving
coberence. We believe that ia actworks composed of even
a small numbes of wodes, a complete analysis to determine
the detailed activites at each osode is impractical. . The
computation and communicatioa costs of optimally
determining the activitics far outweigh the improvemesnt in
problem solviog performance.  lostead, ooordination in
distributed solving actworks must sacrifice some
potential improvement for a lcss complex coordination
prodlem.

What is desired is a balasce between problem solving
and coordinatioa 30 that the combined cost of both
activities is acceptable. The emphasis is shifted (rom
optimizing the activities in the oetwork to achicviog an
scceptable performance level of the actwork as a whole.
These policies must also bave cnough flexibility to provide
sufficicat tystem robustoess and reliability to respond to a
changing task and bardware eaviroameat. In order for
setwork control 1o satisfy these roquirements, it must be
able to tolerate the lack of up-todate, incomplete, of
incosrect control information due to delays in the receipt of
information, the bigh cost of acquisition and processiog of
the information, and errors in communication and processing
bardware.

We feel that the balance between local pode control
and actwork-wide coatrol is a crucial aspect of the detign
of such decentralized network coatrol policies. It is
uarealistic to expect that metwork coatrol policies can be
developed which are  sufficiently flexible, efficicat, and
requise limited communicatioa, while simultapneously making
all the control decisions for cach node in the network. We
believe a2 node needs a sophisticated form of local coatrol
that permits it to plan sequences of activities and to adapt
its plan based oo its problem solving role in the vetwork,
on the status and role of other podes in the network, and
on sclf-awareaess of its activitics.

An orgaaizationsl structore is used to provide each
pode with a bhigh-level view of problem s~lving in the
vetwork. It specifics a general set of node respoasibilitics
and pode interaction patterns that is available to all nodes.
Included in the organizational structure are coatrol decisions
that are pot quickly outdated and that pertain to a large
aumber of woodes. The sophisticated focal coatrol
compoaent of cach node is respoasible for elaborating these
sclatioaships into precise activitics to be performed by the
pode. In this way we bave split the actwork coordination
psoblem into two concurrent activities (S}

1. cosstruction and maintcoaace of a apetwork-wide
organizational structure;

2. cootinvous local claboration of this structure into
precise activites using the local coatrol capabilities
of each oode.

Tbe organizatiooal structure provides a control framework
which reduces the amount of cootrol uncertainty present io
8 oode (due to incomplete or errorful local coantrol
information) and increases the likelihood that the nodes will
be cobereat in their bebavior by providing a gescral and
slobal strategy for aetwork prodlem solving. The
Organizatioaal structuring approachk to limiting cootrol
wacentainty still preserves a certain level of control flexibility
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for a pode to adapt its local control to changing task and
enviroamental conditions.

In order for any metwork coordination policy to be
successful, it must achieve the following conditions:

coverage -~ any givea portioa of the overall peoblem
munbeindodedinlbeaaiviliad':thn
ooe oode;
coanectivity — nodes must interact in a manner which
permits the covering  activities to  be
and integrated into an ovenall
solution;

capabllity - ocoverage and  conbectivity must be
achievable within the communicatioa and
computation resource limitatioas of the

Tbe organizational structure specifics a raoge of possible
coverages and coanmectivity patierns that can  poteatially
satisfy the capability cooditics. Using the coverage and
conncctivity guidelines spexificd in  the organizational
structure, the local control compoacot of each sode selects
a problem solving strategy based oo the dynamics of the
specific local problem solving sitvition.

I AN IMPLEMENTATION OF ORGANIZATIONAL
STRUCTURING

To provide a framework for studying the use of
organizational structuring in coordinating the local activity
decisions of the aodes in a cooperative distributed problem
solving actwork, we bhave constructed the Distributed
Vebicle Monitoring Testbed [17]. The testbed simulates a
petwork of solving nodes attempting to identify,
focate, and track patterns of vehicles moving through a
twodimensiooal space using sigoals detected by acoustic
sensors. By varying parameters in the testbed that specify
the accuracy and range of the acoustic scasors, the acoustic
signals that are to be grouped together to form patterns of
vehicles, the power and distribution of knowledge among
the nodes in the oetwork, and the node and communication
topology, a wide vasiety of cooperative distributed problem
solving situations can be modelled.

Each problem solving node is an
architecturallycomplete  Hearmay-ll  system [7] (with
kpowledge sousrces appropriate for the task of wehicle
moaitoring). The basic Hearsay-ll architecture bas been
extended to include more sophisticated local coatrol and the
capability of communicating bypotbcses and goals amoog
podes 3, 4). I panticulas, a plananing module, a goal
blackboard, and communication koowledge sources bave
been added (Figure 1). Goals are created oo the goal
blackboard to indicate the node’s istention to abstract and
exteod bypotheses on the data blackboard. The planner
can adapt the node’s local activitis in respoase to the
potential processing activities of the node (based oa the
goals created from the aode’s bypothesis structure) and to
externally-directed tequests from otber nodes (commuaicated
goals),

Meta-lcvel control  via orgsnizational structuring is
introduced into this node architecture through the use of a
nonprocedural and dynamically varniable specification of the
bebaviors of cach node’s planner, its scheduler, and its
communication knowledge sources. These data structuces,
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Figore 1: Testbed Node Architectore.

called (nterest areas, are used to implement particular
petwork  configurations and coordination policies.  Each
interest area is a lim of regions and levels of the data or
goal blackboard. Asmociated with each interest area are
one of more parameters that modify the bebavior of the
oode, There arc five scts of interest areas for cach node
in the testbed:

rest areas iaflucace the local problem

solving activitics in the oode by modifying the priority
i and Xoowledge source instantiations and the
bebavior of the aode’s planner and scheduler. Each local
il bas

their weights, problem solving can
be sestricted to pasticular blackboard regioas and levels, and
problemn solviag oo particular regions and levels can be
given priority (changing the characteristis of the scarch
performed st a oode). Knowledge sources are scheduled
based on the coafidenc: of their input data, the priority of
the type of problem solving performed by the knowledge
source, and the nating of procemsing goals. The goal rscting
is determined disectly from the ibterest area weight and
indirectly from the goal’s relation to bigher-level processing
goals. Each nodes local proceming interest area
specification also includes a wbgoaling specification. This
data structure lists the blackboard levels and regioos where
processing goals are to be subgoaled snd the levels, sizes,
and ratings of the nb'onh.. Threshold values indicating
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the minimum rating nceded for 3 goal to be subgoaled are
also specified.

Iiypothesls transrulssion laterest areas and geal transmission
laterest sreas influence the behavior of the hypotbesis and
goal transmission knowledge sources Mt the node.
Transmission interest arcas are specified for ooe or more
liss of podes that are to receive information from the
aode. Each transmission interest area has s  weight
specifying the importance of transmitting hypotheses or goals
from that area (to podes specified in the nodelist) and a
threshold value specifying the minimum bypothesis belief or
goal rating nceded to trapsmit from that area,

Hiypothesls reception laterest areas and goal receplien
(aterest areas influence the behavios :etbc bypotbesis and

secepticn knowledge sources at sode. Reception
i‘:(‘elreu uasmspeci‘fewdlwlimolnodathatueto
traosmit information to the eode. Each reception interest
area bas a weight specifying the importance of receiving a
bypothesis or goal in that area (from a node specified in
the node-list), a minimum hypothesis belief or goal ratiog
needed for the bypotbesis of goal t0 be accepted, and a
credibility weight. The credibility weight parameter is used
to change the belief of seceived hypotheses or the rating of
received goals. A node caa.reduce the effect of accepting
messages from a node by lowering the belief or rating of
messages received  from  that  mode. Each bypothesis
reception interest area also bas a focusing weight parameter
that is used to determine bow beavily received bypotbeses
are used is making local problem solving focusing decisions.
This is accomplished by modifying the raling of local
processing goals indicating poteatial work on thes: reccived
hypotheses.

There are also additional parameters associated with
the intcrest areas of each sode that specify the relative
weighting a node gives to performing activities it perceives
as important versus activitics proposed by other podes. The
settings of these parameters cootrol the various authority
relaticnships among the nodes in the network.

These interest area and avthocity specifications provide
the interface betweea the activity decisions made by a node
and organizational structuring decisions. They caa be used
to control the amouat of overlap and problem solving
redundancy among oodes, the problem solving roles of
nodes (such as “integrator®, ‘ypecialin®, and “middle
manager”), the autbority relations between 0odes, and the
potential problem solving paths in the oetwork. These data
structures can be viewed as rudiments of a third blackboard
= an erganizational bdlackbeard containing the organizational
roles and responsibilities for the node. A node’s
organizational sespoasibilities can be established and changed
by simply modifying these data structures. The specification
data structures themselves do  eot an  explicit,
bigh-level representation of these organizational roles and
tesponsibilities (this will involve future work), but instead
serve as a low-level “jpd description™ of those activities a
node should be performing and those activities a pode
should be avoiding.

IV TESTBED EXPERIMENTS WITH
ORGANIZATIONAL STRUCTURING

1n this section we show bow different organizational
stirategies for network prodblem solving can be achieved by
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settings of the interemt area specifications at
node and how these dilferent umeg\a perform in 2
ific distributed problems solving situation. Characteristics
were varied included:

¢ whether communication is veluatary (a

3] sg

oode i when that
information is by asother mode), or a
mized faitlative combination of voluotary and

uested node vol oal!
mm mea”:mmh and awaium::mm d:.'.':
traasmitting any other bypothescs);

® whether s node is selfdirected of
exteruallydirected in its activities (or a
combination of both);

® whether hypotheses, goals, or both hypotbeses and
goals are used for internode coordination.

The organizatioaal untepa were evaluated using two
petwork  architectures: a  laterally-organized,

whth(heﬁlthnodemunhmm‘ude. Ia both
architectures, the network is structured so that the nodes
cooperate by exchanging pastial and teatative high-level
bypotheses.

The sensor coafiguration and input sensory signal data
uudmthaeerpemeank:bownml-'mez. Four
seasors with identical characteristics and slightly overlapping
ranges cover the moaitoring area. This ecavircameatal
sceoario was designed to test the oetwork’s ability to use

¢ 1o exteod strongly scosed portions of an actval
vebicle track through weakly seased portions in the preuno:
of a moderately seased “ghost™ track. Ghost tracks are

Flgure 2: Seaser Configuraties and lopot Duta.
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particularly problematic phenomenon in the vehicle
moaitoring domain, causad by multiple propsgation paths of
Mwudnpmmwgmnnlmqu
mbuua; ugnlls from multiple vehicles. The ghost track
in this covironment mirrors the actual vebicle track for
eight consecutive time frames. This is vousval. Typically

;bombebanunomnlnbdalu:hdmdoalyw:

abruptly disappear or to tura at shasp asgles and scoclerate
wufmuvebaty(m]. mgbo-hllmumnenl
fepreseats 8 “wont-case™ sitvation, appeasiag a3 a sormal
vebicle with moderately strong seasory support.

Syathesis of the soswer map in these experiments
iovolves five blackboard levels: signal locaticn, group
location, vebicle location, nludc track, and petiers mct.

approximate positics, time frame,” sod belief (based partly
oo signal strength and sensor quality) of the detected
acoustic  signal. The cgroop lecation lkevel coatains
bypotheses formed from barmonically-related sigual location
bypotbeses at the same time {rame and spprogimately the
same position. Mpwpbaﬁubmbe&i.duam
fundamental mqueuq ol the related sigaals and it
approximate position, lime Srame, and belief (a function of
muw:.wambammu-pn
locations). The vehicle locatien level comtains bypotheses
formed (rom group location bhypothescs that caa be
combined to form a particular type of wehicle. Each
vebicle location bypothesis includes the identity of the
vehicle, approximate position, time frame, and belief. The
vehicle track level coatains bypothesized movements of
vebicles over time. Each vebicle track bypothesis includes
the identicy of the wchicle, its spproximate positioa at
successive time frames, and bcelief. Tde patiern track level
coatains hypotheses formed from vebicle track bypotheses of
specific vebicle types that maintain a particular spatial
relationship among themsclves. Pattern tracks were included
in the testbed to inventigate the effect of strong coastraints
betweea distant nodes.

In the four-aode network each aode is positioned
near onc of the seosors and reccives signal location
bypothcses from that scasor oaly. Tbe interest areas oa
the organizational blackboard of cach aode specify that it is
10 synthesize its scosory data to the webicle track level and
transmit any of these vehicle track hypotheses that can be
extended into the scasory arca of another aode to that
node. Esch node is alio directed to actempt to generate
bypothescs at both the vebicle track and pattera track levels
which span the eatire monitoring area. This means that
each node is io & race with the other three to generate the
complete answer map.

In the fivooode network four of the nodes are
positioned near ooe of the scasors and reccive signal
location hypotheses only from that seasor. (Their sigoal
focation input is ideatical to the four-node network.) The
futh pode receives 0o scasory data. Instead, it is instructed
through interest arcas oo the organizationad blackboard to
work oaly at the vebicle track and pattern track levels with

vebicle track hypothescs received from the other four aodes.

The four oodes with seasory data are assigned the role of
syothesizing their signal locatioa bypotbescs to the vehicle

* The covironmear is sot scased continuously.  lastead, it is
sampled ot discrete time intervals called tUme frames.

-
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wack level and transmitting them to the fifth node. In the
five-aode metwork coafiguration, these four aodes do not

Ia the fous-aode  configuration, voluatary
communication is obtained by providing each node with
hypothesis transmission interest areas spetifying transmission
of vehicle track hypothesis 0 nodes with scnsors in the

is instructed mot %o gemerate processing goals from
bypotheses received from other nodes. The beliefs of the
lhypo(hac.hovm.mmredwed.

'nais means that the node can use received information ia
own hypotheses without baving to find local
nlonnuioa that can be combined with ¢he roceived
bypotbeses. ‘l'humuo-olbehdnlhcdata(m
focusing priority fits nicely into the integrated data- and
goal-directed architecture.  Externally-directed coatrol is
by instructing each node :0 create goals from
bypotheses seceived from other nodes and to use ooly those
in s local activity decisions. In this strategy, the
receipt of a highly-believed bypothesis from another node
causes the receiving node to try its best to find something
Munbemhndmlhthereeuvedhyp«hms.
Combined scif-directed and externally-directed cootrol is
obtained by instructing ecach node to use goals gencrated
from both internal and received hypotbeses in its activity

iy

E

The requested communication strategy is obtained by
instructing each sode to process its local sensory data to
the vebicle track level, but ratber tham voluntasily
traasmitting vebicle track hypotheses, any vebicle track
extension goals that ase within the sensory area of anotber
sode are seat (o that node. Whea a2 node creates a
vebicle track Dypothesis that satisfies one of these received
goals it transmits the bypothesis to the originator of the
goel. Within the requested communication strategy,
sell-directed, exteroally-directed, and combined coatrol
strategies are obtained by iastructing each sode 10 use goals
generated from internal hypotheses, goals received from
other podes, or both in its local activity decisions,
respectively.

In the fivenode coafiguration, mixed-initiative
communication is obtained by baving the worker nodes
trapsmit ooly bighly rated bypotheses to the integrating
node. The integrating node transmits goals to the worker
oodes informing_them of its need for additional data. If
the received goals are ot used for locusng. tbe worker
nodes semain self-directed in their local activity decisions,

y respoading to those ;oal: that are achicved as a result
ol nll-dueaed processing activity. If the received goals are
used for focusing, the worker o0odes  become
externally-directed and attempt to achieve the received
goals.  Again, a combined self- and externally-directed
approach can also de specified.

A. Resuits of the four-aede netwerk experiments

Each of the osganizational problem solving strategies
were run oa the eavironment of Figure 2. The nctwork
was stopped whea the complete actual pattern track
bypotheses was formed at one of the four nodes. The
results are shown in Table ). Whether the nerwork used
voluntary or requested commusication of hypotheses had

FOUR-NODE EXPERDMENTS

'roblem
Solving  Nectwork Seat  Sent
Strategy _ Cycles Hyps Goals

VH/SD ki 23 0
VH/ED 86 3 0
VH/S&ED 9 45 0
RH/SD 2 32 80
RH/ED 8 35 133
RH/S&ED ” 40 ;]

FIVE-NODE EXPERD/AENTS

Problem
Solving Netwvork  Seat  Seat

_Stateyy _Cycles  Myps Gools

VH/SD 27 20 0
MH/SD 25 18 b
MH/ED 40 3 30
MH/S&ED 29 22 18

Table 1: Sommary of Network Experiments.

Strategies: .

VH  Voluntary Hypothesis Communication
RH  Requested Hypotbesis Communication
MH  Mixed-Inititive Hypothesis Communication
SD  Seli-Directed Control
ED Externally-Disected Control
S&ED Com&ed Self- and Externally-Directed
trol

litthe effect oo the number of petwork cycles required to
geaerate an answer. Whether the strategy was self-directed
or externally-directed had 3 much greater effect on network
performasce.  The completely externally-directed strategies
performed much worse thaa the completely data-directed
firategics, with the combined strategics in between,

Why docs extemallydisected cootrol perform 50
poorly in these experiments? A closer inspection reveals
why. Node 1 (the oode associated with Seasor 1) seases
signal location bypotheses in ooly two time frames. Iis
signal location bypotheses are associated with the false ghost
track, It does not scose the actual vehicle track at all.
Having oo other work to perform Node 1 quickly forms a
two time-frame segment of the ghost track and transmits it
to the other three nodes. This hypothesis is rated higher
than the stroogly sensed signal location bypotheses because
it is at a bigher blackboard level and appeans to be a
reasonadble vebicle track from Node 1°s perspective. Due to
thetr bias to extcroal direction the other three nodes
suspcad work oo the strongly sensed lower level hypotheses
of the actual track and attempt to extend the ghost track,
tesulting in inappropriate knowledge source activities and
lost time. This is a prime example of distraction {15).

To verify that distracting information received (rom
Node 1 is indeed the cause of the poor performance of the

externally-directed strategies, the requested communication .

with both selfdirected and extermally-dicected  control

* A aetwork cycle is the caccution of one local processin
knowledge source st cach node in the actwork. Uf & mode Mg

00 work to perform during & cycle, its poteatial knowledge
wurce execution is lost,
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experiment was ferua with Node ) disabled. The oumber
of nctwork cycles was reduced from 75 with Node 1 to )8
without Node 1. The nctwork actually performs much
bettcr without Node 1, even though the remainicg nodes
still geceive all signal location hypotheses asociated with the
ghost track.

B. Resuvits of the flve-asde network experiments

The results of the fivenode experiments are also
showa in Table ). Ia this case the oetwork was stopped
when the complete actual patterm track bypothesis was
formed at the integrating node. Whetber the metwork used
voluatary or mixed-initiative communicatioa of bypotheses
sgain bad ULitle effect on the mumber of network cycles
foquired 10 generate an answer. As with the four-node
setwork experiments, whetter the strategy was sell-directed
or externall, bad a much greater effect oa nectwork
performance. The completely extemally<directed strategics
performed much worse than the completely data-directed
strategies, with the combined strategics in between.

In this case the informatioa received by the
integrating node (Node 5) from Node 1 causes it to make
inappropriate coordination decisions for the otber three
worker nodes. In place of distracting bypotheses received
directly from Nods 1, distraction of the worker podes takes
the indirect form of distracting goals reccived from Node S.

The mixed-initiative communication with
externally-directed coatrol experiment was serva with Node
1 disabled. Agaia the loss of Node 1 improved the
performance of the oetwork by eliminating its distracting
influcace. The number of petwork cycles was reduced from
40 with Node 1 to 29 without Node 1. The network again
performed much better without the distractioas from Node

C. Comparing the four-aode and five-aode experimeats

Wheo the additional processing provided by the fifth
node is taken into account, the performance of the lateral
four-node network was basically identical with the
performance of the hierarchical five-node aetwork in
comparable self-directed experiments (Table 2). The
fivenode network does appear to perform better than the
four-node network in the externally-directed strategies.
When 2 pode in the four-sode oetwork receives distracting

Problem Normalized
Solving Four-Node Five-Node
Strategy Network Cycles Network Cycles
VH/SD 264 ry
R-MH/SD 256 25
R-MHED 664 40
R-MH/S&ED 600 29

Tadle 2: Netwerk Cycle Comparison of dse Four- and
Flve-Node¢ Experimeats.

Strategies:

VH  Voluniary Hypothesis Communication
R-MH  Requested or Mixed-lnitiative Hypothesis
Communication
SD  Self-Directed Coatrol
ED  Externally-Directed Control

S&ED Combined Sell- and Extemnally-Directed Control
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information it generally processes it 1o the pattern  track
level before resuming work on its own lower level
hypotheses (duc to the generally higher belicf associated
with higher abstraction flevels). * A worker node in the
five-node network only processes distracting information to
the wchicle track level, snd then seads the information on
o the integrating node. Thus the worker sode can resume
its activities sooner than a o0ode in the four-node
architecture. The integrating node, while distracted, is oot
synthesizing low level data and is therefore less affected by
the distracting information. By dividing the additional work
caused by the distracting hypotheses between nodes with
different problem solving respoosibilities, the overall effect
of distraction is reduced.

While the experiments reported in this sectioa indicate
that different oetwork problem solving strategies specificd
via organizatioaal structures bave different problem solving
characteristics, they do oot provide sufficicat data for
drawing any conclusions oa the particular beaefits of
panticular organizational strategies. These expesiments were
performed with a single covironmental sceoario with fairly
uarestricted communication.  Different problem  solving
characteristics may favor different organizatiooal strategies.
Pasticularly important is exploration of larger oetworks.
(These experiments are just beginning) A four or five
node network simply bas 100 few nodes for organizational
structuring decisions to  bhave a  significant impact.
Experiments with tens or even buadreds of nodes are
oceded before the full effect of organizational structuring
will be seen.

V MORE COMPLEX META-LEVEL CONTROL

While organizational structuring could be performed
by directly changing the interest areas of each node (the
approach used in the experimeats reportzd bere), an indirect
approach allows the node to adopt or reject its
organizational roles.

Instead of modifying the specifications directly, a
second, scparate set of node activity specification data
structures is kept at cach pode. The original interest areas
remain as the behavioral command center of the node.
Theis settings directly influence the node’s activities. The
socond specifications set forms the lowest level of the
full-fledged organizational blackboard. They are the result
of eclaborating  bigher-level  organizational coles and
respoasibilities into an “organizational jpb description™. The
complete structure of this organizational blackboard, and the
processing needed to perform the claboration, remain an
open rescarch issue,  What is important bere is that the
specifications directly coatrolling the behavior of a node and
the bebavior suggested by the organizational structure are
separated. The pode undertakes its organizational activities
only by transferring organizational specifications into its
interest areas.

The activities of 3 node should also be influenced by
its potential for performing them. A node is continuvally
receiving sensory data and hypotheses from other nodes.
This information provides numerous opportunities for local '
node activities. However, the node’s interest areas (possibly
set {rom the organizational blackboard) may be strongly
opposed to performing these activitics. The node’s potential
for wort is represented on a fourth blackboard, the tocal
aode focusiag blackboard. This blackboard specifics where
the node perceives there is substantial work it is able to
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perform.  As with the organizational specifications, these
focusing specifications can be transferred to the amode’s
interest areas, at which point the node will actively pursue
these activities.

When the roles and responsibdilities represented in the
organizational blackboard ase ia coaflict with the criteria od
the local wode focusing blackboard, an arbiter for
determining the actual interest areas is needed (Figure 3).
Favoring the specifications ca the organizational blackboard
make the oode’s behavior more in line with the
organizational structuring decisioas (more of a “company
node™), while favoring the local mode focusing specifications
make the node more respoasive to its ability to immediately
perform work oa quality data. Such aede skepdcism is an
important source of network robustacss whea organizatiooal
structuring  decisioas are made using incomplete and
insccurate information. A skeptical oode’s local activity
decisions are coastantly pulled in two directions: toward the
responsibifities specified by the orgasizational structure and
toward the activities suggested by its local data and
interactions with other podes. The teasion between these
two directions can lead to an increase in the metwork’s
ability to tolerate organizational coatrol errors. If a pode’s
organizational respousibilities 2are  inappropriate to its
potential activities, tbe node can proceed with locally
generated activities.  Similarly, organizational responsibilitics
can be ignored by nodes which possess strong information
to the contrary; a mode with a uoique perspective is oot
necessarily stifled by an uninformed majority. The degree
of pode skepticism exhibited by a aode should dynamically
change according the node’s perception of  the
appropriatencss of the organizational structure. If a node
bas no reason to doubt the orgasization structure it should
be receptive to organizationally-specified activities. As a

ONCANIZATIONAL e
LACKBOARD SLACKBOARD
NOOR
. AnsrR KEPTICUM

— e . —— ———— — 4]

ONTIMEST ARRAS
AND
SUBCOALDNG
SPECTICATIONS )
LOCAL NOOt
FOCUSER
I
o N |
ACTIONS

Figure 3: The Organlzations! sad Local Node Focusing
Blackboards and Node Skepticism.
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node becomes skeptical of the organizational structure, it
should switch to its own local activitics, and dissegard
osganizational activitics which ase in coaflict with its local
activities [S).

The existence of the osganizational and local aode
focusing blackboards also help indicate when the portion of
the network organixational structure relating to tbe node
peeds changing. A strong mismatch between the two
blackboards is a sign of trouble, and the information
coatained in the focusing blackboard can be a valuable aid
in determining oew roles and responsibilitics.

Three additional compoaents are relevaot to the
organizational structuring approach to network coordination:

1. A distributed task allocation compooeat for
deciding  whbat  dyoamic  information  and
processing goals should be transmitted among the
oodes. Givea the bhigh-level strategic plan for
the allocatioa of activities and  coatrol
responsibilities amoang nodes (the organizational
structure) there is still a peed to make more
localized, tactical decisions that balance the
activitics among the nodes based on the dynamics
of the current problem solving situatioa {19].

2. A koowledge-based fault-dlagnosls composcnt for
detecting and locating  inappropriate  system
bebavior., We are looking to not oaly isolate
problems caused by bhardware ervors, but also
inappropriate settings of the em solving
parameters that specify stratepic and  tactical
network coordination (12}

3. An organizaticnal sclfdesign component for
initially developing an organizational structure
and for modilying that structuse to seduce the
effect of bardwaze crrors or an inappropriate
organizational structure (both recognized by the
fault-diagnosis compoaeat). Whea a bardware
error is detected, the the network coordination
policy needs to be modified so that the offending
bardware and resulting incorrect processing doces
not distract problem solving in other parts of the
nctwork and to ecstablish alternative paths for
generating a more accurate version of the needed
information  wherever  possible. Whea the
organizational structure becomes  inappropriate
(due to changes in the intermal or external
enviroament of the distributed problem solving
octwork) plausible alternative structures aced to
be determined and evaluated as potential
candidates for network reorganization [5).

VI CONCLUSION

Distributed problem solving onstworks provide an
interesting application area for meta-level coatrol through
the use of organizational structuring. Tbe organizational
structure provides cach node with a high-level view of
problem solving in the network. The sophisticated local
control component of each node is responsible for
claborating these relationships into precise activities to be
performed by the node, based on the node’s problem
solving role in the network, on the status and
organizational roles of other nodes in the network, and on
sclf-awareness of the node’s activitics. The balance between
local node control and organizational control is a cruciat
aspect of this approach,
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We have implemeated this approach in the Distributed
Vehicle Monitoring Testbed  [17]. Our preliminary
experiments wsing the testbed indicatc that by adjusting the
organizational structure differeat petwork problem solving
strategics can be obtsined. The mext step in this research
is cxperimentation with larger distributed problem solviag
octworks where the effects of organizational structuring
decisions will become increasingly significant.

It is interestiog to opote that the themes of this
research, which advocate the interplay  between
organizaticoal coatrol and sopbisticated local node coatrol,
arc close ia cmphasis to receat trends empbasizing

control and  sophicticated plagning i
koowledge-based Anificial Intelligeace systemns {11, 6, 9, 22,
8] The introduction of an organizational-level of coctrol
iato distributed problem solving is an example of the use of
metalevel coatrol o coordinate activity in a complex
system. As Nilsson bas noted, the ficld of distributed
Antificial Intelligence serves to illuminate basic Antificial
Intelligence issues (18] In this case, the need to coatrol
tbe uncertainty inherent with semi-autonomous problem
solviog agents possessing oaly a local and possibly errorful
view of ‘the global state of problem solving is very similiar
to the cootrol problems that ase being faced in the
development of the new generation of knowledgo-based
problem solving systems which bave significantly larger and
morse diverse knowledge bases.

Our use of meta-level control with its empbasis oa
providing general guidelines for acceptable problem solving
bebavior differs from the work of Hayes-Roth, Davis, and
Stefit which uses meta-level coatrol to make specific
strategic problems solving decisions (11, 6, 22) Ino our
approach the specific strategy decisions are made by the
local ocootrol component of a node using the guidelines
provided by the meta-level organizational structure.
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