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STRUCTURAL DYNAMICS
STRUCTURAL MODIFICATIONS BY VISCOELASTIC ELEMENTS
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Paul J. Riehle
Anatrol Corporation

¥ Cincinnati, Ohio
i This paper describes a modeling technique which predicts the
reduction in vibration transmitted from one structure to another

through a viscoelastic isolation system. Analytical or
experimental representations of structure compliiances and
viscoelastic element stiffness and damping values are used in the
analysis. Predicted results of an isolation system are presented
and compared to experimentally obtained results.

INTRODUCTION present modal analysis linking techniques, it
is not 1imited by the need to extract modal
- The use of modal analysis as an effective parameters. The general impedance 1inking

. tool for the definition and solution of mode) computations are performed on a

. structural noise and vibration problems has frequency basis using physical coordinates
been increasing in recent years. One of the rather than a modal parameter basis.

H more interesting developments in this area

deals with modeling individual components to

predict the overall system behavior.

- Although this approach has been limited to

The predicted results will be based on knowing
the directional and cross frequency response
functions at each of the structural attachment

i SRCRICHANTA D AR

- low frequency ranges, it has enabled

designers working on structural dynamics to
recommend changes to each individual
component and predict their effect on the
overall system. The particular value of the
modeling approach is that the dynamics of a
complete system can be predicted if the
dynamic properties of the individual
components and their connecting elements are
known. However, until recently those
developments have been concentrated on the
joining of structures by 1inks of constant
stiffness [1]. Such developments could be
more useful to designers if such links could
be of the viscoelastic type and the analysis
extended to high frequency.

Introducing viscoelastic 1inks between
structures affects not only the damping; but,
also the isolation characteristics. In this
paper, a general impedance mode) is developed
for joining two structures at a number of
locations by viscoelastic elements. The
model can be used to predict structural
compliances of linked structures, vibration
transmissibility and isolation effectiveness
resulting from the dynamic characteristics of
the viscoelastic 1inks. The frequency range
of analysis can be extended using the genera)
impedance 1inking model because, uniike

points and the dynamic properties of the
viscoelastic elements. The properties of the
viscoelastic elements can be incorporated into
the analysis in either of two different ways.
The first is to use fixed stiffness and
damping values for the element, which could be
either assumed or measured experimentally.

The second is to use the measured properties
of the viscoelastic material along with the
shape of the viscoelastic element to compute
its stiffness and damping values [2] [3]. The
properties of the viscoelastic material can be
used in the program in the form of analytical
functions of temperature, frequency, and
static preload.

As an example two single-degree-of-freedom
systems were linked together with a
viscoelastic element at different temperatures
and atso with different thicknesses. Although
the analysis is applicable to a wide range of
damping and isolation situations, it will be
verified experimentally in this paper for the
case of an isolation problem where a
compressor is mounted via four viscoelastic
isolators to a flexible plate. The agreement
between the measured and computed
transmissibility 1s shown to be good over a
wide frequency range.
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RECEMER

Figure 1:
ANALYSIS
The Yinking analysis assumes two bodies, a
by two viscoelastic elements as shown in
Figure 1. To predict the dynamic
characteristics of the 1inked bodies it is
necessary to know the compliance at the

structures and the stiffness and damping
properties of the viscoelastic elements.

Block Diagram of System Model

receiver and a source, to be joined together

attachment points of the receiver and source

Extending the work performed by Klosterman lala Hlalb F.la + HlaZa “uzﬂ FZa - xla (
[4] and VanLoon [5], the general impedance
method (6] 1s used to derive the equations of H " F H H F X
motion of the system. By assuning only one lbla "1bl 1b L 1b2a "1b2b” \'2b 1b
direction of motion and adopting the sign ~
conventions shown in Figure 2, it can be H H F H H W F X
shown that: 2ala “2alb|} 1al_ | "2a2a "2a2b| (" 2a}_|"2aY6)
_ H H F H H F X
ulalaFla""lale1b+“1a2aF2a+HlaZbFZb'xla (1) ZDI:” 2b1bj | 1b LZDZa 2b2b] { 2b 2b
- simpltfying:
H1b1aF 12 bbb b2at 2a M bbF ™ (2) ) Er e Dol F . .
- } 4 {Fy) =( X4}
M2a1aF 122010 162020  2a M2a2b 20820 (3) [“"J rl [Hm] F"' ! o
= H {Fy} + {Fr) = (X5}
H201aF 12 M2b10F 10 H2b2a 20 obn by () 21R° 711 2R 2 2
where: where the subscript R indicates compliance
ere: measurements on the receiving structure.
—
L]
Ju]la 20} "0 Efj\/'\’:l ufde 40l .
X1y ™ P T X35 X
- — FPa A1 — —
7t 1D 2bfr, _/\/\_ ry ¢ 3b 4{r,
— — X . LT I —
Kp
RECEIVER VISCOELASTIC SOURCE
ELEMENTS
Figure 2: General Impedance Symbol and Sign Convention

4b

VISCOELASTIC
ELEMENTS

SOURCE

X = displacement at point i,
Fj = force at point j, and

X4
3

directional compliance
between point i and j when
i=j, or

cross compliance between
point i and j when i#j.

Rewriting fn matrix form:

A I
Y .
..\-h‘.':\...i‘- R
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Similarly the equations of motion for the

source becaome: - LI | TTTTY T T

F } Receiver

Hada M3a30 F3a , M3aa M3aap  Faa _ %3

Hipza M3p3b Fap  Mapaa Maap Fap  ¥ap

Hiaza Maa3p F3a | Maata Maatn  Faa _ Maa

Mypza Mab3b Fab  Mabsa Paap  Fap  ap

simplifying: - .

< "v

[H33S] {F3) + [H34s] (F4} = (x3} (11) § ':"

[Hyagd (F3) + [Hypqd (Fpd = (Xg) (12) E Sl
- where the subscript S indicates compliance -fi e
A measurements on the source structure. The S o J
A components of equations (7), {8), (11}, and L
- {12) may be expanded to include many R
attachment points with up to three directions el
_‘_ of motion for each point. ! )

A If the viscoelastic elements are assumed to - L4 s aaasl L o aaaa

be massless 1inks and either extended or
compressed in only one direction, their " » 1=
equations of motion are:

K:(X3a'x2a) - Fp (13) Frequency (Hz)

KE(X%-XZb) = Fap (14) Figure 4: E_gz;;;ng;sgm?ingle Degree-of
KalX2a=X3a) = F3, (15) N

K;(XZb'XJb) . F3b (16 where K =k{1+jn) = complex stiffness

and k and n are the stiffness and loss factor
of the viscoelastic element, respectively.

Rewriting in matrix fom:

K. 0 X
a Ja_ a 2a . 2 17y

SOURCE 0 K X 0 K Xy Fyp

F
3
. . . s . 3a (18)
0

VISCOELASTIC b 3 3b
ELEMENT

AN

simplifying:
* »*
K] (x3) - K (le = (le (19)
* *
k1] (x21 - [k (x31 = (Fa’ (20)

RECEIVER

The components of equations (19) and (20) may
Tikewise be expanded to include many
viscoelastic elements with up to three
directions of motion for each element.

Figure 3: Linked Single Degree-of- The dynamic cogpliances, H, and the complex
Freedom Systems Model stiffnesses, K , of the system can be obtained
from experimental data, analytical @
expressions, or a combination of the two. If W




experimental compliance data is to be used
and the modal density is lTow, the amount of
data which needs to be measured can be
reduced by using a curve fitting technique
such as the complex exponential algorithm [7]
to complete the compliance matrix. If the
modal density is high over a desired
frequency band, the frequency band can be
subdivided into bands which have 1ower modal
density or all the data needed for the
compliance matrix can be measured directly.
Likewise, experimental or analytical
expressions can be used to describe the
complex stiffness of the viscoelastic
elements.

Provided that compliances and complex
stiffnesses can be measured or predicted, the
system equations can be solved

simul tanecusly. Combining equations (7},
(8), (11), (12), (19), and (20) into matrix

form gives:
— * T {’ 4
1 0 0 0 K <K Fpl O
* *
01 0 o0 -k K Fai | O
Har 01000 XA HFa\(a
0 -Hyyg O 1 0 o X, HMSF‘.
“Hypp @ 0 0 1 0 Xo| | Ho1af1
Lo “H33s 0 0 0 1_ X3) \H3aeFy

After several row and colunn operations,
equation (21) becomes:

3_1 o o o X <& ) {0,
l; o1 o o -k K* Fy i o \
[‘”12R° 1 0 0 0 I =\jsmF1{\
| 0 -Hygg 0 1 0 . 0 . :Ix4 1644F
| 0 0 0 0 ItHyK -HypeK %] ;HleFl
L" 0 0 0 My 1*"335@ Xy Mafa

Equation (22) can then be partitioned and the
following matrix equation extracted:

* o {
TtHaopk  Hapk | [%21_ HZIRFll
* * 7

Haggk  1+HyeK {xa; H34sF4 |
At this time two assumptions can be made.
First, all the elements in the vector {F,}
are zero, thus the product, -G21 Fy, ¥s 2ero.
This s true if the points la an% }b in
Figure 2 do not have an external force
applied to them. Second, if the force output
of the source can be characterized, it must

be input through the points, 4a and 4b, shown
in Figure 2. If only the relative magnitude

(23)

of the displacement vectors {X,} and (X.} are
desired, the magnitude of F, | arbitra} .
Now matrix equation (23) beéanes:

*

*
K =-H,,oK X 0

" = (24)
335 335K 3 Masfa

where F, may be a known quantity or an
arbitraﬁy constant. From this set of
equations {X,} and {X,} can

be determinea. The rgnaining unknowns from

matrix equation (22) can be found with the
following equations:

_ * * 2
{Fy) = [K 1 xgp - K1 {X,) (25) _
* * .
{Fa} = x1] X} - k1] X3} (26)

1 0pK  -Haop

*
K 1+H

2

-H X

X r=Hy TP eDH e iRy (20) IR

noting again that (F }=0, equation (27) -f.t'_:'.‘-
becomes: B

(X1}=[H12R](F2) (28)
Also:
(x4)=[H44S](F4)+[H43S](F3) (29)

If {F,} s a known quantity, these equations
will yield correct force and displacement
values; otherwise, the values will be relative
to the arbitrary value of force {F,}.
Equations (24) through (26), (28) &na {29) can
be solved for any number of discrete frequency
values to generate the displacements, (X,},
(le. {X,}, and {X,}, and the forces, (FZ} and
(F2). ovBr'a specitied

freéquency band. Since the analysis can be
performed on compliance data directly, the
need for extracting modal parameters as
required by other structural modification
techniques [1] is eliminated. This type of
analysis is very advantageous when the
structures to be modified or coupled possess
high modal density over the frequency band of
interest.

0f particular interest when structures are
coupled by viscoelastic elements is the
isolation performance of the viscoelastic
element. One measure of isolation performance
is displacement transmissibility, defined as
the ratio of the displacement of the receiver
to the disp)acement of the source. A
transmissibility measurement across a
viscoelastic element in Figure 2 can be found
by dividing the appropriate displacements
calculated in equations (24), (28) and (29).

In general, as pointed out by Ungar and
Dietrich [8] and halvorsen and Smiltey [9],
transmissibility provides an accurate
description of isolator performance only with
certafn types of idealized sources. A better
indicator of isolator performance is {solation
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- T — T incorporated Equations (24) through (26), (28)
and (29). As a first test the source and
receiver systems shown in Figure 3 were
modeled using the analytically generated

compl jance data shown in Figure 4. A
viscoelastic material with known dynamic
properties was used to 1ink the two single
degree-of-freedom systems together in the
computer model. The computer model was run
using three link temperatures and three link
thicknesses to predict the dynamic
characteristics of the coupled systems.

Figure 5 shows the source compliance predicted
for three temperatures and Figure 6 shows the
source compliance predicted for a viscoelastic
Tink with different thicknesses. The link
stiffness and damping varied over the
frequency span as a function of the material
properties.

Conpliance (wN) dB

The vibration transmissibility across the
viscoelastic 1ink was also predicted with the
impedance 1inking mode! for the temperature
and thickness cases. Figures 7 and 8 show the
vibration transmissibility for the three
temperature and thickness cases, respectively.
The transmissibility is a measure of the

L L) 1. amount of vibration transmitted from the
source to the receiver through the
viscoelastic element. Transmissibility is
frequently used as a measure of the

. S
RIS

-108 A+ 1 a3l [ B U W W

Frequency (Hz)

Figure 5: Predicted Source Compliance of
Coupled Systems for Various Link -
Temperatures CorrTTTT rorrT T

effectiveness, which takes into account the
output characteristics of the source.
Isolation effectiveness is defined as the
ratio of the receiver displacement, with the
receiver and source structures connected with
a rigid Vink, to the receiver displacement
with the receiver isolated from the source.
Assuning the dynamic response of the source
is independent of the load, the above
analysis will predict isolator effectiveness.
After calculating the displacement of the
recefver for the isolated case, the
calculations are repeated for the rigidly
attached case by replacing the stiffness of
the viscoelastic elements with a stiffness of
at least two orders of magnitude greater than
the source and receiver.

Compliance (wN) dB

The above derivation is based on the system

configuration shown in Figure 2 with only one

direction of motfon. By a similar process

the ana}ysis c:n be ex%)anded to include m;ny

more points and viscoelastic elements with up - Liis

to three directions of motion. m" - ““ll. e -
1

‘MODELING RESULTS AND EXPERIMENTAL
VERIF ICATION Frequency (H2)

Single Degree-Of-Freedom Model Figure 6: Predicted Source Compliance of

To demonstrate the impedance 1inking model, a ggliagl:gsz{:tems for Various Link

computer program was developed which
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Frequency (Hz)

Figure 7: Predicted Transmissibility of
Coupled Systems for Various Link

Temperatures

performance of an isolator; however,
transmissibility does not include the
characteristics of the source. The predicted
isolation effectiveness for the three
temperature and thickness cases is shown in
Figures 9 and 10, respectively. Source
dynamic characteristics can be seen in
jsolation effectiveness as additional drops
in the isolation effectiveness. Resonances
in the source are not seen in
transmissibility but are seen in isolation
effectiveness.

Compressor and Plate Model

To verify the predictions of the linking
model, the problem of isolating a
refrigeration campressor from a flexible
plate at four attachment points was
considered. Driving point and cross
compliance measurements were made at the
attachment points of the compressor and
plate. Typical directional compliances on
the compressor and plate are shown in Figures
11 and 12 for one of the attachment
tTocatfons. Four hypothetical viscoelastic
elements were used to isolate the compressor
from the plate. The predicted
transmissibility across one attachment point
at three temperatures is shown in Figure 13.
Predicted isolation effectiveness is

displayed in Figure 14 for the compressor and
plate combination.

To verify the transmissibility predictions,
the compressor was actually linked to the
plate with four isolators. Because the
material properties of the viscoelastic 1inks
were not known as a function of frequency and
temperature, the static stiffness and damping
were measured and used in the model rather
than actual material properties and geometry.
The computed and measured transmissibility
across one isolator in the isolation system {s
shown in Figure 15. The agreement hetween
computed and measured transmissibility {s very
good considering the 1inks were modeled using
th: constant static stiffness and damping
values.

SUMMARY AND CONCLUSIONS

An approach for predicting the dynamic
characteristics of structures when joined by
viscoelastic elements has been presented.
This approach requires two sets of
information--the compliance of the receiver
and source structures and the stiffness and
damping values of the viscoelastic elements.
The general impedance method was used to set
up a model for coupling the source to the

receiver with viscoelastic elements. Fram the
s. Ll T T T7TTT71T] T ¥ §F T TTtY
F - t
al 2 4
] —— 4
»} 1

=)

=

s

Frequency (Hz)
Figure 8: Predicted Transmissibility of
Coupled Systems for Various Link
Thicknesses
S S
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odel, structural comp)iance, displacement
ransmissibility and isolation effectiveness
are predicted. The effectiveness of the

aproach was demonstrated in a practical
splication involving isolation of a
mpressor from a base plate.

Frequency (Mz)

Predicted Isolation Effectiveness

Developments are now underway to add
rotational characteristics of the source and
receiver structures and the isolation elements
to the model. The fnclusion of rotational
effects, which have been largely ignored in
previous modeling work, should fmprove the
accuracy of the modeling results.
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STOCHASTIC DYNAMIC ANALYSIS
OF A STRUCTURE WITH FRICTIONAL JOINTS

Qian-Li Tian, Yu-Bio Liu
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Da-Kang Liu . .;:

Space Science & Technology Centre,
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Since about 90% of the damping in ajstructure is originated
from the joints, an efficient method to reduce vibration
level of the structure is to increase the damping in these
joints. Damping in the joints can be increased to a re-~
quired level either by using inserts such as polymer or
metal foils, or by some special surface treatment. The
coulomb friction due to relative motion at the interfaces

is insensitive to environmental temperatrue. So, it can
provide a cheap and efficient source of damping, if it is
well controlled.

In this paper, a stochastic-dynamic-~analysis is presented
for a structure with frictional joints. It is assumed
that the structure is excited by a stationary stochastic
process with Gaussian distribution and the statistical
linearization is made to transform the frictional forces
to equivalent viscous damping forces. A localized damp-
ina modification method is used to calculate its response
spectrum and correponding statistical characteristics.

INTRODUCTION

It has been known that by increasing the capacity is very limited. So, viscoe-
damping of a structure one can signifi- lastic damping technology was developed
cantly imporove its ability to with- rapidly. But the behavior of the vis-
stand vibration excitation. Unfortu- coelastic materials are too sensitive to
nately, modern engineering structures, the environmental temperature, and it
especially the space structures, often will be vaporized in the high vacuum

use low density/high strength materials condition, therefore its usage is limit-
and integrated construction to meet the ed. It has been discovered that the

needs of low weight, hence its damping slip in blade roots can proride Qamping
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for turbine and compressor blades.

Since using Coulomb friction, which al-
ways exists in the structure joints, is
an economic method, it attracts many re-
searchers. As is well Known, modern
structures are always subjected to va-
rious kinds of loading, such as earth-
quake, wind, wave etc. 1In its service
life, the moderate loading condition oc-
curs most frequently and the extreme
condition is of rare occurence, so, if
the structure was designed to bear ex-
treme loading, it would be too heavy and
costly. If it can be designed to bear
the moderate loading and let some fric-
tional joints remain locked as rigid
joints under this condition, but have
interfacial slip during an extreme con-
dition, the frictional damping will dis-
sipate the vibration energy, and reduce
the vibration level in the extreme con-
tition. When the joints are carefully
designed and fabricated, maximum energy
can thus be dissipated through this slip-
ping, and the designed structure will be
light and cheap. A key point to apply-
ing such a vibration reducing technology
is its ability to analyze the dynamic re-
sponse of such a structure. Owing the
nonlinearity of the frictional force,

the dynamic analysis of such a structure
is rather difficult, especially under the
stochastic excitation. 1In this paper, an
approximate linearized method is present-
ed for analyzing such structures.

LOCAL MODIFICATION DYNAMIC ANALYSIS

A complex structure always has many de-
grees of freedom, but the discrete damp-
ing inserts usully have much less degre-
es of freedom than those of the struc-
ture. For an optimum design, the damp-
ing paremeters and locations of these
inserts must be calculated for several
times. If in each time, the calculation

MR ASNL I I Uh e aul ant i _auis ol ALl SR AP LIt
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was executed on the whole system, the
computation time would be very long, The
local modification methods given by re-
ferences (1) (2) can greatly reduce the
computation time. But ref. (1) (2) deal
with linear damping modifications, while
frictional damping is nonlinear, so it
is necessary to transform the friction
forces to equivalent viscous damping
forces. From ref. (1) (2), the equation
of motion of a general structure with
discrete frictional inserts has the form

My + C

e

+RK(+F =P (1)

in which, subscripts '~' denotes matrix,
subscripts '-~' denotes vector, P is the
external load vector, F is a frictional
force vector, which is acted at some

joints on the structure as shown in fig.

1. F..
1]

Fiq.l. TFrictional Joint
Among the forces one is

Fij = Foij
the relative velocity between the two

Sgn()'(i- )-(j)p where X‘i-)'(Jsx' is

ends of joints. Assuming that the stru-
cture is excited by a stationary sto-
chastic process with the Gaussian dis-
tribution, the statistical linerization
method can be used to transform the fri-
ction forces to equivalent viscous for-

ces.(q) Let

oij j b]

multiply both sides of eq.(2) by x exp
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(-(—ggg)z) d¥ and integrate it from -«

. to +% , one obtains

F_..
= <. _©°1]
Cij —?— Oy (3)

S
ety

Substituting eq, (3) into eq.(1l) and ap-
pliying the Fourier transform, it yields

f-Mw? + K + iuCil¥{w) = F(w) (4)

in which ¢, = C + C,,
C is the p;oprtional damping
matrix of the original stru-
cture

QF is an equivalent damping

matrix constructed by the ele-
) ments given by eq.(3) and has
- the form

(5)

_ Where subscripts i,j correspond to the
. two end points of the frictional joints
as shown in fig.1. All other elements
in Cp are zero. From ref.(3), the con-
densed displacement vector related to
frictional joints is obtained as

Rlw) = (I + ieHoCpl ™ Xq (0) (6)

Sht >

N in which is an unit matrix
H, is a condensed transfer
function matrix of the original
gtructure.
Sr is a condensed linearized
damping matrix
Let the original structure have n degre-
es of freedom with frictional joints of

m degrees of freedom, and m <<n. Thro-

3

PRI

.
LR PP g

ugh condensation, the dimension of ma-
trices éo and €, are much smaller than
H, and C;, so it can be solved easily.

x>

Let wHoCp = (7N

and (1 +H Y =8 (8)

then eq.(6) becomes

X(w) = [I - B)X,(w) (9)
its conjugate is
i'(w)= [i - é']io(w) (10)

Then the condensed power spectral densi-
ty function matrix can be calculated as

. ) S
Sxx = 312 ( T XX)
-~ -~ AIT ~
= Sx,x, * BS;,z.B - BSy,x,~ (11)
A - od -T
EXchB

its variance is

=/ %8z ¢ (wauw (12)

the variance of relative velocity is

ofs = v oks (13)

in which, X, is the condensed displace-
ment vector of the original structure

and X is that of the modified structure.
S
(3) (4) by iteration., Assuming the e~

2
and 9 can be determind from egs.

quivalent damping matrix (Y)CF in the

r-th step is known, by egs.(7) to (13),
we can obtain (v)
the (Y+1)CF in the y+1 th step by sub-
stituting it into eg.(3). One can re-

peat this process until a convergence

4% and then calculate

criterion is meet. Usually 3 or 4 iter-
ations will be needed.

DYNAMIC ANALYSIS OF A STRUCTURE WITH
FRICTIONAL BASE ISOLATOR




Experiments have shown that a base iso-~
lator which employs a combination of the
coulomb and viscous damping is a very
simple and effective aseismic device.
The maximum ground acceleration that can
be transmitted to the superstructure
will be controlled by this device. A
structure with frictional base isolator
is a special example of the structure
with frictional joints. Consider the
lumped mass-spring model of a cantilever
structure(fig.2) on an isolator which
employs a combination of the coulomb and
viscous damping.

E ;
/'-( >
.
S ; /s ¢
i
Fig.2. Base Isolated Structure

The equation of motion of this system
can be written as

Mg + CX + KX = -MLy (14)

and Q + my¥ + Cy + ky = cu + ku+F (15)

Eg.(14) is the equation of motion of the
clamped upper-structure excited by a
base acceleration movement ¥, where 1 is
an unit vector in which every elemen; is
1. Eg.(15) is the equation of motion of
the base isolator, where m, is its mass,
k, ¢ are its stiffness and viscous damp-

ing, Q is the shearing force at the root
section of the clamped upperstructure,
while which has a base motion ¥, u is
the displacement of the ground motion, F
is coulomb forge, F = Fosgn(z) , 2 =y-u
and sgn(z) = T%T

owing to the nonlinearity of the coulomb
force, the dynamic response of the sys-
tem cannot be calculated directly by a
general program such as SAPV, even when
it is subjected to a base excitation as
simple as a harmonic movement, i.e.,

Uo expli(w +9¢)]

-1
F,Y,X, and Q can be expressed by

a:

where i =

- .. _ 4F, 3 sinjwt

F Fosgn(z) n j=13s. ) (16)

y = 5 Y. (17)
j=1,35 J

X =2 X (18)
j=1‘3‘5:. J
Q=2_ Q

F=as 12

Then an infinite linear equations system

can be obtained

" . 4F L. .
. Aky +Q.== t+ . +
mch+CyJ yJ QJ 3= sinjw Kxj(ku cu)
j=113'5;""°° (20)
where Klj =1 when j =1
Klj =0 when j # 1
. = Q.Y,
Let QJ QJ 3
then eg. (20) becomes

= . . _4F .. .
(m°+Qj))j+Cyj+ij-j" sxnjwt+k1j(ku+cu)

j=1,3,5, = (21)
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where 6j is the shearing force at the
root section of the clamped structure,
which can be calculated by SAPV, while
the structure is subjected to an unit
horizontal base motion cos(jwt + ¢) ,
As each equation in eqs.(21) is an equ-
ation of motion of one degree of fre-
edom with a frequency dependently mass,
egs. (21) can be solved easily.

(g](e]

R, = wj/wa ’

Let o~pir =& 8
w: =jw wa -JE ,r 2a8.= S
3 ’ mg b

0.
- —J— = . . : O®
1 Bj3(1+ m, ) CJ CJ"O-SJz Rj:

then we have

y(t)=u,ﬂ1§§£ cos (wt+é =y )+

4F

2 N
j=i%. TknR,u, Sin(jut=64)] (22)

z(t)su,[ligl cos{wt+d -6, )+

(23)

_AF, sin{jwt- 8401

1
mku, j= 135 nR,
and from :(0) = 0 , One obtains

00 C.
. R 4F ]
¢ = 01+ arc s1an:éT ?EG: ju E;;" R; )

(24)
where s (1-C.)

vy - tan~! -1—E?—1-
and

8y = tan”} ;?—
Each term of the series solution can be
obtained from SAPV and its convergence
is very rapid, so a few terms are enough
to get an accurate enough result. When
the structure is excited by a base move-
ment with a stationary stochastic pro-
cess, above solution is no longer valid.
By using stochastic linearization method
the nonlinear coulomb force can be
transformed to an equivalent linear vis-
cous damping force as in eq.(3).
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Let C = C, + Ceq.

where C, is the viscous damping of the
isolator, Ceq is the egivalent viscous
damping given by eq.(3), then eq.(15)
becomes

Q + m¥ + ky + cy = ku +cu (25)

Assuming the acceleration of ground mo-
tion u can be represented by a discrete
spectrum, i.e.

Py n Y- ™

is= ;Ei ,‘,ZSmi (mj)wcos(mj(t)+ wj) (26)
where Sﬁﬁ(wj) is the spectrum of ground
motion, and Y. is a random phase angle
uniformly distributed between 0 to 2w.
Integrating eq.(26) and substituting it
with egs.(17),(19) into eq.(25), the ab-
solute and relative velocity can be ob-

tained
n u,J1+s3?

yit) = 3 —j—ﬁ—]—— cos(w t+P.~y.) (27)
j=1 5 J J ]

. n.o 1-C.

z(t) = jgl uj——J—Rj cos(wju-wj-eJ.) (28)

. [25 55 (wy)
where R s 1 | w

J Wy
From Parseval equation, the variance of
Z can be obtained

L 1-C.
. 2 o
oiiz = 5 “j“i;l') (29)
3=1
Take notice of
C_, CatCes [z =
0= —=— = sg+ ——ﬂ.—.-'
Ce Ce T G %2z

a and oz, can be determined by iterations
or by a graphical method. Then the var-
jance of the shear force at the root se-

ction can be calculated as
n 1+8
oo = Z;Sade 510 “E{i‘ (30)
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The mean value of the maximum response
can be approximated by using the fol-
lowing relation(‘

v aq, InvT 3772
El0y] 20gq ¢21n0T * Jrpaor)

where 3
a1 ey wiSo, (wy)
v
an ihsoo uj
and T is the duration of the process.

EXAMPLE.

A cantilever structure was damaged dur-
The frictional
base isolator was designed in hope to
improve its ability to with-stand sei-
Parametric studies
were carried out to show the influences
of different damping ratios and natural

ing a strong earthquake.

smic excitation.

frequencies of the isolator on the var-
the root
The model of the structure for
calculation is a lumped mass-spring sys-
tem as shown in fig.2. The fundamental
frequency of the original system is

f, = 4.56Hz, Adopting the spectrum of
ground motion suggested by Kanai and
Tajimi

iance of the shearing force a
section.

L1448 *(u/ug)’?

S.. . s
igiig (w) (@, 5,7  J 2:—1 .
[1-(5)7) +a8 (%)
where By = 0-642  wg = 15.5 rad./sec

S, = 4.Bcnals.c’ '
the calculated results are shown in
Table 1. (See next page)
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In table 1. the first row gives the
synthesis damping ratio a of the iso-
lator, and the first colum is fa, the
natural frequency of that system, as-
suming the upperstructure as a rigid
cantilever. From table 1, it is ob-
vious that o2 will increases when the
fa increases, and reaches the maximum
at fa = 12.04Hz, at which frequency the
actual fundamental frequency of the base
isolated system is decreased to 2.5Hz

‘due to the addition of the inertia force,

and just falls into the high energy fre-
quency band of the earthquake spectrum.
when fa = «, the isolator is locked and
the upperstructure is a clamped cantile-
ver, the variance of shear force is

7.07 x 10°(kg/cm3). Table 1 shows that
the values located above the dotted line
are all less than 7.07.
the isolator attenuates the response,
and

It means that

this attenuation will be enhanced
when a increases. On the contrary, the
values located below the dotted line

are all greater than 7.07,

the isolator will multiply the response,

it means that
is these cases. So, while desigrning a
base isolator, its damping and natural
frequency must be carefully controlled.
Coulumb friction is limited by normal
pressure and frictional coefficient,
which is difficult to be adjusted, so
combining it with viscoelastic damping
is a better design,

CONCLUDING STATEMENT

A statistical linearized method for the
analysis of the dynamic response of a
structure with some frictional joints
was presented. We are sure that by ad-
justing the locations, dampings, and
stiffnesses of thesé joints, the stru-
ctural response could be minimized over

a wide fregquency range.
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MODAL ANALYSIS OF STRUCTURAL SYSTEMS
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INVOLVING NONLINEAR COUPLING
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A nonlinear analysis of the interaction of the normal modes of a

. three degree-of-freedom structure is presented. The asymptotic
.. approximation method, due to Struble, is employed to solve for the
- structure response under harmonic excitation. Several possible

.. autoparametric resonance conditions are predicted, and the investi-
J gation is confined to the time domain response in the neighborhood
of the internal resonance conditions wy =|wjy £ wy
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is noticed.

and wy are three normal mode frequencies.
nance conditions the structure achfeves a quasi-steady state

The transient response reveals peak amplitudes of almost
2.3 times the quasi~state amplitude for the nonexcited modes. An
exchange of energy between the excited mode and the nonexcited modes

| » vhere wy, w3
For these internal reso-

INTRODUCTION

Within the scope of the classical theory
of small oscillations of multi-degree-of-
freedom systems, it is possible to perform a
linear transformation into the principal coor-
dinates which results in an uncoupled set of
equations of motion. The corresponding solu-
tions are harmonic and quite adequate to
describe the response of the system as long as
the corresponding motions are not far from the
stable static equilibrium configuration.
However, for some systems it is not always
possible to get a response to remain near that
stable configuratfon and unexpected types of
responges (such as multiple solutions, ampli-
tude jump and autoparametric interaction) can
take place. The response of dynamic systems in
such gituations can be predicted by considering
the nonlinear terms which couple the normal
modes involved in the response.

Breitbach [l] classified aeroelastic
structural nonlinearities into distvibuted
nonlinearities which are continuously activated
through the whole structure by elasto-dynamic
deformations, and concentrated ones which act
locally lumped especfally in control mechanisms
or in the connecting parts between wing and
external stores. Barr (2] discussed three
types of nonlinearitiea. These are elastic,
inertia and damping nonlinearities. Elastic
nonlinearities stem from nonlinear strain

19

displacement relations which are inevitable.
Inertial nonlinearities are derived, in a
Lagrangian formulation, from the kinetic
energy. The equations of motion of a discrete
mass dynamic system, with holonomic (sclero-
nomic) constraints, in terms of the generalized
coordinate q4 are [3]

n . n n . v
321 m 44, +j§1 lgluz.ua!qp g m G W

where [j¢,1] is the Christoffel symbol of the
first kind and is given by the expression

3m am dm
1 1) 12 1
3,1 'T(aql +3‘_'qj -aqj_ ) (2)

The metric tensor my4 and the Christoffel sym-
bol are generally functions of the q, and for
motion ahout equilibrium configuration they can
be expanded in a Taylor series about that
state. Thus from inertial sources quadratic,
cubic, and higher power nonlinearities can
arise. V 18 the potential energy.

1f the coordinate linear coupling is
removed through linear normal coordinates, the
resulting new modes will possess nonlinear
coupling. The smallness of nonlinearities and
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any parametric terms does not prevent them from
having an overwhelming effect on the response
in the course of time. These added terms can
be regarded as a means of energy exchange be-
tween the normal modes. The nonlinear normal
mode coupling may give rise to what are effec-
tively parametric instability phenomena within
the system. The parametric action is not due
to the external loading but to the motion of
the system itself and, hence 1s described as
autoparametric [4]. The feature of autopara-
metric coupling is that responses of one part
of the system give rise to loading of another
part through time dependent coefficients in the
corresponding equation of motion. Such modal
interaction arises in many aeroelastic con-
figurations such as wing with a store or a Tee-
tail plane in bending.

With autoparametric coupling the structure
may experienece instability of internal reso-
nance. Internal resonance can exist between
two or more modes depending on the degree of
nonlinearity admitted into the equations of
motion. Thus, with quadratic nonlinearities,
two modes 1 and j having linear natural fre-
quencies wy and w4y are in internal resonance
if wy = 2m , Or tgree modes 1,Jj,k can be in
internal tesonance ifwg =lwgytw [+« With a
cubic nonlinearity two modes 1,j are in inter-

nal resonance of the types wy = %-mj or
wy = %’“j‘ If an external harmonic excitation

frequency near one of the frequencies involved
in the internal resonance relation is applied
to the system, all related modes enter into the
response in varying degrees and sometimes the
response of the mode that would be expected to
be excited most 1s suppressed by the existence
of others [5].

The objective of the present paper is to
examine the behavior of a nonlinear three
degree-of-freedom aeroelastic model under
external forced excitation. The asymptotic
expansion method developed by Struble [6] is

FL)

employed and predicts several internal reso-
nance conditions. This study is limited to the
response of the structure in the neighborhood
of the sum and difference internal resonance
conditions. The responses are obtained by
numerical integration and the amplitude-time
history responses are obtained. Complete
interaction of the involved modes takes place
for the sum and difference cases with energy
flow between the modes with a suppression for
the externally excited modes.

BASIC MODEL AND EQUATIONS OF MOTION

Figure (1) shows the basic structure model.
It consists of the main system mass mj which
carries two coupled beams with tip masses m
and mp. The stiffness of the two beams and the
main system are k), ky and k3 respectively.
Under harmonic excitation F, cos Qt acting on
the main mass, the motion of the three mair
elements will be described by the generalized
coordinates 9 9 and 93¢ In order to deter-
mine the kinetic and poténtial energies of the
structure, the deflection of each beam will be
assumed to follow the static deflection curve
(see figure (2)).

q
i 2 3
Y--;s(azis -8)
1

The local axial drop Ai is

8, = ds - (da” - ay})'/?

E] %-(%%)2 ds

The axial drop at the tip At is:

Fig(1 ) Schematic diagram of the system and its coordinates
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1 1

9 "2 2 . . 2,
AtI ....... .. + '5',71—[; (qlqzqz + qlqzqz)

d
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(2] where the gravitational potential energy has
been ignored and terms up to fourth order have AR
been retained. Applying the Lagrange's IR
equation leads to the following equations of : -
motion: r'.

—_—Y

Fig. (2) Axial drop A, of the cantilever free — r )
end due to lateral deflection q,. T
1 k 0 0 q
11 1 |
[}
-1 3y, 2 0 &k 0 %4 -
8, 1—/0 (a_-‘). ds 22 2
0 0 k

Substituting for y gives:

3 2
a, = q ¢ 9
S T . (,1
1 922 .2 1K R IEX ¢ W
T= 7 ["1*"2(1 + r(i—l_) )]ql Fo cos It Yaj
o L
21 or [m]{dq} + [k){q} = {¥(q,4,9,0)} (2)

1 .2
+ 7 Myt 7 (mytmyimg)g,

The nonlinear functions 11 are:

»

w - 2
3 2. . s v, =2 (q,9,+ 0.4q,9,+ 0.24)
+ Fo, —1 4,4, + (ml\hnz)qlq3 1 117173 171 1

o Ly ., . +0.2¢,,(q,3,+ 10§, q,+ 1044,
t ™ ] (9,95 59,4, 4,)
1 . v o 2

*+ 5a483) + 2p,(a8,* &)

+ 32 dagddgt iyt 958
7 § 9191927 9192957 919,9,

. w o o a2
1 Y, = 2,(q)8, +0.29)4, - 0.84)) 3

.2 2% ..., + £,,(410,% 284)
+ 4,49,) + 15 i (9,3,34% 4;9,d,) 22191927 92%
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damping terms after the equations have been

transformed into principal coordinates.

Simplifications can be achieved by assuaing

2 viscous damping and the modal damping matrix is

+ q132+ 24142) + !22(q2i2+ 42) taken to be diagonal thus implying that the

modes are not coupled by damping forces in the
structure. It is clear that the main objective

where the coefficients 'ij' kij' and of excluding damping coupling is to predict

lij are: only the influence of nonlinear coupling upon
the structural dynamic behavior.

R R 1+2.25(:.2/11)2] s

- o .2 -
vy = 2y, (qd+ &) +21,(3,q,

The following transformation will be L.

applied: R
mp = By = 15 my(2y/ty) {q} = R){¥} (5) i
- to the system of equations of motion (1). R is L
Wy T Wy the matrix of eigenvectors, or modal matrix, e
which must be nonsingular. This modal matrix 1@
- - . {8 derived from the linear homogeneous ‘
L e S S ] equations (1); i.e., the left-hand side. 1t
has the form:
o e T T
1 1 1
48 EI
- - i - (R] = n n (6)
K, =K o 11,2 oMM
1 P1 P2 P3
K - l(3
33 where each column represents the eigenvector of
2 the corresponding normal mode. {Y} is the vec-
£11 = 2.25 m2l2/11 tor of the principal coordinates. Having

introduced transformation (5), the equations of
motion (1) will take the form:

112 1.5 mzl!.1
13+ [ 20 (¥ + [ o® (T
Ly = 1.2 mzllz %)

- s €))
11 and 12 are the lengths of the two beams. = {'(Y’Y’Y’t)}
i Response of the System

R It 1s seen that the set of equations of motion
» include autoparametric coupling such as Equations (7) can be written in the stan-
’}: ‘11“151' ‘lquaZ’ ees etc. The left-hand side dard form of Bogoliuboff and Mitropolski [7]:
: of (1) encompasses linear symmetric inertia and - 22 1,22 2

stiffness matrices. The homogeneous part of Y, +sptY =efe (Siv -r])Y,

(1) ylelds the linear eigenvalues and eigenvec-—

tors of the structure.

Transformation into Principal Coordinates - 2r1;1Y1+ Fi(Yj'YJ'YJ) (8

Any possible solution of equations (1)
gives the total motion as a sum of responses in
its characteristic modes of vibration. 1In
order to derive the solution in terms of these
modes a transformation from generalized coor- here Y. = Y./Y -t
dinates into principal ones should be carried where Ty 1'% T Waks
out. In an undamped linear vibrating system Y =% /K -y /1
the principal coordinates of the system are the o o 3 € o "1l
natural coordinates and each principal mode -w./
responds to an applied force as a single degree Ty S wylog
of freedom.

+ £, cos mt} 1,1 = 1,2,3

v = n/«.a

where n 1s an integer such that v 2 1 £ 0(¢).

It 1s common practice to carry out the 8, are rational numbers such thltl Sivz- ri' &.
transformation, first, for the undamped linear
homogeneous equations and then introduce

2

.« L
LSRN

2

“a
0
e
.




The solution of equations (8) can be
obtained by employing the approximste asymp-
totic method outlined by Struble [6]. The
solution is taken in the form:

+ cza + .o

Yl - A(t)cos[rlrﬂl(t)] + ea, a

+e2bt vee  (9)

¥, = B(t)cos[ryr+h,(1)] +¢eb 2

1

Y3 - D(r)coo(t+$3(t)] + cdl + ezdz + eee

where A,B,D,¢ ,.2, and ¢, are slowly varying
functions of &he time patameter t, and exhibit
only long period perturbations. The additive
perturbations ay,b;, and dy depict higher har-
monics of motion. Substituting the expansions
(9) in (8) and equating the coefficients of
equal powers in ¢ leads to a further set of
equations. Those terms of order zero in ¢ are
called variational equations while the
equations arising from coefficients of c,tz,...
etc. are referred to as perturbational
equations. At each step of the iteration pro-
cess the variational equations are associated
with the fundamental harmonic terms
etaTrrphs (Giatryrny), and (0]
and the perturbation equations with the
remaining nonresonant terms. If a term appears
which is "nearly” resonant it is transferred to
the variational equations. In the present
investigation the approximation is performed up
to first order. In this procedure terms
involving second derivatives of the amplitudes
and phases, and the product of their first
derivatives will be neglected since the ampli-
tude and phases are slowly varying functions of
time. At the same time first order derivative
terms on the right-hand side will also be
ignored since they are of order ¢.

Variational Equations

- 2At161 - A(Siv2~ r%)
. (10)
- 2At1 =0
22 2
- 2Br,¢, = B(S,v'~ r;)
. 272 2 2 (1)
- anz =0
- 4 = oish? - 1
(12)

-2 =0
First-Order Perturbational Equations

- 2

LY 'l 02 0 8

bl + 0 T, 02 b1 =
d1 0 0 Ty d1

—

I.1 L L3 A
2 cos vt + 2 3 2
£ Nl Nz N3 D

Az coe(2rlt+2¢1)

L‘ Ls L6 \
+ , Mg M, B cos(2r21+202)
2
L_f‘ Ns N6 D coa(2t3t+2‘3)
(13)
—
2‘1'1 o 0 A sin(r11+’l)
+ 0

2;2r2 0 B sin(r21+92)

D sin(t+03)

r‘v Ly Ly | |AB cos((ry=r))r+ -9,
|l n oMgoM, AD cos ((rl-l)tﬂl-o:‘) f
L_#7 ,N9 Nll BD cos ((r2-1)1+02-03)J
r“a Lig Lyp | | 4B cos((rytrydree )
+] Mg M, M, AD cos((r1+1)t+Q1+‘3] y
L_fs Mo M2 BD cos((r2+l)r+.2+’3)j

The second expression on the right-hand
side represents a nonoscillatory component.
However, these terms will be omitted since they
are not resonant.

External and Internal Resonance Conditions

The first order perturbational equations
contain secular terms which define external and
internal resonance conditions. It is found
that the following conditions are possible to
exist when the first mode is externally

excited:
(1) nv = 21 (2) nv = r,
- r, +1 r -| r, - 1
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(3) nv = r (4) nv = n
(14)
t, = 2:1 1 = 2r1
(5) nv = L3 (6) nmv = 2
r = 2t2 L 2

If the second mode is excited, the following
conditions are obtained:

(1) nv = T, (2) v = Ty
L, = +1 Ty -| L 1|

(3) nv = rz (4) nv = T, as
r - 2r2 1 = 2r2

(5) nv = T, (6) mv = T,
r, = 2r1 T, = 2

A third group is obtained if the third mode is
excited:

(1) nv=1 (2) nv =1
1 = L2 + T, 1 -| rl - r2|
(3) nv=1 (4) ov =1
(16)
- 2 r, = 2
(5) nv =1 (6) v =1
2:1 =1 2r2 =1

The investigation will be confined to exa-
mine the behavior of the structure in the
neighborhood of the sum and difference internal
resonance conditions in relations (15) and
(16).

First-Order Variat{ional Equations

i. nv = 1) and r, =1, +1

Trangferring the resonance terms
corresponding to this condition to the fun-
damental variational equations gives:

_ _ L,,8D
~A$: = —yA + ———— cos 8
1 4 I L
1 11
_ _ L,,80
-A' = nlA + T__— sin @
gl

MIOAD

“Ba' = = B
Boz SzyB + FI?;1-E;;T_ cos 0 + r1 cos 03

ERC T R A N TR P Ve . e T

- MIOAD

~B! .“i-—r_r.1n0+r gin.
2 T, Lu 1 3
-D'§, = ~S.yD + cos @ a7
3 3 rll Lll'

- = 7
-p' =2 . D + sin @
LN DY

where 6 = ¢, - 4 + 44, prine denotes differen-
tiation witk respect %o new time parameter T
such that:

2T x

1
T = » By " as)
e 1L, 1 _sz '_[x.u B

w
[ ]
"ll
—
|
-
-
O W >0

For the other three cases the corresponding
variational equations are obtained and all the
four sets are solved numerically by using the
IBM Continuous System Modeling Program (CSMP-~
see IBM Uger's Manual GH20-0367 or Speckhart
[81n.

DISCUSSION OF THE RESULTS

The steady-state solution of the four sets
of variational equations can generally be
obtained by setting the left-hand sides to
zero. However, the resulting six nonlinear
algebraic equations are found incompatible
because they contain only five unknowns. Thesge
are A,B,D,0, and ¢, a8 can be seen from
equations (17) for example. This means either
that one or more of the variables do not
achieve steady state or that one of the
equations is related to another through their
coefficients (which implies that the virtual
number of these equations is five). These
equations are consistent if the damping of the
first and third modes is neglected. This
situation leads to four algebraic equations in
four unknowns. Another case for which the
equations become compatible is that the damping
ratio n,/n /r,. These different cases

-
have beén Etent%d or a structure containing a
liquid by Ibrahim and Barr [9].




It is the main purpose of this study to
determine the transient and the unsteady-state
responses of the system in the time domain for

n r

the general case ;l * ;15 The importance of
J )

the transient response is to reveal the peak
deflection of the structure component which
will serve as a measure of the peak stress.

The unsteady state response will give insight
to the interaction of the involved modes in

the neighborhood of internal and external reso-
nance conditions. Several runs are obtained
from the numerical simulation and a number of
responses are presented in figures (3) through
(5.

Figure (3) shows the time history response
for the case r, = 1 + T, and dawping parame~
ters ny = ny = 0.1, and ny = 0.2. It 1s seen
that tﬁe second mode (which is being externally
excited nv = r,) is suppressed. The system
exhibits a quasi-steady state response of very
small fluctuations in the amplitudes. 1In this
case the amplitudes of the system never reach
constant values. The transient response shows
that the peak deflections of the first and
third modes are almost 2.3 times the mean value
of the quasi-state response. Another
remarkable feature is that both first and third

wodes are exchanging energy with the second
mode. The same features are evident for the
case of the internsal resonance nv = r, » 1,

=r + r, which is given in figures (4, 5).
Tae structure response for difference internal
resonance r, = ry - I, has the same features of
the sum cases.

n fl

For the damping~frequency condition ;l . —
3

T

3
and internal resonance condition r, = r. + r,,
the structure achieves a steady state response
as shown in figure (6). The transient response
has a peak value of almost 2.3 times the steady
state response for the first and third modes.
An exchange of energy between the first and
third modes and the second modes is observed
with a suppression to the second mode.

CONCLUSIONS

The response of a nonlinear three degree-
of-freedom structure is obtained in the neigh-
borhood of the internal resonance relations

] . The numerical integration of
t&e variattonal equations exhibits complete
interaction between the three modes. An energy
flow between the externally excited mode and
other modes 18 observed with suppression to the
motion of the excited mode.
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Fig. (3) CSMP time history response of three mode interaction with autoparametric
resonance nv = rz, rz - r1 + r3 .
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(n1 =ny= 0.1, ny= 0.2)
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helicopter model.

T™he problem of introducing discrete elements such as springs or
masses to continuous dynamic systems is considered. A method is
developed for the efficient analysis of such modified systems. After a
transfer matrix analysis of the original system, appropriate transfer
matrices are condensed and stored. Then the effect of the discrete
modifications is introduced. The proposed technique is applied to a

Discrete elements such as intermediate
supports and vibration absorbers are often
introduced to engineering structures to improve
their dynamic characteristics. Por discrete
models of sulti-degree of freedom systems, this
prodblem has received considerable attention.
See, for emample, the survey of Reference 1.
T™he purpose here is to present a solution
procedure for continuous systems. In
particular, discrete modifications to a
continuous #aSSs helicopter model are treated.

In reanalysis it is the goal to formulate
& procedure vhersby the complexity of the
analysis of the modified system depends on the
nusber of modifications or appendages and not
on the degrees of freedom of the original
system. This permits efficient parametric
studies of the effect of modifying the
structure to be performed. It follows that
structural systems can be synthesised, i.e.,
designed, to achieve prescrided or optimised
responses.

The continuous system will be analyzed
here using transfer matrices [2).
Modifications are to be incorporated in the
analysis as "pssudo-loads”.

The proposed method will be illustrated
using a continuous beam with two point
wodifications (Pig. 1). Suppose the field
(transfer) matrices for regions A, B, ;ka C of
t‘o ur-océuod beam of of Pig. 1, are
U, and U'. Let the state vector
be defined as

g=(wv 0 N v1’ (1)

where the deflection, slope, moment, and shear
force along the beam are given by w, §, N, and
V, respectively. The state vosto at .tl‘tm
0,1, 2, :Imdougmtodby!.;r. g’. [
Prom standard transfer matrix theory, the state
vartablee at station i and 1+l are related dy

PR e S 4 (2)
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where & supexscript bar indicates an applied
loading and superscript P represents region F.

31 (MODIFICATION POTNY 1)

]
2

1
sEstaution O 2 wotrrcatios 3
starzons 0 1 2 2om2 3
staTe vecrom 8 s 8 3
’ « . J
DESICHATION } ¢ ! B . A !
nuss . '
mTRIx :' EC -I o ' @ H
s i - - '

Fig. 1 A Beam with Two Concentrated
Modifications

Point modifications are to be represented
b! the drplacmnt dependent pseudo-loads
£ and £°. which are reaction forces
(and moments) on the modified structure. These
pseudo-loads are functions of the response
variables at the attachment points as well
as the impedance of the attachments. At
station i, the effect of a -odiﬁeat}on is
incorporated using the pseudo-load £ in the
form

- =f, £ =23 (3)

where Z' is impedance of the modification.

The progressive matrix wultiplication of
the tran!fox matrix method provides the state
vector 8~ at the right-hand end.

@ = P s B PR
+ (g2 + P (&

where the second term on the right hand side
represents the influence of the applied load
and the third term is the contribution of the
pseudo load terms.

M- N oM - o
Suppose that on the left boundary the two
o ]

elements li ana l’

variables, while 0: and l: are zeros on the
right end. That is,

are the unspecified state

Si#0 S=0
° - $ - )
S; #0

The gero state variables l: and -:
are found from Eq. (3) to be

3 "lBCO upco

% " Uxs %t l:j'j”’::'x”'::‘x
+"1':3"2"'f):Q"'z""::.'. -0

3 "ADCo (]

PRITLIAAITE I 71,1 ”’::‘1

s u st e 40"::-0

132 e 2

(6)

where the pseudo-loads
and moments .t' i.e.,

f, f.

L S 2
M.

tain forces zk

ml © £

anda U}0° 1o the ith term of F* + UF° + O°FC.
other terms in Eq. (6) have similar
definitions.

Solve Eq. (6) for the initial unknown
state variables.

o {,
S: . Uli Ul‘ '[[U;, + U:: U.‘. U:: U:' f.

= A
S; Ui U] HUas v A U Uy M:

8

where U = _u_l.c is the global transfer

matrix for the system. The transfer matrices
can be used to compute the deflection and slope
at the attachments. Thus,

1 PL)'S
@ U:s-
wz l:] UI.OU'.l {{'] (9
+ + "
e (j::‘ U,..U" Ml

Use the initial parameters of Eq. (#) to find

. f.

w,

6| Q :1‘. + |L (10)
6: M

where (Q} is the moblility satrix

P et o "
Q‘.ﬂ... .
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and (L] is the response due to applied loading
at the modification points

DA u,‘
L - U“ U UKAU
“lus|” U-. U» u,‘ Un (12)
a8 )A

The forces and displacemsnts at the
attachments are related by the impedance matrix

f) {20 0 0w w,
f,_oz,oo Al w,
Ml lo 0 0G

Pinally, the displacements in Eq. (10) can be
eliminated using Eq. (10) in (13)

é [ ]—[z][a]]'[z] Ll ae

where (1} is the unit diagonal matrix. This
expression can be used to calculate the pseudo
loads. Then, displacements and forces can be
calculated at any point using the usual
transfer matrix method.

This formulation permits & variety of
dynamic problems to de solved efficiently. FPox
most reanalysis problems, the matrix [Q] wmust
be stored. 1In the case vhere the natural
frequencies of tha modified system are to be
calculated, [Q) would have to be stored in a
sufficient number of discrete frequencies to
conduct the frequency search.

A more reasonadle use of this formulation
would be to perform a synthesis problem such as
one wvhereby the resonant frequency of the

S e e e N RE R TR .‘\.‘-.".'\‘-'«‘f\';r.'*" AN

modified system is prescribed and the
characteristics of the modifications necessary
to achieve the desired frequency are to be
computed. In this case, the (Q) matrix is
calculated for the specified resonant frequency
and then compute the (Z) matrix that leads to
the satisfaction of the frequency equation

det({I] ~ (Z}IQl) = O 1s)

Por a steady-state reanalysis prodblem,
EGS. (13) and (14) can be employed to determine
the pseudo-loads and the displacements at the
location of the modification. If the
displacements throughout the entire modified
structure are needed, then 2x2 and 4x2 matrices
on the right hand side of Eq., (8) should be
stored so that Eq. (8) can he used to compute

o o
the initial state variables .1 and Ij. Also,

several point transfer matrices should be stored
in order to calculate the corresponding point
responses. This would require relatively large
storage memories, but for modifications, the
response calculations would be very efficient.

WUMERICAL EXANPLE

This formulation will be illustrated using
the two beam helicopter model of Pig. 2. The
concept and limitations (e.g., symmetry) for a
two beam wmodel are discussed extensively in
Reference 3. Por our purposes here the
fuselage is idealized as a continuous beam
divided into three segments. The two blades
are also treated as beams. The effect of the
blades on the response of the fuselage is
cbtained by computing the impedance of the
blades and assuming the blades and fuselage are
connected by a single extension spring. Since
the formulation above accepts two modifications
represented by their impedances, it is
convenient to let the blade be incorporated as
one of the two modifications. even though
nothing is to be modified on the blades. The
other attachment is chosen to be a simple
absorber, which will indeed be modified.

Proper variation of the absorber parameters
will permit the effect of the absorber on the
dynamic response of the helicopter to be
studied. The external loading, which is the
asrodynamic vibration of the blades, is applied
to the beam at the interface of the blade to
the fuselage.
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fig. 2 Helicopter Model

The impedance Z  corresponding to the
force transmitted from the blade to the
fuselage is found using a beam analysis of the
blades. The state vactor at the outer edge of
a blade would be

s=(w 0 M=o ve0)T (185)

and that for the blade center at the interface is

@' v 60 xu VT (16)

where the blade is designated by superscript

3f. Suppose that these two state vectors are
expressed in terms of each other using a transfer
matrix. Then the deflection and force at the
interface are related by

o
__Lu_ U#U::'Unuﬁ

= (17)
wh = g e T

where ., the number of blades. has been
incl to account for multiple blades. If
the stiffness k_  of the interface spring is
included, the ance z1 for the blades
becomes

w, (U U - U Ui,

2 = U+ (RS- BT,

(19)

The impedance of the absorber is readily
found to be

m, K, W'

(19)
mw' - K

=

T™he impedance of Eqs. (18) and (19) can
now be incorporated in Eq. (14) to perform an
efficient study of the effect of wmodifying the
parameters of the absorder. The blades will
not be modified so that 21 will not vary,
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The sensitivity of the response to a varying
absorber (!2) is to be determined.

Table 1
Physical Properties of the Helicopter Model

Fuselage ‘Blades

c B A |n =2 4{

EI 6.257|10.87|2.87| 264 ¢ | nen?
p(density) | 440 | @40 | 4o | 11.8¢(xg
tilength) | 1.2 | 1.2 [21.6 2.5 | =
k1-4oGVn

The physical parameters for the helicopter
model are provided in Table 1. The reanalysis
scheme proposed above will be employed to study
the effect of the stiffness kz on the
fuselage vibration of the aerodynamic
disturbance of the blade. The disturbing force
from the blade is approximated as a constant
amplitude sinusoidal force transmitted through
the interface. Let the mass 'z of the
vibration absorber be 200 kg and let the

stiffness kz vary as

Case 1: 7.2 MN/m “"ablorbor = 30.2 He)

case 2: 17.7 MN/m = 47.3 He)

“"ablorbor
Case 3: 28.2 MN/m (W, o0 p gy = 507 BE)

case 4: 38.6 MN/m ("'lblorbot = 70 He)

where W, is the natural frequency of

ahsorber
the absorber.

Pigure 3 shows the vibration magnitude at
the blade-fuselage interface versus the applied
loading frequency for the four values of
k_,. the absorber stiffness. Two resonant
frequencies are displayed. Regardless of the
change in k_, one resonant frequency
remains clofe to 42 He, while the other moves
from 35 to 67 He as k_ increases. This
relationship is also ihown in Pigure 4. If the
operating frequency range of the system is
specified, these sorts of results are useful in
using modifications to control undesirable
vibrationa.

Por this simple helicopter example with a
single modification, the computation of the
frequency response is twice as efficient if the
reanalysis formulation is employed relative to
resolving the original problems. weanalysis
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should be substantially more efficient if the
original system is more complex or if more
modifications are considered.

CONCLUSIONS

An efficient reanalysis procedure has been
formulated for studying the dynamic effects of
point modifications to a continuous systea. In

particular, the formulation applies to systems
with a line~1like geometry which are readily
analyszed with the transfer satrix sethod. The
nuserical example illustrates the effectiveness

of the approach in the preliminary designs
study of a simple helicopter model. This
formulation is appropriate for application to
many engineering systems that are properly
modeled as line type structures.
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DISCUSSION

Voice: Have you applied this approach to
transient problems?

Mr. Pilkey: No, we haven’t, but there are some
formulations, mostly in the Japanese literature,
where they do. But there 18 no great advantage
to applying it directly to transient problems
because it 18 clear that you can do it. I don’t
think the formulation would vary at all, other
than superimposing a transient formulation on
top of this.

Voice: What do you consider to be a small
computer?,

Mr., Pilkey: We use a TERAK. We also use an
IBM, but we cheat often, and we also use a PRIME
and a VAX, There are structural modification
systems for sale. Some of them that are
advertised here at the conference can be run on
various machines like a Hewlett-Packard.

Voice: How many degrees of freedom are you
talking about?

Mr. Pilkey: It is unlimited in the number of
degrees of freedom. It has nothing to do with
the number of degrees of freedom of the original
system. It is a funtion only of the number of
degrees of freedom of the changes that you make
in the system.

Voice: We are talking about the modal results
which might have come from a NASTRAN analysis or
any other analysis of the original system.

Mr, Piley: I spent yesterday morning at MSC
right down the road. At various times, they
have put reanalysis in NASTRAN, and they have
decided it 18 more of a pain than it is worth.
They found many people eventually wanted to go
back to the original system. So they have taken
reanalysis out. There is one aspect of
reanalysis that remains within NASTRAN. That is
the modal synthesis that is a very similar
formulation to this, and that is in NASTRAN and
many other codes.

Voice: Could you qualify your statement about
being exact?

Mr. Pilkey: It is exact. No qualififcation is
needed.

Voice: Even if you look at an approximate
system and come up with a set of eigenvalues?

Mr. Pilkey: Yes, then I have a qualifier. If
you have an approximate representation of the
original system, it remains approximate no
matter what you do to 1t. However, the
formulation {8 exact. But, of course, if you
fed in an approximate original system, you made
it approximate, it remains approximate. Your
point 1s well taken. It is not exact if you
begin with an approximate model, But it has
nothing to do with the formulation.
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Formulations are presented for the efficient analysis
of dynamic systems with discrete and continuous local
modifications. It is assumed that the original
(unmodified) system has been analyzed by a transfer matrix
wethod with appropriate response information saved. The
effect of introducing wodifications can then be determined
efficiently using a reanalysis procedure. The proposed
technique is applied to a beam type structure.

INTRODUCTION

Continuous and discrete elements such as
distributed inserts, intermediate supports,
and vibration absorbers are frequently
introduced to str to control amd
improve their dynamic responses. The problem
of discrete models with discrete modifica-
tions has been addressed often in the
literature, e.g. (1,2). Although continuous
modifications such as a change in cross-
sectional geomstry or mass density are
important in achieving desired Adynamic
responses, few analytical studies have been
devoted to this subject. A reanalysis
solution procedure encompassing both discrete
and continuous modifications is presented
here.

The purpose of a reanalysis formulation
48 to provide an analysis capability for a

modified system for which the complexity
depends on the number of modifications rather
than on the degrees of freedom of the original
system. A reanalysis capability permits
efficient parametric studies to de performed
in which the effect of variations in portiome
of a structure is determined. as well as
syntheais studies in which the structure is
radesigned to achieve desired responses. The
reanalysis approach employed here incorporates
modifications as "pseudo-loads®.

This paper deals primarily with the
modification of line-1ike continuous dynamic
systems. The system matrices are expressed in
transfer matrix (U), form. although a
conversion to stiffness matrices is introduced
to assure that no numerical instabilities
occur in the analysis,
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WOMENCIATURE Problem Pormulation
A t region to the right of the segment being Consider the system of Pig. 1, in \n.u.ch
modified the structure with a line-like topology is
1 divided into three segments A, B, and C. The
[A) : modification effect matrix = wlm] { ok] substructures in regions A and C are fixed,
while that in region B is subject to
B + modification region modification. including continuous changes as
c -1 well as discrete modifications at the ends of
U\m [Uku] [Ak]) the segment.
{8) : reanalysis matrix =
Uy > .
[ 1 region to the left of the segment being MODIFICATION FIXED BN
modified FIXED REGION C REGION B REGION A SR
4 XsL S
g' - (r‘) : 4x1 force vector for region R [—f7/ ////////////,—{7&—‘ RGN
I T 2, \ I [ e we
LACIR PO 4 1 displacement. angle. moment ac | /I b P I l'c " e
an’ -hou force effects due to applied ! : : lumﬁ MODIFICATIONS ' ! i S
loading 1 1 [ | | I !
STATE | t | ] I PR t 2 ) Ill . ..
vectRg® g8 sHs ¢ s s 8 R
[I) : unit matrix . - —| _l ' : . : .
1 ! I ! : ' 1 ! '
FELD | b o A R S I
) 4 t stiffness MATRIX : W : L_J' :_z:!..l J| !. :in :gnz:!nl ' L
r | T T o R Ty
1 1
EG - [RG ) : global stiffness matrix — & : u‘ i A | . }. L
1 i . S
K. = [K_ ) : element stiffness matrix : ' S
—e ] S
4K : modification of stiffness matrix . .
S . Fig. 1 A Line-like Structure with Continuous
ll" + bending moment at station i and Discrete Modification
(P) : frontal transfer matrix The logifzcatigg is related to the state
variables 8 and L) using
{Q} : frontal forcing terms the transfer matrix U~. The bsundu'y
conditions are set forth in s and 8.
[R] : mobility or receptance matrix Point variables can be eliminated with the
standard transfer matrix calc lationl lndc
i condensed to three matrices U'. U . and U
8 = (8) 1 extended state vector {i-
1 Suppose the structure is a beam.
. N According to transfer matrix theory (3,4), KN .
8 = (87) : 4x1 state vector at station i the state variables o
T i .
[ (R R s={w & M V) 1)
U = {0] : extended transfer matrix |.~....+ ..
o0 1 are related at stations ¢ and 141 by
u" - [UR] : 4x4 transfer matrix for region R 52+1 - UR sl (2) ’ ®
A_u' - [Ao') t+ change in transfer wmatrix for
region B Por the original system. the overall
N transfer matrix relationship would be
v ¢+ shear force at station i
=P Pt (3)
v‘ s displacement at station i . 0
Using the known boundary conditions, s
z + impedance of the original system can be evaluated.
Responses along the structure can then
oi 1 angle at station i be calculated with the standard transfer
matrix procedure. In expanded form, Eq.
w 1 frequency (3) can be written as

—

[. ?] [“’79’-’-? s ‘-‘“-‘""F}'\'” ,
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vhexe 8 1. the vector of initial
punltou of the original system. Now,
assume the structure in region B is
wodified so that

o = 0® e a® (5)
Subsitute equation (5) into (3) to obtain the
modified system equation

= PP+ P s° (6)

Por the region B. _u’ appears as

. . 3
s1.4-1 B el

H i o

Assume that the modification does not

tf.: aleo: the forcing terms. which is usually s
- the case. Then treat the matrix change AU
t- as a “"pseudo-load” so that Eq. (7) appears as
E Pt B A e 5
1 [ 1

where Au' !i is the “pseudo-load™ vector that
depends on “the state variables of the modified

system.

Using equation {8), the transfer matrix
relationship for the modified system becomes

|] [ H ]I

&= (PPl O (PPECeP Pt 1 + PanBst o)

-I-:
‘l'ﬂ

Define

A B C
=0 0 U (the original overall transfer
matrix)

pet 0®r° o o PP+ P (the total effect
of the external
loading)

50 = g 80° (the modified effect)

=

Then 2q. (10) can be written as

U AU
*u uk 3 +1 Yty an
Ukk Sy bu,

variables of 8

a':

- - - - - - - . . - ® - Al d - d hd - Ad v v had - -
- - - - - - - - a e . - = = - *, . - .. ol -,
NEAEAEACM IR M SN S/t Ag g

where submatrices are 2x2 and the state vectors
are 2x1 corresponding to the unknown and known
boundary variables. s\nppou the ki boundary
variables are zero, i.e.. (8%) = (8) = ().
becomes

Then the lower half of Eq. (12)
n, _ _ i
(sk} = {0} = [Uk“]{su} + (Fk} + [Aukl{s 1 3)

so that

[UHS }{s} [A]{s *)

(14)
where the superscript * is used to identify the
Iod:lfi.d vuia?le-. The unmodified variable
(l } = -[0 ] {P, ) contains the original systes

Etia.l parmtor and

o* -1
{su }= -l ! {Fk)-[uk

(a1 = (v, 14y, ) (15)

*
The vector, (s i}c:an be calculated using the
matrix (U]
C C ag*
U 14 s
o* + l,_,C - \éu gk u +|FC|
Uku ukk 0

Introduce Eq. (14) into the abave equation

C
: U ;
17| 29 t4s23- mitst e
U
ku

= (st - st}

(st"1=10%) s

Then,
51"} = tm + 117 Msh) (16)

where (li) is the state variable vector
of original system of station i and

C
Uuu

c
Uiu

(8] = tw, 17 180, ] an

ku

once (82"} is known, (2°") can be
calculated using Eq. (14)

(27} = (2} - witme e Hsh 8)

Pinally, the responses of the wmodified system
can be computed.

T™his formulation can be used efficiently
to perform a synthesis problem such as oms
wherein the resonant frequency of the modified
system is prescribed and the characteristics
of the modifications necessary to achieve the
desired frequency are to be calculated. This
is accomplished by solving the characteristics
equation

det((I) + [B)) =0 (19)

for the required modification which is contained
in (D).




For a steady-state reanalysis problem,
Eq. (18) can be employed to determine the
initial state variables s . Several
point transfer matrices should be stored in
order to calculate the corresponding point
responses. This would require relatively
large storage memories, but for reanalysis,
the response calculations would bs very
efficient. See the point modification
formulation of (S).

Wumerical stainty of Transfer Matrix Calculations

It has long been recognized that the
transfer matrix method sometimes encountexs
numerical difficulties which prevent it froms
wide application. To avoid this difficulty,
several modified methods have been proposed
[(3,4). Among them, the frontal transfer
matriy method and the stiffness matrix
(displacement) method have relatively stable
and efficient numerical characteristics.

The Prontal Transfer Matrix Method In general,
half of the state variables are !novn (usually
zero) at the boundaries. Let (s )} be unknown and
(s]) be known variable at the stltion ¢. when
there is an in-span rigid support or in-span

release. (9 ) and (s} -honld be re-
arranged such that d¥ tate variables
are included in (-“).
At the initial station 0.
(20)

0
%1 = Lsu] = |1] %
s? ol ¢
k
To cross the
Fo
53
Fx
0
u
0

UO { so} FO 2 [e]
= ..g?. Yo ..g. o. .. (21)
Ury Fp ey o)

where the general form of P and Q will be
defined later. Prom the upper relationship of
Eq. (21),

first segwent. use

0.-1 0.,-1, 0
(P)) (2017 oo

1
b u

0
(su) = {su
Introduce this equation into the lower relation-
ship of Eqs. (21),

1. 0 0.-1, 1 0y 0 0,-1,.0
(s }=tp 1R ) “{s }+{{og}- (P I[P ] "{Q }}
Hence, the following equation is obtained

{sl) =

¢} 0,- (0]
el (Qk} (P 1162 1 (Qu}

b1 ]

To cross the ncxt -ogl.nt.

-1
%) = |..w]- ........?5. (st |0 (23)
1
Fy
Substitute Eq. (21) into Eq. (22)
1001 1
u .
N S A IO T
| S | 0 0.~1
Uku : Ukk (P ”Pu]
0 Fl
+ st seeesadanesaness .o + ..‘.J.
0, .0, 0-1 0 1
{o }-tp 11P ] o} F
[ 1oy 1+ 10}, 1001 1297 {sy}
: : .6.. 6"i'
[ [ T+ MU TP TP )
rui 1ok 21 217 ol + (vl
u
+ Lo tessenctettanstscsnsaasvaneans 4 (24)
0,-1, 0
rnkkl((ok} (0 WP T + (F }
Now, define the general form of P and Q as
2, _ 12 2 2-1 £-1.-1
(p,1 = [u ) + [U TP "1(R "]
SR 2 .. f-1,  2~1 -1
() = [ ] + [0, 1R 1R (25)
L, 2 L -1 2-1.  2-1., 2-1
Q }-{Fu}+[uuk1( N o N Ho, ™h
_ 3 2-1 e-1, 21 -1, 2-1
(o }=tF I+t 1 "= p,  T1tR "1 QD)

If these relationships are used to proceed to the
n—1 station (Pig. 1), then

n n-1 n-1
{s_ 7} o)
l “} ..?.. v LY (26)
n -1 n-1
Py %

If the rows of (s™). [P""}]. and (@")) are
interchanged properly so that the right-end known
variables are included in (s ) (usually zero),
the following response is ained
n-1l, __ .n-1,,.n-1

{s, "} =-tr, "1o } Qn
Continued backward substitution yields the entire
beam response.

Consider now the modification. Suppose only
the ith (=B) section is modified as in Eq. (9)

i+1*
s

1 0



Prom BEQs. (16) and (17), the reanalysis equatiom
is obtained

(s*") = 1m) + 811" Hsh) (28)

Bere the reanalysis matrix [B] can De calculated
from the P matrix

c -1
v 1o, 17 Ak
(e] = .?‘.’. ju (29)
uku
i-1 ]
] [“ (30)
1
pk
n-1 0
w1 = 7 1] 1-'-1P 1-e- 1) (31)

™e frontal transfer matrix method is one of the
most efficient numerical techniques available
to solve the transfer relationship. The

primary drawdback is the complexity of its
formulation. especially if reanalysis is
involved.

Dynamic Stiffness Matrix Method The frontal
transfer matrix method is computationally
attractive. But the formulation is somewhat
unfamiliar to most people and, also, it
requires some inconvenient adjustments,
depending on the selection of known variables
and unknown variables on the boundaries and
at certain in-span conditions.

In contrast. the stiffness method
superimposed on the transfer matrices has the
advantage of familiarity and of deing able to
use standard matrix solution routines.
Mditionally, it does not suffer the numerical
instabilities associated with the pure
transfer matrix method.

A generalized transfer matrix for a beam
seguent has the form [4)

“ [ulslulspw “"1

0 aa’ ab ZFO 8

(32)
\"Y : s Qv
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T™his is readily converted to a ayn-Lc stiffness
matrix by first writing Eq. (32) as

141 i 1 (P
ol = el + oy "’I (33)

Rt

fhen solve Eq. (n)zntu-of{)
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i

Substitute Rq. (35) into Eq. (34) to get

v i+l

m i -1 w
M '[U 1 +lU 1*[‘1 U o
F

b ) o

At thie point it is necessary to introduce a
change in sign convention, since in the
transfer matrix msthod, the positive directios
of internal forces (shear and bending moment)
is not the same as the displacements
(deflection and rotation) at both ends of the
sagment (see Pig. 2), while in the dynamic
stiffness matrix, the positive direction of
internal forces is the same as the positive
direction of the displacements at both ends of
the beam segment. Considering this sigm
convention change, the following stiffness
satrix is obtained.

‘WI )ﬂ Wm)&ﬂ
"i( VIT | M \’4 ‘Vm)ﬂm

‘I’M smm
m m

Fig. 2 Sign Change of Transfer Matrix to
stiffness Matrix
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that for one segment there are a continuous
parameter modification spanning the segment
and two point modifications, one on each end
of the segment. The continuous parameter
modification causes the stiffness matrix
change of that element and discrete parameter
modification should be added to the diagonal

i term of AK
[ {38) —6

*
IKg) = [Kg] + [2K)

This is a “dynamic™ stiffness matrix of the whexre the AK_ matrix appears as
soxt discussed in Ref. [6). The elements are =<
- functions of the forcing frequency. o 00 0 c
: The element stiffness matrices can be ( l(G] = Q—K 9- . B (45) (45
superimposed in the usual fashion to form o . 0: 0 A
the global stiffness equations. Bere. the segwent has been divided into the three
regions of Pig. 1. The original solution
{P) = [KG](“) (39) u can be partitioned as

The stiffness matrix K,k is symmetric and bamd Uc
limited. Usually the Bandwidth is four for a IuI -t (46)
beam in plane bending. If there are some U *
inspan supports or point modifications. A
appropriate impedances Z, can be added to and the wodified stiffness equation becomes
the proper diagonal elemént of the
K_ matrix:
- ¥ u*
o [
K K + 2 (40) e sese *
EE U ¢ S | ‘F‘ ={F } o= kI ug b+ [AKIHUEY (a7
In the case of displacement constraints, . B . ‘3
including boundary conditions. corresponding F U A
force elements and nondiagonal stiffness A
elements should be zero. that is, if v, is
prescribed to be zéro: set F, = 0 and By partitioning the mobility matrix into the
K‘.j = 0. kji =0 (3 #1) three segments
[ o 1 . .
: : (N
0 B -1 ceelezieeenes )
0...0 K“ 0...0 uy F1=0 (41) IR] = [KG] = : R‘B .
0 . . cesteserrans
: : : t Rt
L 0 J v '
This is equivalent to setting u i equal to zero. It then follows that
After assembling and modifying the global * - -
stiffness matrix, steady-state response can be Ue Ue Ko -
obtained using a solution technique such as e reee tace * X
Gauss elimination. Ug b =0l - | Ry [ak1{ug} (49) =
Define the inverse matrix (mobility or ; A A ~

receptance matrix) as by

() = (x;)?
G (22) The modification portion of the reanalysis
so that equation is given by -
- * - - -1,..%
(u) = (k)P = [R) () (43) (Ug} = [[T]1+[Ry](aR1) {ug) (50

Substitution of {u;) into the rest of

Consider now the incorporation of £q. (49) gives

modifications. The dynamic stiffness matrix
method can accept not only point modifications
but also continuous modifications. Suppose
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* *
U} = {u,} - (R.][8KI{U }
B c c B (51

* *
{UA} = (UA} - [RA] [AK]{UB}

Wote that Eq. (50) is similar to the reanalysis
relation of Bg. (16).

This can alsc de used to perform a
synthesis problem such as one vherein the
resonant frequency is prescribed and the
characteristics of modification necessary to
achieve the desired frequency are to be
calculated. This is accomplished using the
characteristic equation similar to BEq. (19).

det([[I) + [RH)[4K]]) = O

For a steady-state reanalysis vrobler.
the nartitioned mobility matrix [RA]' [RB]

and (R_) should be calculated and stored.
Then tﬁo wmodified response is calculated
efficiently by using equations (50) and (S1).

The dynamic stiffness method is not quite
as efficient as the frontal transfer matrix
method. However., the treatment is very
similar to the usual finite element method.
This means that this method can be coupled to
a standard structural analysis capability or
can use standard linear equation solution
techniques.

Numerical Examples

This formulation will be illustrated
using the simple three-sectioned beam of Pig.
3. Although this reanalysis approach can
accept wmodification of both continuous and
discrete parameters. the only wmodification
considered here is the distributed mass change
8p in section B. In this example. the
point stiffness k_ is fixed at its value
0.2 M/m. Other numerical values are shown in
Table 1.

£f=1000 sinwt
v Ap
N YIS INIIINS
N c B A
J
~

kz= 02 M N/m

Fig. 3 Numerical Example

Table 1 Physical Properties for the Beam of
the Example Problem

Section
Cc B A unit
2
EI 0.5 0.5 0.5 kNm
p{density) . 0005 .0005 . 0005 k/m
.0014
.0023
2(length) .15 .20 .15 m

The steady-state responses of the
original and modified beam are illustrated in
Pig. 4. Of course. increasing the distributed
WASS Causes a decrease of resonant frequency.

Sowever, the d r t freq > 4
undergoes a larger change than the other
resonancies.

These responses were calculated using the
three methods: the usual transfer matrix
reanalysis formula., frontal reanalysis. and
stiffness matrix reanalysis. The three results
are the same. but as is to be expected the
calculation time of the frontal method is
slightly better than the stiffness method.
Both of these methods are significantly wore
efficient than the pure transfer matrix
method.

CONCLUSIONS

An efficient reanalysis procedure has
bsen forwulated for studying the dynamic
effects of discrete and continuous local
modifications to a continuous systess. In
particular. the formulation applies to systems
with a line-like geometry which are readily
analyzed with the transfer matrix method. A
conversion to frontal transfer and stiffness
matrices is introduced to assure that no
numerical instability occurs in the analysis.
Numerically, these stable methods are wore
efficient than transfer matrices. The
numerical examples illustrate the
effectiveness of this approach. This
formulation is appropriate for application to
many engineering systems that are properly
modeled as line type structures.
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:: A POLE-FREE REDUCED-ORDER CHARACTERISTIC DETERMINANT
:£ METHOD FOR LINEAR VIBRATION ANALYSIS BASED ON SUB-STRUCTURING
l B. Dawson
Polytechnic of Central London
. London, England
: and
M. Davies

University of Surrey
Guildford, Surrey, England

i A general method of solution for the linear vibration aralysis of

e structures is presented. The method is based on sub-structuring

and the formation of a reduced-order characteristic determinant

whose zeros yield all the natural vibration frequencies of the
system. The concept of the method and its application is illustrated
via the determination of the torsional natural frequencies of

l engine-driven systems involving both discrete and continuous components.

- INTRODUCTION

. In linear vibration analysis the problem
of determining the natural vibration frequencies
s of a structure is usually solved as a linear

o algebraic eigenvalue problem for which power-

attractive method of vibration analysis, It
makes an automatic root search well nigh
impossible without previously locating the
poles, and even then, close proximity of poles
and zeros can make their resolution extremely

difficult,

S ful and efficient algorithms exist. These

o methods are, however, only applicable to We have shown in a previous communication
. discrete structures. Structures containing [1] that a pole-free formulation in the form of
. continuum elements are therefore first an asymmetric characteristic determinant whose

discretised by finite element methods. Since
these necessarily introduce approximations for
which error bounds may or may not be available,

2eros are the natural frequencies can be
achieved for lumped-parameter branched marine
drive systems. Subsequent consideration has

- the number of degrees of freedom may have to be confirmed that this method of analysis is

{: very large in order to achieve a sufficiently possible for general structures provided no

- - representative model of the structure. Any forced excitation frequency exists at which a
o attempt to reduce the order of the system by sub-structure behaves as a decoupled system.

- eliminating co-ordinates by economisation
techniques introduce further approximations
unless exact Guyan reduction is used, and this
has the undesirable effect of introducing poles.

When the continuum elements have simple
geometric shapes and are composed of homcgeneous
materials the exact analytic forms of the
dynamic stiffness matrices of each component,
whose elements have a transcendental dependence
on frequency, may be known. Assembly of these
individual matrices to form an overall, non-
linear, dynamic stiffness matrix for the
structure has the merit of giving rise to a
relatively small order matrix provided the
internal coordinates of each component are
eliminated, However, this formulation again
givesrice to poles,

The ubiquitous intrusion of poles presents
a major problem in an otherwise highly
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However, as in general only specially designed
mechanical components possess this latter
pProperty, a pole-free representation should be
possible for all structures occurring in practice.

The pole-free method is based on a matrix
transfer representation in which the coefficients
of transfer matrices corresponding to individual
System component substructures are assembled to
form the elements of a reduced-order
characteristic determinant. This method leads
to a larger order determinant than that of the
equivalent reduced-order dynamic stiffness
matrix but it has the distinct advantage of
being pole-free. The method is presented and
illustrated by application to the determination
of the natural frequencies of vibration of both
straight and branched engine driven systems
modelled as a combination of continuous and
discrete components.
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GENERATION OF REDUCED-ORDER CHARACTERISTIC
DETERMINANT

To illustrate the principles of the method
we consider the determination of the natural
frequencies of torsional vibration of the system
shown in Fig.1 which has been sub-structured
into three sub-systems.

| I J 0 N

T ) T
Discrete mass Distributed mass Single lumped
torsional torsional mass

sub-system sub-system sub-system

@ ,@ etc. denote sub-systems
m ,@ etc. denote global coordinates

1, 2 etc. denote local coordinates

Fig.1. - Sub-structured torsional vibration
system.

These are indicated in the diagram by
circles and in the text by bracketed super-
scripts (i), (2) etc. For any frequency,the
reduced characteristic determinant is formed
via consideration of the equilibrium equations
at the junction points between sub-systems
together with the satisfaction of the boundary
conditions of the system. These equations are
formed in terms of the elements of the transfer
matrices of the individual sub-systems. Thus
for each sub-system it is necessary to find the
transfer matrix relating the state vectors at
each end and these may be derived as follows.

Sub-system (1):

This consists of a set of individual discrete
mass and stiffness components. However, in
order to reduce the number of junction points
and hence the order of the determinant it is
considered as a single sub-system. The overall
transfer matrix may be obtained via either

(i) a matrix transfer formulation, or
(ii) a Guyan reduction which reduces the number
of co-ordinates to those corresponding to the
end co-ordinates of the sub-structure, thus:

(i) Matrix transfer formulation :

The matrix transfer equation has the form

(1) e) ) ()
23 = P3F2P2F‘P121 =T z‘
1)
TR} AV (1
t21 %22 !

where Pi' Fi are the respective point and field
matrices along sub-system (1) and z; denotes the
state vector (ei,Qi} at the point i. The
generalized displacement ei and force Qi are

conventionally positive when acting in the
direction of transfer, and respectively
represent in this case the angular displacement
and torque at the point. The elements of the
) )

- [tjk
obtained via the matrix multiplication operatiors
set out in equation (1).

associated transfer matrix T ] are

(ii) Guyan reduction:

The overall dynamic equations for sub-
system (1) may be expressed in the form

: B M [o]m
b om0 [ Lo
; ‘ 61 = l—Q' (2)
i : :
121 22 8 Q,

- . pu - -
where the 3x3 dynamic stiffness matrix D(')of
the sub-system is partitioned as shown and
account is taken of the fact that the right
hand vector in equation (2) represents the
forces acting on the sub-system. Equation (2)

is reduced by Guyan reduction to the condensed
form

g 1E1 " )
0| - (3
D = .
%3 L%
where the 2x2 dynamic stiffness matrix 5(1) is
given by
5D " -1 0
D [022 DZ1D1ID12] . (4)

In this particular case the calculation of

the inverse of DII is trivial since D|1 is a

scalar. In general, however, D11 will be a

square matrix function of frequency w. In that
case its inverse may be determined via the
spectral decomposition theorem [2) in terms of
the natural frequencies of the sub-structure
assuming rigid boundaries. These frequencies
are obtained by finding the zeros of the
determinant §D11!.

Following the determination of the Guyan-
reduced dynamic stiffness matrix, partitioned
as
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with square sub-matrices, the transfer matrix

T(1) is obtained from the following relation—
ship established from equations (1), (3) and
(5) that

T-1% -1 (1)

- D120y » "Dy

I )
DyyD22P12P1ys D220y

In the present instance the matrix
operations in (6) are trivial because the sub-
matrices of matrix (5) are scalars. In general,
however, since the object of the Guyan reduction

£ (1)

process is to generate a matrix D of small
order , direct numerical inversion of the
submatrix D12
of the proviso made in the introduction that
the system does not decouple, we must have

is readily performed, and in view

iD12] # 0 and therefore the inverse always

exists.
Components (2) and (3):

The transfer matrices for these sub-systems
are directly available in analytic form. Thus,
for component (2), assumed to be a uniform
circular cylinder of mass density p, length ¢,
modulus of rigidity G and polar second moment
of area J:

t (2)
@) i1 12 @
2 1 7)
t t
21 22
with matrix elements
by Sty = cos Af, tiy = sin AL/GJA,
t2| = ~GJX sin AR
where
A = w/(p/6)
and w represents frequency.
For component (3):
7:,, ty, (3)
z(3) - z(3) (8)
2 e ¢ 1
1-21 22
with matrix elements tll = t22 =1, t12 =0

and t = -1

(3) 2
21 Y
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Assembly of reduced characteristic determinant

The elements of the reduced characteristic
determinant are assembled by considering, in
systematic order, first the force equilibrium
equations and then the displacement compatibility
conditions at sub~system interfaces, followed

by the boundary conditions. Thus, in the
present instance, we have:
Torque equilibrium:
1
QE ). QfZ) =0 9)
9§ + o -0 (10)
Displacement compatibility:
05’) = 622) 11)
(2) | (3
8, 8,7 - (12)
Boundary conditions:
" = (13)
Qé” - 0. (14)

Using the matrix transfer equation of each
sub-system, the set of equations (9) through
(14) yield a linear homogeneous system in input
state variables only. For this purpose it is
convenient to assign the symbol a to the input
displacement and B to the input force variables.

In this notation the transfer equations for
the output state variables of the kth sub=-
system are

o ()

0 00,00, 400, (0 (5
ng) = a(k)tg?) + B(k)tgg). (16)
For sub-systems 1,2,3, we then have
e51) e oMo [,]’ Q(1) ) (17)
952) - a2 . ['], QEZ) ( ) (18)
O A T L R ()

Also, by assigning a common variable to
input displacements at the same interface the

number of equations is further reduced. Thus
on setting
0‘(l) - Q(Z) «a,, a(3) “a., e(I) -3,
2 3
8 =g, 8 -s,,
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equation (11) becomes redundant and the
remaining equations become, in order:

By + 8, = 0 (20)
-téf)a' - tég)ea +8,=0 (21)
tff)a‘ + tfg)sa -a, =0 (22)
Ve v elDs w0 (23)
and €70, + ‘;g)Bs = 0. (24)

The coefficients of these equations in a
and B8 form an irreducible matrix whose
determinant is

1 1
¥4 So
s = | B (2
& W
4 &

(25)

The zeros wy (i=1,2,...) of 4(w) are the

natural frequencies of the svstem.

GENERAL APPLICATIONS

The foregoing analysis suffices to
indicate the principle of the technique. It
possesses a remarkable versatility which stems
from the fact that A(w) is free from poles and
is therefore an entire function. Moreover,
A(w) is of genus 0 in w® and therefore may be
written as

0w = e 1 (meud) (26)

i=v+]

where ¢ and v are constants and v an integer
2 0. Since, to the extent of the multipli-~
cative constant ¢, A(w) is completely defined
by its zeros, it follows that this function
is invariant with respect to the transfer
directions within the sub-systemsand to the
particular choice of coordinates and forces
retained in the formative equations. Thus in
the example cited, its chain topology

evidently permits the multiplication of the
transfer matrices of the individual sub-systems
when applied uni-directionally. This gives,
working from left to right in the free-free
system of Fig.1, a single transfer matrix
satisfying the equation

) T
8, ST T A )
- @2n
;0 by tp]} 0
L L A
with
AW = t,, (28)

where A(w) 1is the same function as in equation
(25).

Of course, for a multiply branched system
the latter simplification is not possible and
the function A(w) must be assembled as a
determinant from the graph-theoretic topology
of the system. In any case, the method still
requires an efficient root searcher to make it
viable. The authors [3) have developed a
globally convergent automatic root finder for
finding the zeros of residual functions of this
class, and the following results which are
presented to illustrate the application of the
technique have been obtained by its use.

EXAMPLE 1: IN-i.INE ENCINE/GENERATOR SYSTEM

The six cylinder engine of the in-line
engine/generator system shown in Fig.2(a},
with parameter values given in Table 1, is
idealised by assuming that the engine inertia
and stiffness are uniformly distributed. On
this assumption the equivalent distributed
system as determined by Ker Wilson [4] is
shown in Fig.2(b). This is considered as three
sub-structures in the manner shown in Fig.2(c).
The first 12 natural frequencies of torsional
oscillation were computed via a reduced-order
determinant A(w) of order 5x5 and are presented
in Table 2. The natural torsional frequencies
of the original lumped parameter system were
also computed and are shown for comparison in
this table.
EXAMPLE 2 : BRANCHED SYSTEM

In order to illustrate the application of
the method to a more complex system a second
identical engine was added to the original
system shown in Fig.2(b), resulting in the
branched system shown in Fig.3(a).

The branched system is represented by
seven sub-structures as indicated in Fig.3(b).
The first 20 natural ffequencies of torsional
oscillation were obtained via a reduced order
determinant A(w) of order 12x12 and are
presented in Table 3. For comparison purposes
the natural frequencies of the branched system,
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Fig.2. - Straight in-line engine/generator
system,

treated as a discrete system and consisting of
three sub-structures (see Fig.3(c)) were
computed and the results are given in the table.

Some of the natural frequencies of the
branched system occur with the identical engine
branch arms vibrating in antiphase. These
frequencies should equal the natural vibration
frequencies of the individual engine arms with
the branch point fixed. The latter frequencies
were determined and are shown in Table 3,
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Fig.3. - Branched system




TABLE 1

DATA FOR ENGINE/GENERATOR SYSTEM

ML A/ Rl ai Bl BP0 ard ntvicadii afii -l i i - IR e S e A=

I, 1 I, I, I
80 443 15797 2983 2658 kg m’
(708) (3920) (139800) (26400) (23520) (1b in s%)
Ky K K, Ky K :
233.9 82.49 45.43 150.7 13.75 x10® Nm i
(2070) . (730) (402) | (1334) (121.7) x10%  (1b in)
"
N
Ke = 2K /(2K-K.)
= 62.68 x 10N m
(554.7 x 10° 1b in)
-9
TABLE 2
NATURAL FREQUENCIES OF STRAIGHT IN-LINE ENGINE/GENERATOR SYSTEM "-_'_j )
; o
Mode Natural Frequencies of Natural Frequencies *""
No. Combined Discrete and of Discrete System
Continuous System - ‘- .
(rad/s) (rad/s) : JY
LY. '—
-!_‘,__ - —
1 0 0 Riimehe
2 96.43116 96.22528 S
3 244.60336 244.47902
4 282.13229 276.83540 R
o
5 481,29862 456.25927 s
6 689,88522 619.71590
7 903.10612 750.01238
8 1118.97961 834.03523
9 1336.55797 1866.41721
10 1555.347691
1" 1775.06451
12 1995.52738

48




e

TABLE 3

NATURAL FREQUENCIES OF BRANCHED SY3TEM

R
F PP

Mode
No.

Natural
Frequencies
of combined
discrete and

continuous
system

(rad/s)

Natural Natural Natural
Frequencies Frequencies Frequencies
of combined of discrete of discrete
engine branch system engine branch

arm fixed at

arm fixed at

junction
point

junction
point
(rad/s)

(rad/s) ! (rad/s)

T

10

"

12

13

o 20

0

90.8207
101.5515
244.1567
279.7764
284.4601
480.7409
481.8671
689.6610
690.1122
902.9976
903.2155
1118.9199
1119.0396
1336.5220
1336.5941
1555.3245
1555.3710
1775.0487

1775.0804

- 0 -

90.8207 90.6096 90.6096
101.3524
243.9341
279.7764 274.3651 274.3651
279.2546
480.7409 455.7482 455.7482
456.7823
689.6610 619.5501 619.5501

619.8844
902.9976 749.9604 749.9604
750.0650
1118.9199 834.0245 834.0245
834.0460
1336.5220

1866.4172 1866.4172

1555.3245

1775.0487

o DISCUSSION OF RESULTS

The method yielded results accurate to the
limiting precision of the computer.
. numerical difficulties were experienced for
either of these examples or for numerous other
. examples tested by the authors.
o stability of the method is confirmed by the
exact agreement (to all significant digits)
between the natural frequencies computed for
each engine branch arm with the branch point
fixed and the equivalent natural frequencies

The numerical

of the branched system.

Whilst the object of the paper is
essentially to present the method, it is of
some interest to note the extreme sensitivity
of the modelling on both the straight and
branched systems with regard to the number of
natural vibration frequencies in the range
0-1867 rad/s and to their values, especially
after the 6th and 10th modes respectively.



CONCLUSIONS

A pole-free reduced-order determinant method
has been presented for the computation of the
natural vibration frequencies of systems
comprising both discrete and continuous
parameter components. Whilst the method has
been described in terms of components executing
torsional vibration only, its extension to the
vibration analysis of general structures involves
exactly the same principles.
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DETERMINATION OF SHEAR COEFFICIENT OF A GENERAL BEAM CROSS
SECTION BY FINITE ELEMENT METHOD

C. M. Friedrich and S. C. Lin
Westinghouse Electric Corporation
Bettis Atomic Power Laboratory
West Mifflin, Pennsylvania

A finfte element method is formulated to determine the distribution of warping iy =
deflections of a general cross section of a beam under a shear load. Then,

- . formulae for the shear stresses. shear strains, shear stiffness, and shear co-
. efficient are obtained in terms of the warping deflections. Numerical values
S of the shear stresses and shear coefficients are computed for four beam cross
D seftions and compared with values obtained by other writers or by approximate
solutions.

INTRODUCTION shear stiffness are derived. A formula for the
- heam shear coefficient of the cross section is

In the analysis of beam structures, deformation also derived. The numerical values of the shear

due to the transverse shear load is important
for a beam whose length is comparable to a
cross-section dimension. The shear deformation
is usually measured by the beam shear coeffi-
cient[1]*, which is dimensionless and dependent
upon the shape of the beam cross section. The
primary purpose of this coefficient is to
account for the fact that the warping of the
cross section by shear load produces non-uniform
shear stresses and shear strains.

Cowper [1] derived the beam equations from the
theory of elasticity and obtained a formula for
shear coefficients of cross sections. From this
formula, he presented closed form solutions for
five simple cross sections (circle, rectangle,
ellfpse, hollow circle, and semicircle) and
approximate formylae for six thin-walled
sections.

In practical applications, the cross section of
the beam structures may not be simple or thin-
walted. The formulae provided in [1] for
calculating the shear coefficients may not be
adequate for complicated cross sections, such as
a blade of a helicopter. Thus, a finfte element
method, based on the theory of elasticity, is
developed to solve the beam shear problem for
any complex cross section. In the derivation of
the shear distortion, the principle of virtual
work is applied to determine the warping deflec-
tions of the cross section. Consequently, the
distribution of the shear stress and shear
strain over the cross section and the effective

coefficients for four cross sections, a circle,
a square, a thin I-shaped section, and a honey-
comb section, are computed using eight-node
isoparametric quadrilateral elements. Values
for the first three sections compare well with
Cowper's [1] and Roark's [5] results. The shear
coefficient for the honeycomb section is com-
pared with the solid-section solution. Finally,
the shear stress distribution for circular and
square cross sections under shear loads are
compared with their closed form solutions [2]
and the shear stress distribution for the
honeycomb section s compared with that from
the elementary beam theory.

DERIVATION OF BEAM SHEAR DISTORTION

A finite element method is formulated to obtain
the shear distortion of a beam under a shear
load. The derivation of the shear distortion
is arranged in four steps: (1) assume a set of
noda! warping deflections on a smal) length az
of the beam and establish equations of strains
and stresses versus the nodal deflections; (2)
from the external virtual work of these warping
deflections, establish equilibrium equations of
nodal forces versus beam shear load; (3) from
internal virtual work of shear stresses,
establish stiffness equations of nodal forces
versus nodal deflections; and (4) calculate the
shear coefficient after the stiffness equations
are solved for the warping deflectfons. These
four steps are discussed separately in the
Appendix.

A A
o e, .00 "
s tatals
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A

Note: Appropriate SI conversion units - 1 in. = 2.54 cm, 1 1b. = 0.4536 Kg,
1 ksi = 6.89 MPa.
*Numbers in brackets designate References at the end of paper.

.
A
.

51




LT T

LA aee e S addh oul o st o el
w Te e Tl e T e L

Table 1

Shear Coefficients of Four Cross Sections

Shape QUADS Roark [5] Cowper [1)
Circle 0.882 0.900 0.882
Square 0.848 0.833 0.848
Thin 1-Shaped Section 0.396 0.378 0.390
Honeycomb Section 0.603 -- .-

NUMERICAL EXAMPLES

An in-house computer program was written for the
BESTRAN system (Reference [3]) to solve the
discussed beam shear problem with an eight-node
isoparametric quadrilateral element called
QUAD8. The configuration of the QUAD8 element
is shown in Figure 1 and the associated shape
functions for this element are

Np=-(1-8(1-n(1+g+n)/4
N, = (1-g2) (1-n)/2

Ny= (148 (1-n{g-n-1)/4
N, = (1 -8 (1-n2)/2

N = (1 +8) (1-n?)/2
Ne={1-8)(1+n)(n-¢-1)/4
N, = (1~ g2) (1+n)/2
Ng=(1+8) (1+n)(g+n-1)/4

where £, n are the two local coordinate axes for
the element, as discussed in Reference [4].

The cross sections to be fnvestigated are a
circle with radius of 1.0 inch, a 1.0 inch x 1.0
inch square, a thin I-shaped section (shown in
Figure 2), and a honeycomb section (shown in
Figure 3). The beam, subjected to a shear load
of 10" 1bs in the x-direction, is assumed to

be homogeneous with the following material
properties:

E = 30 x 106 psi
v = (0.25).

Since the sections are symmetric about the x-
and y- axes, only one quarter of each section
is modeled. The QUAD8 models for the circular,
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thin I-shaped, and honeycomb sections are given
in Figures 4, 5, and 6, and the model for the
square is a square array of 36 QUADS elements.
The shear coefficients defined in Equation (16)
of Appendix are calculated by the in-house
computer program and listed in Table 1. The
corresponding values, except for the honeycomb
section, are computed from the formulae of
References [1] and [5] and are 1isted in Table 1
for comparison,

From Table 1, it can be seen that the results of
the present method and [1] for the circle and
square are identical. It can also be seen that
the results of the three methods for a thin
I-shaped section agree well even though the
solutfon from Reference [1] assumes the stress
distribution is uniform across the wall and
Reference [5] uses elementary beam theory. For
the honeycomb section, no solution is available.
However, an upper bound of the shear coefficient
is 0.833, the shear coefficient of a solid rec-
tangle. The shear stresses for the circle and
square obtained from the finite element method
and from the closed form solutions (Reference
[2]) are presented in Table 2 for comparison.
The maximum difference between the two results
is 13. For the honeycomdb section, the shear
stresses along the y-axis obtained from the
finite element method are listed in Table 3.

The shear stresses are normalized by using a
shear stress value of 256.5 psi which is
computed from the elementary beam theory. From
Table 3, it can be seen that the shear stress
1,z 15 smaller at the center and becomes larger
near the edge. The average value for the =
along the y-axis is within 12 of the shear
stress from the elementary beam theory. The
values of 1., along the y-axis from the present
method are gasicaIly zero.
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Shear Stresses (in ksi) of Circular and Square Cross Sections

Cocatfon QUADS Tlosed Form Solution
Shape {x, ¥) Tz Tyz Txz yz
(0, 1) 3.84 0.0 3.82 0.0
(0, 0.5) 4.31 0.0 4.29 0.0
(0, 0) 4.47 0.0 4.46 0.0
Circle (0.5, 0) 3.36 0.0 3.3 0.0
(1, 0) 0.0 0.0 0.0 0.0
(0.5, 0.5) 3.20 -0.95 3.18 -0.96
{(0.707, 0.707) 1.91 -1.93 1.91 -1.91
Square {0, 0.5) 16.95 0.0 16.89 0.0
(0, 0) 14,16 0.0 14,10 0.0
Table 3

Shear Stress Distribution of Honeycomb Section

Location QUA Elementary Beam lheory
(x,y) Ty2/256.5 ryz/256.5 T, 7/256.5 ryz/256.5
0, 0.866 0.90 0.00 1.00 0.00
0, 1.250 0.89 0.00 1.00 0.00
0, 1.634 0.91 0.00 1.00 0.00
0, 3.366 0.95 0.00 1.00 0.00
0, 3.750 0.95 0.00 1.00 0.00
0, 4.134 0.98 0.00 1.00 0.00
.0, 5.866 1.15 0.02 1.00 0.00
0, 6.122 1.15 0.01 1.00 0.00
0, 6.378 1.10 0.00 1.00 0.00
0, 6.634 1.10 0.00 1.00 0.00
CONCLUSION 2. S. Timoshenko and J. N. Goodier, "Theory

From the theory and numerical results presented,
it can be seen that this finite element method
can accurately calculate not only the beam shear
coefficient but also the distribution of the
shear stresses and shear strains for any complex
cross section under a shear l1oad. Thus, it is
believed that this method will provide a very
useful approach in evaluating the warping
deflections of shear loading on a beam and the
shear stiffness of the beam in addition to the
bending stiffness.
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APPENDIX:

DETAILS OF DERIVATION OF BEAM SHEAR DISTORTION

(*) =

(3]
o
]

[=4
L]

C,s

u, v,

LI
W=

Xy ¥»

Ex

Yy
%
IKY'
v

NOTATION

virtual change in {( ) produced by the
virtual deflections (w,}.

JdA = [[dx dy = cross sectional area of
beam,

coefficient for axial bending strain
produced by the moment zF, on the
plane z = constant.

working shear deflection per unit length

along z, where W = FO.-

C;(x,y) = shape function for node i,
where Ci = 5‘j at node j.

E(x,y) = tensile modulus of elasticity.

aﬂ/av?1 = shear load on node i as shown in
Figure C.

shear force, as shown in Figure A.

E/(2 + 2v) = shear modulus of elasticity.
shear coefficient of the cross section.
JEx2dA = bending stiffness.

index of a node. Note 1 = 1 to n.

index of a node. Note j = 1 to n.

number of nodes.

Shape function for node i of an eight-node
isoparametric quadrilateral element. If
node i is common to m finite elements, the
m shape functfons of the elements at the
node define the shape function Ci(x,y) of
the cross section for that node.

w = deflections along the x, y, and z
axes, respectively.

warping deflection, w, at node f.
virtual work per unit length.

z = rectangular coordinates, with z along
beam axis.

, €, = normal strains.

s E, 2

y

sz’ Yoy = shear strains.

. fy’ g = normal stresses.

Tyz’ Ty ® shear stresses.

= Poisson's ratfo.

et ete = e LY RN IR et ST R ST IL O Y N
’ LRI o
£S Ca )

N o

6”=11f1-3,or6”=01f1#_1.

1. Deflections, Strains, and Stresses

Let x- and y- axes be principal axes through
the centrotid of the beam cross section with

area moments weighted by the elastic modulus
E; Yet z-axis be the beam axis with z = 0 at
the cross section of interest; and let F,
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be a shear force in the x direction on the
cross section at z = 0, as shown in Figure
A. The derivation of shear effects con-
siders a small length, Az, in which de-
flections are assumed in the following form

U= WCol-x2 + y2z - C (a2 - 2)2

(2az + 2)/3
v = -2\, xy2 n (1)
w= -Cx [{az)2 - 22] +121 C‘(x,_y)w1

where all terms except the sums can be found
from Section 230 of [6].

Coefficients C, and wy, 1 =1 to n, are to
be determined ?rom the standard beam
conditions [2]

o, =0
o =0 (2)

rxy=0

and from the virtual-work condition

. . Az A

W=1 Fow=]d]
0 o

26 % Tyz Yyz * Ty YA 82 (3)

under virtual deflections {w,}.

With the help of (1), the strain equations

€, = 3u/ox

X
av/ay

(]
n

aw/az

m
L]

u/y + av/ax

-
L}

av/az + aw/ay

.
"

aw/ax + u/az

=<
[

hecome

X
& * -ZvCo XZ = - ve,
€ = 20, x2 (4)
Yy = 0 n
Ty * -2v Coxy 4‘.21 (BC’/QY)H’

€ =-2vC°xz=-vez

2 2 n
Yzx = v Gy (x4 y) +1Zl(acilax) Wi,

Note ¢, = 0 since ¢, is independent of {w,}.

Next, with the help of (4), the stress-
strain equations

€ * (°x - v, - vcz)/E

g = (°y - vo, - vox)/E
€, = (az - vo, - voy)/E
Y, * 1“/6

Yyz = Typ/C

= /6

may be solved for the stresses

o =0
9 = 0
o, = Ee, = 2EC xz ()
Ty = 0 n
Tyz = G [-2xy + 1.Zl(ac,/ay)mi]
2 2 n
Ty = 6 [\,co(-x +y) +121 (aci/ax) \1‘].

Since no axia) load is applied to the
beam, the normal stress o, in the range
0 <z < Az, as shown in ngure A, has to
satisfy the following beam equilibrium
conditions [2]

0=fazdh
0=/yo, dA
F, =[x 0, dA

or, with the help of o, = 2€Coxz from (5),

0=2C,z [ E(x,y) xdA
0 =2,z [ E(x,y) xydA (6)
2F, = 20,z [ E(x,y)x2dA.

The x- and y- axes coincide with the
principal axes of the cross section, as
defined by the first two equations of (6).
From the third eguation of (6), we have

Co = Fy/(2Kp) (7

where the bending stiffness, K, s
expressed by

Kp = J x2 E{x,y)dA.

As a result, the normal stress o, due to the
bending moment zFx is given as

oz(x,y,z) = (F, /) Elx,y)xz (8)

and the stress distribution fs shown in
Figure B,
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2.

External Virtual Work

Consider arbitrary virtual deflections

{w,},1=1¢ton. Then the virtual
waraing deflection at (x, y, 2) is

n
W= C,.{x,yIw
121 i i

and the external virtual work per unit

Tength ts

W= [jaz(x,y,az)ﬁdA]/Az

or, with the help of (8) and (9),
n

] 3121 [(F,/K,) ] ECixdA] w,.

(9)

(10)

The nodal force Fy, as shown in Figure C, is

defined by

Fy = aﬂ/aui

or, with the help of (10),
F1 = (Fx/Kb) f Ecidi.
Internal Virtual Work

Note o, = o

(11)

=0 and ¢, = 0, so that

=t
evaluafion $f th®virtua) wofk W from the

internal strain energy gives

A2
W=1[f dz J( YdAl/sz
[+

Yy2Vyz" TaxVzx
or, with the help of (4) and (5),

. n
W= [G {{C (-2wy) +jzl (2C; /3y)w,)

n
) (acj/ay)i‘ + [y (-x2 + y2)

i=1
3 (aC./ax)w,] § (3C,/ax)w,} dA
+ El ox )w ax)w,} dA.
j=1 j j 1’1 ‘ ‘

Theit by definition of Fy,

Fy= a\?/aw1

or, with the help of (12),
n

Fi=Xio*

where

Kgp = | 6 CoLl-2vxy) (3C,/ay)

Kyg w
AT

2
+ v(-x2 +y) (ac1/ax)]dA
and

Kyg = J € [(3Cs/3y) (aCy/2y)
4(3%/&)(aq/n)kk.

(12)

(13)
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Given the n values of F; in (11}, the n
simultaneous equations of (13) may be solved
for the n values of {w;}, because the matrix
[K;4] is symmetric and positive definite for
a 11near1y independent set of n shapes,
{Ci(x-y”.

4. Shear Coefficient

The virtual shear deflection per unit length
is
5, = (] F b AL
D, = (JFw,)/F = F/F) w
LN EAR s LA SRR U

whence the Vinear function of D, versus
warping deflection is

n
Dy = L Fi/F) W (14)

Thus D, is known after all n nodal
deflec‘ions has been calculated, and the
effective shear stiffness per unit length is

2 N
PO = (R 1 Fywye (15)

Also, the shear coefficient of the cross
sectfon is obtained as

K = F,/(D,AG) (16)

where A is the cross section area and G is a
reference shear modulus of elasticity. The
definition of this shear coefficient is
based on strain energy as in Reference {51,
where approximations of elementary beam
theory were made for stress distribution.
Reference [1], on the other hand, finds the
coefficient by integration of the equations
of three-dimensional elasticity theory. The
results of the three methods are compared in
the numerical example sectfon.

After C, and a1l n values of w; have been
calculaged from (7) and (13), 1hen at 2 =0

(1) gives the warping deflections,

(4) gives the shear strains,

(5) gives the shear stresses,

(14) gives the effective shear deflection per
unit length,

(15) gives the effective shear stiffness per
unit length, and

(16) gives the shear coefficient of the cross
section.

Thus, the problem due to the shear effect from a
shear load on the beam cross section is now
completely solved.

el d
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WHERE ¢, = 2Coxz

— CROSS SECTION ——
OF INTEREST

L T8 L
N | x

FIGURE B. NORMAL STRESS OF MOMENT
zF, for 0 < z < Az

BEAM SEGMENT (0 5 2 § Az )

. -

[oyr —

FIGURE A. SHEAR LOAD F, ON BEAM SEGMENT

FIGURE C. NODAL FORCES EQUIVALENT TO MOMENT
F, FORo <2z < az
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MACHINERY DYNAMICS
GEAR CASE VIBRATION ISOLATION IN A

GEARED TURBINE GENERATOR

Robert P, Andrews
Westinghouse Electric Corp.
Marine Division
Sunnyvale, California

The design and analysis of a flexible gear case mount system for a geared
turbine generator is presented. The mount system isolates gear case vibration
and allows the gear bearing loads to be equalized. The primary excitation
frequencies to be isolated are the pinion rotational harmonics. Dynamic
mathematical modeling was used to determine the proper mount flexibility
relative to the inertia properties and flexibility of the system components.
Damping is not considered in this analysis. Important design constraints
discussed include mount stresses, system alignment requirements, and system
vibration excitation frequencies. A snubber system was designed to limit
vertical and athwartship deflections of the mount elements to prevent yield-
ing under shock load conditions.

INTRODUCTION

. . -
e e
‘! * ..- ‘.- * .

ety gl

The design and analysis of a flexible
gear case mount system for isolation of gear
case vibration in a geared turbine generator
is presented (Figure 1). Isolation of vi-
brations at the pinion rotational harmonic
frequencies is the objective.

The system analyzed consists of a
flexibly mounted single reduction gear set,
flexibly coupied to the turbine rotor and
directly coupled to the generator rotor., The
generator-gear shaft has three bearings, two
in the gear case (gear bearings) and the
other at the free end of the generator (gen-
erator bearing). The generator bearing is
rigidly mounted. The entire turbine genera-
tor assembly is supported on a subbase (box
beam structure) which is flexibly mounted in
the ships hull,

A two point gear case mount arrangement
was selected, with one mount on each side
of the gear case at the gear centerline
elevation. Since the pinion and gear vibra-
tions are transmitted radially through the
bearings, the mounts are designed to be
flexible in the radial directions (vertical
and athwartship) and stiff in the axial
direction (for/aft), The mounts are flexi-
ble in rotation about the athwartship axis
of the gear case, this allows equalization
of the gear bearing loads which promotes
proper gear to pinion mesh alignment.

The mount flexibility required to
achieve the desired vibration isolation is
based on the theory for single degree of

freedom systems,

The system natural

frequencies are not allowed to coincide with
any system vibration excitation frequencies,
Stiffness equations for the proposed concept-
uval mount hardware design were derived, A
set of dimensions were selected to produce
the required stiffnesses, subject to con-
straints on mount stresses and deflections
imposed by machinery weight, ship motions,
thermal effects, and shock requirements, A
snubber system was necessary to limit mount
deflections due to shock.

Finite element analysis was used to
include the effect of the generator gear shaft
flexibility in refining the mount flexibility
requirement, The mount hardware is included
in the finite element model to determine how
much rotation of the mounts is needed to fully
equalize the gear bearing loads.

Mechanical alignment of the system is

verified by measuring shaft bending moments
using strain gauge techniques.
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GEAR CASE ISOLATION SYSTEM

FIGURE 1{

MODEL ING TECHNIQUES

The initial step in the design process
is determination of the proper mount flexi-
bility to achieve the design goals., This is
accompl ished by dyeamic mathematical modeling
of the proposed system. System damping is
not considered in the model. A two point
support arrangement with one mount on each
side of the gear case at the gear centerline
was chosen. The system includes the gear
case and its mounts, the pinion, and the gear
generator shaft, The coupling between the
pinion and turbine is very flexible thus the
turbine rotor is not considered as part of
the system. The gear and generator are
directly coupled, therefore the generator
shaft must be considered since its weight and
bending stiffness will be significant param-
eters in the dynamical model,

A first estimate of required mount
vertical and athwartship stiffness is obtain-
ed by » greatly simplified two-dimensional
model which only allows motions in a vertical
plane through the two mount attachment loca-

ISOLATION

tions, A preliminary mount stiffness require-
ment was established based on the desired
modal frequencies. Candidate mount hardware
configurations were designed and analyzed

for stress at the resultant displacements
under static loading.

The next step in the modeling process
was to consider the bending stiffness of the
gear-generator shaft while keeping the rigid
mode| of the gear case. Finite element model-
ing was required, The gear case mounts may
still be represented by linear springs
(stiffness properties in all six directions
may be required depending upon the constraints
on gear case motion), or the mounts may be
modeled by appropriate finite elements,
Interactions between the gear and gear case
and between the generator and ground at the
Journal bearings are modeled by linear springs
representing the oil film with the appropriate
stiffness properties. Calculation of bearing
reactions is possible using the relative dis-
placement at each bearing.




This model is useful for analysis of
various static conditions that the system may
be subjected to as well as system modal
analysis,

A final step in the modeling process
eliminates the rigid gear case assumption by
extending the finite element model to include
the gear case, this results in a rather large
model, However, the modal frequencies calcu-
lated with the detailed gear case model were
very close to those calculated with the rigid
gear case model. Thus the detailed modeling
was not required except to confirm the
validity of the rigid gear case assumption.
This is not surprising, since the mounts are
designed to be much more flexible than the
gear case structural elements.

A crude model was made to estimate the
change in modal frequencies due to the sub-
base mass and mount flexibility., This model
treats the subbase as a rigid mass limited to
vertical translational motion only.

VIBRATION EXCITATION

The fundamental vibration excitations
present in the system are: high speed shaft
(pinion) unbalance, slow speed shaft (gear,
generator) unbalance, magnetic loads on the
generator, and gear mesh forces., The excita-
tion frequencies are:

1. Slow speed shaft rotation
2, High speed shaft rotation
3. Magnetic
4, Gear Mesh

Vibration data on existing geared ship
service turbine generators of similar size
reveals significant peaks in the frequency
spectrum corresponding to the first three
items on the above list. High vibration
levels were also found at the lower harmonics
of the pinion rotation frequency, particularly
the fifth and sixth harmonics, presumably due
to pinion 'wear patterns',

Vibration excitation due to unbalance is
minimized by carefully balancing the rotating
parts at operating conditions, lIsolation of
the pinion harmonic vibrations is the primary
goal of the gear case isolation system.

VIBRATION ISOLATION

The concept of vibration isolation is
i1lustrated using a single degree of freedom
system (Figure 2 ), which is simply a mass
supported by a spring.

The transmission ratio (TR) is defined
as the ratio of the transmitted force to the
applied force, Transmission Ratio is a func~
tion of the forcing frequency and system
natural frequency (Figure 3 ).

Vibration isolation is achieved by ad-
justing the system natural frequency relative
to the known forcing frequency (or frequen=
cies) such that the transmission ratio is
minimized.
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MOUNT DESIGN AND STIFFNESS CHARACTERISTICS

The mount design chosen consists of
three rectangular blocks connected by two
round rods as shown in Figure 4 ., The
round rods are the spring elements, The
center block and the two end blocks are
used to secure the mount to the subbase
and gear case, respectively,

The mounts are located on either side
of the gear case at approximately the ele-
vation of the gear axis, and oriented so
that the axis of the spring element is
parallel to the gear axis. This arrange-
ment gives identical mount flexibility in
the vertical and athwartship directions,
with very little flexibility in the for-aft
direction, The mount arrangement also
allows rotation of the gear case about an
athwartship axis through the mount center
blocks, thus promoting load equalization at
the gear bearings.

Stiffness equations for the mount
were developed based on a fixed-fixed beam
model. The center block was not included in
the model, but this has a significant effect
only on the rotational stiffness normal to
the mount axis. The mount stiffness is
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controlled by the elastic modulus of the mate-
rial and the length and raddus of the spring
elements, The overall length of the mount

is set by the depth of the gear case, result-
ing in a limited range of lengths for the
spring elements, thus the radius is the
primary variable available to adjust the
stiffness,

Bending stress in the spring elements
is the primary constraint which determines an
acceptable design, The mount must withstand
all loads that may be present during normal
operation of the turbine-generator unit.
Stress analysis of the mounts will be discuss-
ed in detail later.

A special fillet design is used at the
ends of the rods to minimize the stress con=
centration. It is an approximation to the
ideal fillet given by Peterson (Reference 4).
The fillet is neglected in the stiffness calc~
ulations,
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MODAL ANALYSIS

The initial modal analysis was accom-
plished using the two dimensiona) model,
Mount stiffness values were determiend based
on the target frequency for the first verti-
cal and horizontal modes of vibration.

Three dimensional system models were
needed to more accurately calculate the modal
frequencies,

A comparison of modal frequencies ob-
tained using the rigid versus the finite
element gear case model shows the difference
is less than six percent. Based on this
result, all further analysis was done with
the rigid model (to reduce computer codes).

The first two modes represent the later-
al vibration modes of the generator - gear
shaft, The third and fourth modes are gear
case bounce modes on the mounts. The bounce
modes result in transmission ratios of .06
and .12 for the second harmonic of pinion
rotation frequency.

MOUNT DEFLECTION AND STRESS ANALYSIS

Mount material strength limits for
yielding and fatigue determine the maximum
steady state and alternating stresses which
can be allowed under normal conditions, The
mount is forged steel, heat treated to
increase the yield strength.

Steady state loads are imposed by
machinery weight, thermal expansion of the
gear case, and gear torque output. Alter-
nating loads will be generated by ship
motions and load transients (e.g. start ups).

The maximum lateral displacement that
the mount can be allowed to have under shock
conditions is determined by yielding of the
outer fiber of the spring element,

GEAR CASE SNUBBER SYSTEM

The mounts are reguired to survive
severe shock input to the machinery without
yielding, this is accomplished by limiting
the mount displacement with a snubber system
(Figure 5 ), The snubber system is a group
of mechanical stops which limit the maximum
vertical and athwartship displacements of
the gear case (from its static position) to
such an extent that the resulting mount dis-
placements do not cause yielding., Snubbers
are not required in the for-aft direction.

The snubber system must be effective
at all times, Since the machinery may be
hot or cold, the thermal expansion of the
gear case must not change the snubber gaps
beyond their 1imits, The minimum snubber
clearance must allow any mount displacements
during normal operation without contacting
the gear case.
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Problems associated with thermal expan-
sion are avoided by choosing snubber locations
such that the gaps are not affected by the
expansion. This dicates that the vertical
snubbers be located at the same elevation as
the mounts (gear horizontal centerline) and
that the athwartship snubbers be located
at the gear case vertical centerline, The
arrangement chosen has four vertical snubbers
Just below the mounts and two athwartship
snubbers on the bottom of the gear case,

ALIGNMENT

At assembly, the gear case must be
positioned relative to the generator such that
proper al ignment of the slow speed shaft is
obtained in both the vertical and horizontal
planes, Horizontal alignment will eliminate
any horizontal loads at the bearings due to
shaft bending, Vertical alignment will equal-
ize the vertical loads at the gear bearings.

Horizontal alignment is achieved by
adjusting the location of the gear case
mounts in the horizontal plane, Vertical
alignment is achieved by adjusting the gear
case mount elevation and rotation about the
athwartship axis,

The alignment condition of the shaft can
be determined by measuring the bending
strains at a single location on the shaft,
Bending moments in the vertical and horizon-
tal planes can be calculated from the strain
measurements. The alignment of the bearings
can be uniquely determined for both the
vertical and horizontal planes, Alignment
corrections can be made based on calculated
effects of gear case mount elevations and
rotations.
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DISCUSSION

Voice: What size generator is this?
Mr. Andrews: We are talking about a two-
megawatt ship service turbine generator.

Mr. Sickmeier (General Motors): You said one of
the fall-outs of your design was for better or
equal loading on the bearings. What was the
principal reason for isolating the gear box from
the other two ends of the system?

e Mr. Andrews: The gear box is not 1solated from
- . the generator. They are rigidly bolted

-, together, so part of this generator {s supported
L from the gear box.

Mr. Sickmeier: But, your paper was about an

X isolation system for the gear box?

.

- Mr. Andrews: Yes.

_': Mr. Sickmeier: What was the principal reason

for doing that?

Mr. Andrews: Due to the errors that develop in
the gears, we pick up a strong single frequency
vibration at a number of harmonics of the
rotating speed of the pinion. Those vibrations
can be measured on the mounting surfaces where
the turbine generator interfaces with the

ship. We are trying to isolate those vidbrations
from the ship, and we do that by putting the
isolation system between the gear box and the
sub base of the ship. The vibrations, then, are
generated within the gear case, so we are trying
to prevent them from eventually getting into the
ship and becoming a structure~borne noise
problem.

Mr. Eshleman (Vibration Institute): How much of
the gear mesh vibration do you anticipate
measuring at that outboard bearing of the
generator?

Mr. Andrews: We don‘t really know. It is a
rather difficult problem because the bearings
are journal bearings, so there is an oil film
which has some stiffness and damping. That will
isolate the transmitted vibrations to a rather
large degree. We do not expect a large amount
of vibration to be transmitted through that
shaft.

Mr. Eshleman: I assume you will measure that
when you do the evaluation.

Mr. Andrews: Yes.

Mr. Eshleman: What mechanism are you using on
the snubbers for your isolation?

Mr. Andrews:
stops.

The snubbers are just mechanical

Mr. Eshleman: Then you are not allowing any
flexibility in the snubbers.

()
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Mr, Andrews:

No, They are very hard, We don’t
expect much deflection with those, They are
there to limit the deflection of the mounts so
they don’t break.




EFFECT OF COUPLED TORSIONAL-FLEXURAL VIBRATION OF A GEARED
SHAFT SYSTEM ON THE DYNAMIC TOOTH LOAD

S.V. Neriya, R.B. Bhat and T.S. Sankar
Department of Mechanical Engineering
Concordia University
Montreal, Quebec, Canada H3G 1M8

The dynamic load on gear teeth is studied considering the coupling
between the flexural and torsional vibrations in a simple geared shaft sys- -
tem. The flexibility of the mating teeth and the driving and driven shafts -t
are included in the analysis. The coupled equations of motion for the geared N
shaft system are developed along with a constraint equation which ensures
contact between the two mating teeth. The free vibration problem is solved
to obtain the natural frequencies and mode shapes. Normal mode analysis fs
employed to obtain the dynamic response of the system to excitations arising
from the mass unbalance and geometrical eccentricity in the gears. The effect
of unbalance and geometrical eccentricity on the dynamic tooth load are

studied.
NOMENCLATURE U mass unbalance in the driven gear
x2 flexural displacement of the drivin ar
cpy flexural damping of the driven shaft 1 in the x-dirgction 9 9
¢ flexural damping of the driving shaft
E:z average flexural damping of the gear X2 :’lexthural g:spl:ti:ement of the driven gear
tooth f?exu:a:-di:e(l:ac:::lent of the driving gear
1 gleuér:ped torsfonal damping at the driving "1 in the y-dirgction 9 9
. . y flexural displacement of the driven gear
o gleua“r"ped torsional damping at the driven 2 in the y-direction
[C] generalized damping matrix Yei :gsct)'l‘ute displacement of the driving
0
F itted f
13 ;2:2:':]:'::(1 force vector Ye2 :g(s)g:‘ute displacement of the driven
I moment of inertia of the driving gear
1; moment of inertia of the driven gear [y] diagonal damping matrix
J moment of inertia of the motor g geometrical eccentricity in the driving
J moment of inertia of the dynamo gear
Kgl flexural stiffness of the driving shaft £2 g:g:ntrical eccentricity in the driven
Kpz flexural stiffness of the driven shaft 8 rotational angle of the driving gear
K¢ average flexural stiffness of the gear 9, rotational angle of the driven gear
tooth 6¢1 angle between the directions of the
Ky  torsional stiffness of the driving shaft eccentricity and unbalance for the dri-
Kﬁ torsional stiffness of the driven shaft ving gear
[R] generalized stiffness matrix 8¢2 angle between the directions of the
m mass of the driving gear eccentricity and unbalance for the driven
ny mass of the driven gear gear
My mass of the driving gear tooth [x] diagonal stiffness matrix
mJl mass of the driven gear tooth M ith eigen value
{ i neralized mass matrix [(u]l diagonal mass matrix
{pslks{pclk principal coordinates correspond- ¢  rotational angle of the motor
‘ngi t‘::i the kth sine and cosine ?2 } rotational angle of the dynamo
excitations & ith eigen vector
(- lumped torsfonal damping at the motor L
¢4 Tumped torsional damping at the dynamo INTRODUCTION
{qa} generalized displacement vector
ry  Dbase circle radius of the driving gear An accurate determination of the dynamic
rp  base circle radius of the driven gear Toad on a gear tooth is important for gear
;1 1"2Uttt%‘0ue design. Due to the dynamic effects during °
outpu rque operation, the actual load on the gear tooth
Uf mass unbalance in the driving gear RSN
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will be significantly higher than what it is
intended to transmit. The factors causing the
dynamic load are numerous, such as incorrect
mounting of gears, variation of tooth stiffness
during engagement, changes in tooth profile due
to elastic distortion under load and errors of
manufacture. The magnitude of the dynamic load
depends upon the masses of the revolving gears,
the extent of the effective errors and the
speed of operation.

Dynamic tooth load due to torsional vib-
ration of shafts was determined by Mahalingam
and Bishop [11, considering the excitation to
be due to a static transmission error, which
encompassed all forms of errors in the geared
system. The excitation was in the form of a
periodic introduction of a wedge between the
two perfect mating teeth.

The torsional vibration of a shaft is
coupled to flexural vibration in a geared shaft
system. Lund [2] considered such coupling in
"the torsional-flexural vibrations in a geared
system of rotors. Here both forced vibrations,
caused by mesh errors or by mass unbalance, and
free damped vibrations whose complex efgen
frequencies define the damped critical speeds
and the stability of the rotor system are con-
sidered. Iida et al [3] studied a simple gear-
ed system including coupling in the torsional
flexural vibration and calculated the response
due to mass unbalance and geometrical eccentri-
city in the gears. They, however, did not
study the system from the point of view of
determining the dynamic tooth load. In their
model, they considered.only the driven shaft to
be flexible in bending and the driving shaft to
be rigid. The flexibility of the gear teeth
was also not considered in the analysis. They
showed that the system behavior is significant-
1y affected by the coupled motfion.

In this paper, the dynamic loading on
gear teeth is studied considering the coupling
between the flexural and torsional vibrations
in a simple geared shaft system. The flexibi-
11ty and damping of the mating teeth and the
driving and driven shafts are included in the
analysis. The frequency response of the geared
shaft system and subsequently the dynamic tooth
load are obtained by normal mode analysfs. The
influence of unbalance and geometrical eccent-
ricity on the dynamic tooth load are studied.

ANALYSIS

A schematic representation of a simple
geared shaft system is shown in Fig. 1. It
shows a motor of moment of inertia J; driving a
dynamo of moment of inertia J, through gears of
moment of inertia I, and I,. The driving and
driven gears and me*r relative positions are
shown in Fig. 2. An equivalent spring mass
representation for the same is shown in Fig.

Assuming that the shafts are massless,
the equations of motion for the system can be
written as

ml;(l + cblil + Kblxl b Uléi cos (el + efl) (1)

mzxz + Cbziz + szxz = Uzéi cos (92 + 9f2) (2)

I“1-;;1 +cpi¥y * Kppyy + Ee(¥) + equwcos o)+
“161‘ y.tl)"' it (yl + :lsin 8 + ry9- ytl)
= Uy 8f sin () + o)) (3)
MYy + Cpalp + Kpoyp + & (J3 + equp COS 6 +
"292 - 9t2) + Rt (yz + e sin 6y + ry0, - -Vtz)
= UZGE sin (o7 + 65p) (4)
myey * S gy - ¥y - qu) cos 8; - r16y)

+ Rt (.th -y1 - ¢ sin 6; - rlel) = F (5)

maYes + Eel¥ez - ¥y - cpup COS 8 - rply)

+ it(ytz -Y2 - € sin 6y - "292) = F (6)

118) + Ky(8) - 01} + & (¥) + equy cos o) +
ri8; - Jep) (rp + €p cos o)) + Rt(yl + ¢gsin
8 + r18) - yepllry + ) cos )

MU U (7

1265 + Kal8p = 6p) + &l + epup cOS 8y +
ra6s = yea) (rp + e cos 8y) + Kelyp + €
sin 8p + rp6p - yeo)lry + €3 cos 6y)

+ Czez =0 (8)
Jyoy +Kyley - 8) - Ty =0 (9)
oty + Kaley - 85) + Tp = 0 (10)

The condition for the mating teeth to remain in
contact is

Y1 ® Ye2 (11)

Expressing all the variables in terms of their
respective mean values and variations about the
mean,

y1=Y10 * 8) = 810 * wt *+ 48
Y2 =Yoot A 62 = 630 * wpt * 46
Yt = Yto * &'t 9 = 40 * b + a4

Ty = Tio - cmddy 2 = 00 * wpt + 24
Tp =Ty -cgpdy F =Fg+ (12)




where 8,0, 85, #10 and #pq are initia) angular and

positions. . - W
since :mly1 the fl‘exural displacement in cgequpcos(ugt + 019)Keepsin(ut + o))
the y-direction is coupled with torsion, equa-
% tions of motion in x-direction will not be + Upufsinlugt + 830 + o)
) considered in the subsequent analysis. Substi- -
P tuting the mean and variation about the mean of -Ceupos(wpt + 830)-Keepsin{wpt + 859)
& all the variables given in equation (12) into
the equations of motion (3)-(10) and after + Upudsinlupt + 639 + 8¢p)
L considerable manfpulation and simplifcation by -
ignoring terms involving squares and higher cyleqwpcoslupt + 059) + eqwcos(ut
powers :f s]man quantities, the equations of _
wmotion involving the quantities varying about +01n0)) + K sin{wt + & +
- the mean value can be written in the following 10} t{‘Z 2 20) * e1
s matrix form: F} = sin{upt + 0)5)}
Mifa} + [C3{4} + (K1{a} = {F}  (13) ¢
Cyriegwcos{6yg + wit) - Fpeqcos(e
where the generalized displacement vector {q} tT114 10 “ 0°1 10
is: + wt) - Kerpegsin(egg + wpt)
- T -
{a} = Tayy, avz, vy, 84q, 281, 887, 24] (14) Ceroegupcos( Byg + wpt) + Fpeacos(oyg
The matrices [M], [K], [C] and (F] are given + wyt) - Kerpepsinlogg + wyt)
by:
0 J
™, 0 0 0 0 0 0] \ (15)
0 m 0 O 0 0 O where 651 and 64y are angle between directions
of mass ‘unbalance and geometrical eccentri-
0 0 mymp 0 0 0 O city.
[M}=]0O 0 0 Jyp 0 0 0 The expression for the dynamic tooth load
0 0 0 0 3 0 0 AF, is ob.t.ained as
0 0 0 0 0 12 0 &F = mtlAYt‘fft(Ayt - 491 - elmlcos(ultwlo)
(16)
0 0 0 0 0 0 J -
- < -l'lAél)*Kt(Mt-Ayl-clsin(u)lt+910)-r1A01)
- = - T The homogeneous part of equation (13) neglec-
Kpi*ky 0 K 0 Kery 0 0 ting damping, is given by,
0 Kyp*Ky Ky 0 0 Kerp O Ml{a} + (X1 {a} = {0} (17)
X £ XK 0 Kure <Kor 0 is solved to obtain the efgen values A; and
t t t t1 t72 eigen-vectors {4.%} of the system. !
(K= 0 0 0 Ky K 0 0 An inspection of the force vector (F} in
_ - - eguation 1:(15) shows that the excitatfon con-
Ker 0 Korq Ky Ky#er2 0O 0 sists of frequencies and corresponding to
t'1 t'1 1 F17eN the speeds of{ t}!rivinug,l and sgiven gears. The
b x o _ force vector {F] can be expressed as the sum of
0 Kgrg  Kerz © 0 Kerdeky <Ky sine and cosine components, involving the two
[ 0 0 0 0 0 =X KZ_J frequencies w) and wp as,
- . - - - {F} = {F}y sin ot + {F. ], sin wt
Gpr¥y 0 ¢ 0 cyry 0o o s 2T A 1270 %28 18)
- - + {Fcly cos wt + {Fcla cos wpt
0 chotcy =<¢ O 0 ¢ 0
L T tr2 where 610, 820, 8¢y and 8¢p have been assumed
"ct 'Ct ZC'_ 0 Ctrl 'ftl"z 0 to be zero.
- The corresponding response also can be expres-
sed involving the two frequencies as
- 0 0 0 ¢ O o 0 d {nvolving th f i
¢t 0 ceryp 0 cprcerf cyrive, 0 {a} = {agly sin wt + {agla sin wpt (19)
Cgra <gr2 0 0 0 0 + {ac}y cos wyt + {qclp cos wpt
0 0 0 0 0 0 -4
L - Using equations (18) and (19), equation
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{13) can be written as four separate equa-
tions.

MI{agh *+ [C{ah *+ (KM{aghe = (Fehe
[M]{ac}k ¥ [CHh + [KMachy = (Fehesk = 1,2

Expressing the response {q]} in terms of the
modal coordinates {p} as

{aghk = [od{pgly

{achk = Dol{pcl s k =

where [¢] is the modal matrix formed by using
the eigen vectors {4;}, and {pg}, and {p .}y,
are the principal coordinate vectors corres-
ponding to the sine and cosine components.
Using equations (2]1.) in equation (20) and pre-
multiplying by [¢]' results in uncoupled equa-
tions in the modal coordinates of the form,

("si M (22)

(21)
1,2

wilPsidy *+ vilbgily *+ ¢qlpgily =

by Pei e * vilBet i + xqlpeyd = Logy X
where k = 1,2
i=1.2..7

where i and «

are the elements of diagonal
matrices [p] an

[x] given by
[u] = (6] (ML)
[e] = [oTIKILe)
and v; is the equivalent damping coefficient in
each mode. (ogi)x and (o.i), are the elements
of the generaiized force vectors {aogly and
{oclks given by
{oghe = [6T{Fgly
{ac}k = [¢]T{Fc}k;
The solution of equation (22) yields,

k =1,2

= logi )
(Ps )i (g ug +xq) + Jlyju)
(23)
(pci)k = ("ci)k .
(- +cq) + J )
& Btk Hrad
i=1,2,...7

Using equations (23), (21) and (19) we obtain
the system dynamic response {q}. The dynamic
tooth load AF is calculated by using equation
(16). Since the response involves two frequen-
cies wj and wp, the total response has the form

ay = ay sin(ugt + ¢1j) + ap4 sinfuwpt + 4’2,1)
= q)y sin Ap + ap5 sinkp

A+ A A - A
-(q13+q23)s1n11; 2))cosl12 2)
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22) gin (212
2)

A\ +
+ (qu - qZJ) cos | 1 3

Hence, the response is an amplitude modulated
harmonic phenomenon. If « and up are close

to each other, this will result in beats.
NUMERICAL RESULTS

The details of the geared shaft system
used to obtain the numerical results are given
in Table 1. The maximum value of the dynamic
responses obtained from equation (24) are i1lu-
strated in Figs. 4 and 5 and the maximum dyna-
mic tooth 1oads obtained from equation (16) are
shown in Figs. 6 to 9. In the present investi-
gation one percent of the critical damping is
used in all the modes. The dynamic responses
are plotted against the frequency of rotation
of the driven shaft This representation
also facilitates comparison of present results
with those presented in [3).  Responses are
presented up to 100 Hz which included only the
first five natura) frequencies of the system,
since the other two natural frequencies are
much higher in the range. The system natural
frequencies are given in Table 2 where the
natural frequencies of the system considered in
[3] are also given for comparison.

The dynamic response of the driven shaft,
dyp, is plotted in Fig. 4 against the frequency
of rotation of the driven shaft, for nominal
values of ey, Uy and Up and for different va-
lues of e5. A comparison of Ay, response with
that presented in [3] was attempted. However,
no information about damping in the system is
given in [3] and in the frequency range for
which the results are presented, there is only
one response peak which compares satisfactorily
with the present results. It is interesting to
note in Fig. 4 that when the excitation fre-
quency is related to the system natural fre-
quency through the gear ratio, the system ex-
periences resonance. This is the reason for
the peaks occuring at 4.77 Hz, 29 Hz and 45.66
Hz. The Ay, response increases with increasing
eccentrici%y of the driven gear, e;. The res-
ponse is very high at 25.37 Hz since the cor-
responding mode is predominantly the flexural
mode of the driven shaft. The response is also
significant at 45.66 Hz since, the driving side
is exciting the system at its natural frequency
of 25.37 Hz.

The flexural response of the driving
shaft is shown in Fig. 5. The natural frequen-
cy corresponding to the flexure of the driving
shaft is 16.14 Hz. The response is predominant
at this frequency and at 29 Hz which are rela-
ted by the gear ratio. The response at 29 Hz
is higher compared to that at 16.14 Hz, since
the plot is against the frequency of rotation
of the driven shaft, uwp, and the driving shaft
is subjected to excitatfon at 16.14 Hz when the
driven shaft rotates at 29 Hz. For nominal
value of ¢y, Uy and U; the response increases
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with increasing eccentricity of the driven
gear.

The dynamic tooth load AF, {s plotted
against the frequency of rotation of the driven
shaft in Fig. 6. The unbalance U; and U, and
the geometrical eccentricity in lthe driving
gear ¢) are kept at nominal values and the
curves were plotted for different values of ej.

It is seen that the dynamic response exhibits
the most significant peak at 79 Hz, which cor-
responds to the fifth natural frequency.

The dynamic tooth load AF, is plotted
against the frequency of rotation of the driven
shaft in Fig. 7. The unbalance U; and geome-
trical eccentricities ¢) and ¢) are kept at
nominal values and the curves were plotted for
different values of Up ~ Again, the dynamic
force exhibits a signif?cant peak at 79 Hz.

The dynamic tooth load AF, is plotted
against the frequency of rotation of the driven
shaft in Fig. 8. The unbalances U; and Up and
the geometrical eccentricity ey, are kept at
nominal values and the curves are plotted for
- different values of ey. The dynamic force
o still exhibits a signifiCant peak at 79 Hz.

- The variation of dynamic tooth load
s against the frequency of rotation of the driven
. shaft is shown in Fig. 9 for nominal values of
. Uy, €1 and ¢p and for different values of U;.
- The peak dynamic tooth load occurs again at 119
Hz. The variation of the dynamic tooth load
with U, is negligible.

}n all the above cases, the dynamic tooth
load has a maximum only at 79 Hz which is the
system natural frequency corresponding to a
predominantly torsional mode. However, the
dynamic responses Ay; and Ay, exhibit maximum
values at other sys{em natural frequencies
also. The torsional responses of the driving
and driven shafts at the gear locations also
exhibit peaks at all the system natural fre-
quencies. One possible explanation for the
dynamic tooth lJoad having a peak at 79 Hz only
is that the effect of dynamic responses at
other natural frequencies are nullified due to
thefr mutual phase relations. The dynamic
tooth load is significant only at the torsfonal
resonance in the system, and the coupling be-
tween the torsional and flexural vibrations
does not change this behavior.

CONCLUSIONS

A geared shaft system is analyzed inclu-
ding the coupling between the torsional and
flexural vibrations {n the system. The analy-

Pl it et T

11) the dynamic tooth load is maximum at
the torsional resonance in the sys-
tem and the coupling between the
torsional and flexural vibrations in
the system does not change this
behavior.
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TABLE 1

I 3.12 x 10'§ Kgm?2
I 6.53 x 1072 Kgm?
33 4.78 x 1073 kom?
Ja 5.71 x 107° kgm2
Kp1+Kp2 2.04 x 103 N/m
K¢ 2.55 x 107 N/m
Ky 1.17 x 101 Wm/rad
Kz 2.88 x 10* Nm/rad
my 16.96 kg
my . g.sslkga 5

. -9 x 9
-t 0.1015 m
r 0.0564 m
€1,£2 120 um, (variable)
Up,Vz 2.8 x 10™ kgm (variable)

TABLE 2: Natural Frequencies Hz

Mode No.{Present System {System of def. [3]

) sis considers that there is no loss of contact ; ;egg z;rg
K between the mating teeth and the resulting 3 16. 14 24.6
=", dynamic tooth load is obtained. Based on the 3 25‘37 .
o results presented it is observed that: 5 ;9 .
o 1) the dynamic responses have signifi- 6 5806.43 .
N cant peaks not only at the system 7 113;105‘ -
- natural frequencies but also at *
. frequencies which are related to the
.1 natura) frequency through the gear
- ratio.
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Fig. 1: Simple Geared Shaft System

0l geometric center of the driving gear

D]' geometric center of the driven gear

02 center of the driving shaft when it is
rotating

02' center of the driven shaft when it is
rotating

03 center of the driving shaft when it is
stationary

03' center of the driven shaft when it is
stationary
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Fig. 7: Dynamic tooth load against frequency of rotation of the driven
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PRECISION MEASUREMENT OF TORSIONAL
OSCILLATIONS INDUCED BY GEAR ERRORS

S. L. Shmuter
Research Staff
Ford Motor Company
Manufacturing Processes Laboratory

Dearborn, Michigan

geometry of the gear set.

This paper describes an original and practical measuring technique
applicable to torsional and gear related systems. The technique
incorporates a novel angular sensor with resolution of better than
1 part in 10,000 in velocity variations, which is based on commer-
A method of establishing dynamic
response of a drive train is presented. The method depends on

the internal excitation from a gear set itself, thus eliminating
any external devices. The resulting response closely describes
dynamic behavior of a real rotating system. An efficient and
accurate algorithm to perform Fourier order analysis of the con-
jugate error is devised for the general case of "hunting tooth"

cially available components.

INTRODUCTION

Gearing is a constant velocity method of
transmitting motion. A gear performance
error, referred to as conjugate deviation, is
defined as a departure from a uniform instan-
taneous velocity ratio between two meshing
gears. These angular variations cause the
gear set to act as a generator of vibrations.

Among all the gear related vibrations,
angular (torsional) oscillations are the most
direct indicator of the conjugate deviation.
Although a conjugate error is also reflected
in a linear vibration pattern of the housing,
this pattern is usually greatly masked by
many other excitations from radially acting
forces and/or from external sources. On the
other hand, most of such sources (unbalance,

part in 10,000 of mean rotational velocity.
Consider a typical tooth-mesh frequency com-
ponent in the 10 arc sec range of angular
error, in the case of a 15 tooth pinion. The
velocity variation is translated into 0.08%.
Since the desired resolution is one order of
magnitude higher than the typical error, the
instrumental accuracy becomes 0.01% to 0.005%,
which is again one part in 10 to 20 thousand.

The required high resolution makes it
necessary that a system measuring the gear
related torsional vibrations incorporates:

- an angular sensor sufficiently accurate
in the broad frequency range,

- an adequately defined procedure of data
reduction and identification,

for example) affect the 'torsional vibration
only as a second order effect. Some of the -
applications, where the gear induced torsional

a quantitatively established source-to-
sensor transmissibility of the drive

L gy

oscillations become of prime concern are: a
quality inspection of new gear sets; a base-
1ine monitoring of potential gear failures;
and also an evaluation of noise and vibration
1ev$ls and/or sources of a rotating drive
train.

Conjugate deviation of a gear set causes
only minute variations in angular velocity of
the rotating members. For example, in the
case of pitchline runout, a measurable thres-
hold may cover 0.0002" T.I.R. in a 2" diameter
pinion, corresponding to a variation of one

train.

This paper addresses all of these matters in
detail. The problem is that the inclusion of
a gear set into a drive train causes substan-
tial complications in applying conventional
techniques. An original and practical solu-
tion is presented pertaining to each of the
above issues.

A description of an accurate, reliable,
easy to calibrate and easy to install angular
sensor is given. The sensor is based on a
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commercial optical shaft encoder and a re-

covery network. A reliably resolved signal to
0.005% in velocity variations can be obtained
in the frequency range of 1 to 1000 Hz, at the
minimum,

A method of calibration studies of a
mechanical drive train is presented, one which
depends on the natural excitation from a gear
set itself. As a result, the transmissibility
curve furnishes quantities which closely
describe behavior of a real rotating system
with the gear set included.

An efficient and accurate way to compu-
terize spectral order analysis is discussed.
1t is based on the external sampling generator
positionally locked to the rotating shaft.

The algorithm for "leakage-free" conjugate
gear error analysis is devised, which extends
the scope of the method for a general case of
"hunting tooth" geometry of the gear set.

A1l of the above newly developed techni-
ques, as part of the larger package, are
practically implemented in the on-1ine rear-
axle diagnostic machine, which has been already
described elsewhere [1,2]. This paper, however,
extracts the most practical solution and
presents it in a rather general fashion. The
technique is expected to be profitably utilized
in many applications of torsional and gear
related systems.

desirable to provide reliably conditioned
signals on the order of at least 0.1 mv,
equivalent to 0.01% variation of 100 rad/sec
or 1000 rpm.

Among other requirements, an on-site
calibration check which eliminates the need
for any precision calibrating fixture, and a
pass-through configuration of the sensor which
avoids interference to the drive train, are
of significant importance. An optional
requirement associated with the sensing
device is to provide an additional output
containing a pulse train for sampling and
triggering. Such a train, otherwise generated
by a separate encoder, will control sampling
of the sensor signal to allowW computer pro-
cessing in precise synchronism with the shaft
rotation.

Not much is commercially offered in
precision sensors of angular motion. Available
sensors fail to satisfy most of the require-
ments outlined before. Those devices, which
measure the torque deviation, are much better
developed and well available. However, the
torque sensing approach is an indirect method
of the conjugate error measurement. The
degree of correlation between the torque and the
error has to be additionally established and
may vary.

FM~-train
Volts
D FM AC /
discrimi~
nator ~—t
T
yd

Velocit AC _—

t

Fig. 1 - Principle of the Aﬁgu1ar Velocimeter

ANGULAR VELOCIMETER

A measurement resolution of one part in
10 to 20 thousand of mean rotational velocity
is required. This high resolution has to be
furnished in the broad frequency range-from
the possible ring gear fundamental to the
tooth meshing components. A reasonable range
of 5 to 1000 Hz would cover the most of
applications. A sensitivity of the sensor

equal or higher than 10 mv per rad/sec is

78

There is a practical solution, one which
is part of the more sophisticated design [1].
It is believed that this simplified solution
will suit many applications,

Encoder. A precision angular velocimeter
js based on measurement of frequency modulation
in the output pulse train of the optical
incremental shaft encoder. The principle
(Fig. 1) assumes a device which generates a
pulse train at fixed angular increments of the
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shaft rotation. Pulses arrive at uniform time
intervals in case of perfectly steady speed of
rotation, thus representing the carrier fre-
quency. Whenever torsional vibration is pre-
sent, it is superimposed upon the steady rota-
tion, and the pulse time intervals vary. A
frequency modulation (FM) occurs since the
torsional vibration acts as a modulating signal.
If such a pulse train is inputted into an FM
discriminator circuit, the modulating signal is
recovered 1f it exceeds the threshold of the
¢ircuit resolution.

The principle itself is well known. It is
often used by positioning a magnetic transducer
in close proximity to an existing gear wheel or
to a toothed wheel attached to the drive line.
Also used are photoelectric means in conjunc-
tion with a 1ight-chopping disc. Commercially
available torsional vibration measuring instru-
ments use a 60 to 120 toothed chopper and
expect larger than 0.2 rad/s amplitude of
vibrational signal before any reading occurs.
That is why they fail to meet the required
0.01% resolution in velocity variation (e.q.
0.01 rad/s at 1000 rpm). Test results obtained
from the velocimeter developed here indicate
that the velocity variations can be reliably
resolved to a precision of 0.005% of mean
value.

An encoder (Fig. 2) comprises a glass disc
which is rigidly connected to the input shaft.
The disc has a precision pattern that is photo-
graphically imprinted, cuntaining areas that
are clear and areas that are opaque. A light
beam passing through the rotating disc will
illuminate the pattern, and behind the disc a
photo-sensor will produce a corresponding on-
off output signal. By focusing 1ight into a
very narrow beam, a very high resolution of
thousands of pulses per turn can be obtained.

In optical encoders one is concerned with
two kinds of accuracy: bit-to-bit and absolute.

Fig. 2 - Schematic of an Optical Encoder
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The first refers to the distance between adja-
cent bits, the latter refers to the actual
shaft position. It is not unusual to obtain
from some of the encoder series the following
characteristics of accuracy:

- bit-to-bit arc sec RMS
- absolute arc sec RMS

Let us assume now, for the sake of sim-
plicity, that the absolute error values taken
over the entire circle of bits form a pure
sinusoidal pattern with the integer number 'k’
of complete cycles and with the magnitude of 9

arc sec RMS, While steadily rotating, the
encoder reading vs. actual shaft position would
contain an erroneous sinusoidal component of
1.410k amplitude of displacement and of 'kfr‘

frequency (where fr = rpm/60 - rotational
or fundamental frequency).
Since the actual error pattern of any

shape is converted by a steady rotation to a
periodic function (T = l/fr), the encoder

reading error may be represented by a sum of
its Fourier components z(l.4ak-SIN Zﬂkfr) with

the total RMS level of the error equal to:

_‘°’2

c—}/tck
k=1

In order to comply with 0.01% (or 10'4) accuracy
in velocity variation, each of the error com-
ponent o {in RMS of displacement) has to

satisfy the following self explanatory rela-
tionship:

(1)

1 4
o < 2-(10 *w, ¢+ 57.3 . 3600)/2%kfr

= %ﬁ arc sec (2)

With this in mind let us have a look into
the given absolute error of 4 arc sec RMS.
Typically the error is spread among harmonics
in a way in which the higher the order the
lower the amplitude, and amplitudes of suffi-
ciently high harmonics decay faster than in
inverse proportion. Thus, a reasonable estimate
for error components would be an expression

: (3)

o < | arc sec

Since the estimated errors (3) are well below
allowable values (2}, such an encoder is
expected to meet the accuracy requirements.

Another important characteristic is the
resolution of the encoder or, in other words,
the number of pulses produced per one turn.

The resolution determines the highest frequency
of vibration component which still can be
sensed without distortion. A discretization
procedure, such as employed in an encoder,
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imposes a condition called the Nyquist-Kotelni-
kov rule. It means that the number of data
points (pulses in our case) to be taken per
one cycle of the highest frequency component
of interest, must be larger than 2. Practi-
cally, it is recommended to keep the number at
least equal to 4.

If 'n' is the order of the highest harmo-
nic of interest, the resolution N of the
proper encoder must be N > 4n, Thus, for a
sensor with 10 to 1000 Hz frequency range, to
the fundamental component of 10 Hz corresponds
the upper possible order around 100. Then, N
> 400. Some of the commercial encoder series
offer wide ranges of counts per turn (typically
up to (5-12) x 103), that practically covers
any of possible need.

Another fact about 'N' appears to be
important. Computer algorithms of the Fast
Fourier Transform (FFT) operate with blocks of
data points equal to an integer power of 2.

If the number of counts per turn of the encoder
is also some integer power of 2, the computer
will always acquire a signal length of integer
number of complete turns. This synchronism
permits averaging of readings through a number
of revolutions, to yield accurate results at
precise multiples of the fundamental frequency
while rejecting other vibrations. Encoder
manufacturers nowadays include such numbers as
256, 1024 and others of power of 2 to their
standard specification of disc resolution.

An example of the encoder, which meets
the foregoing requirements, is BEI 670-series
optical incremental encoder with hollow shaft
of 2" dia. The pass-through configuration
eliminates any interference with the power
train, and relieves the encoder from any
torque load when installed in any intermediate
part of the shaft. If a proper flexible
coupling {s employed, it also relieves the
encoder from excessive radial and axial lcads.
By limiting the forces to 10 1b, a sufficient
bearing 1ife of 3 x 109 rev and an absolute
accuracy of 4 arc sec RMS are achieved.

Converter. An FM discriminator is another
important part of the velocimeter with regard
to precision, stability and simplicity. Time
intervals between encoder output pulses are to
be measured with a resolution around 1 part
per 10,000 and 1inearity must be on the same
order.

A possible solution may be based on a
digital timer-counter technique with suffi-
ciently high base frequency (1ike 200 MHz for
20 kHz carrier) and with properly configured
interface to a computer. A significantly less
sophisticated solution has been proposed by
employing an integrated circuit module for the
frequency-to-voltage conversion along with a
simple filtering network.

The DATEL VFV-100K universal voltage-to-
frequency and frequency-to-voltage converter

.‘.*.

is an example of a module with adequate
performance. The VFV-converters have a resolu-
tion of better than 1 part in 10,000 and a
non-linearity between 0.05 and 0.005%. The
linearity holds down to zero input, resulting
in wide dynamic range of 80 db. The wide
carrier frequency range of 0 to 100 kHz covers
practically any combination of encoder resolu-
tion and speed (1ike 1024 counts/turn at about
6000 rpm).

The output signal of the F/V converter
contains three parts:

- DC component proportional to the mean
carr;er frequency (mean speed of rota-
tion);

- AC component proportional to the FM-
modulating signal (torsional vibration);

- carrier frequency output ripple.

Due to substantial differences between
the AC (below 1 kHz) and ripple (above 5-10
kHz) frequencies, an enhancement of the AC
part is only a matter of conventional fil-
tering techniques.

Qutput ripple of the F/V converter can be
made arbitrarily low by using an external
filtering capacitor as a feedback (Fig. 3a).
However, this also slows down the output
response time (Fig. 3b) affecting the AC
components of interest. A proper trade-off is
achieved by employing a subsequent network.

An example of the signal recovery network,
which has been incorporated into the veloci-
meter with 1024 counts/turn for 500-5000 rpm,
is shown in Fig. 4. The preamplifier part
takes care of the ripple-to-signal ratio
reduction in order to ensure the required
amplifier resolution. The amplified signal is
subsequently transferred to the computer input
through an antialiasing filter, where the
ripple component is completely eliminated.

The VFV-100 with a conversion factor of
0.1 v/kHz will output, say, 2 v DC from an
input train of 20 kHz (1200 rpm, 1024 counts).
The external feedback capacitor of 0.01uF will
output 500 mv of ripple (Fig. 3a) to be com-
pared with only 0.2 mv of AC component to be
resolved (remember 0.01% of 2 v DC). On the
other hand, the time constant of 0.1 ms (Fig.
3b), or 1600 Hz cutoff, leaves room to employ
more filtration.

The next cascade simply eliminates the DC
part, and then the third cascade once again
forms a low-pass filter with 1600 Hz cutoff,
thus reducing the total bandwidth to about
1000 Hz level. On the other hand, the ripple
amplitude now exceeds the signal at most by 40
db which is compatible with characteristics of
a typical amplifier ('say, linearity of 0.01%,
common mode rejection of 120 db, input noise
below 10uv).
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The remaining part of filtering is per-
formed by the antialiasing filter. 48 db/
octave slope and 2 kHz cutoff setup will
finally provide for signal-to-ripple ratio to
better than 80 db. The actual test proved
that a signal as Tow as 1 part in 30,000 of DC
component may be recovered by this network
accurately to 5%.

It is worthwhile to note, that by branching
the F/V output (prior to the first RC cascade
in Fig. 4), and utilizing a low-pass network,
the DC and low frequency signal can be easily
obtained in addition to the three other out-
puts. This new output, if needed, can be used
as a conventional tachometer.

Performance. Among several important
advantages of the new velocimeter, one is its
ease of calibration. Usually the more precise
is a transducer, the more careful and tedious
is its calibration procedure. Highly accurate
external mechanisms and/or alternative reference
devices are usually involved. This is not the
case with the new velocimeter.

Indeed, the calibration factor 'k', as a
ratio of the input velocity 'w' in rad/s to
the output voltage 'V' can be expressed as a
product of two factors:

-w_w Forad/s
k=§-p.E

Where: F=N-. fr - carrier frequency
N - encoder resolution in counts/
turn
fr = w/29 - frequency of rotation

The first is the encoder conversion constant
which is readily seen to be equal to 21/N.
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Fig. 4 - Schematic of the recovery network




It does not require any calibration since 'N'
is known. The second multiplier represents a
conversion constant of the recovery network.
Electronic instruments are the only means
required to establish and adjust this constant
to any desired degree of accuracy. Hence, the
calibration of the velocimeter is reduced to
the procedure of tuning the electric circuitry,
which is easily performed on site.

Accuracy of the new velocimeter has been
intensively studied [1]. High linearity of
the device is only violated at low signals,
namely those comparable to the residual readings
(so called null-errors) due to imperfections
of the device. Studies have demonstrated that
a null-error for any harmonic above the funda-
mental is well below 0.005% of mean rotation
velocity. That confirms the anticipated
performance evaluated above.

The null-error at the fundamental fre-
quency is sensitive to excentric rotation of
the encoder ball bearings. Improper means of
encoder coupling increase the error to 0.2-
0.3%. A sufficiently flexible coupling is one
which reduces forces transferred to ball
bearings to a level below 10 1b. On the other
hand, the coupling must be torsionally stiff
to avoid any resonance in the frequency range
of interest caused by interaction with the
inertia of the encoder rotor.

A coupling, configured to fit inside the
2" hollow shaft of the BEI-670 encoder, which
flexibly couples this shaft to the 1-1/8" pass-
through drive shaft, is shown in Fig. 5a.
This coupling employs a diaphragm type princi-
ple. It is designed to compensate for rela-
tively small residual angular misalignment,
provided that fabrication tolerances of the
assembly shown in Fig. 5a do not exceed .002-
.003". With such a coupling the fundamental
null-error has been reduced to 0.006-0.007% of
mean rotation velocity, and no resonance
within 900 Hz range was observed. The coupling
is also important to ensure the specified ball
bearing life.

Another method of coupling the sensor to
a drive train is to use a rigid attachment to
the shaft and a flexible suspension coupled to
the base (Fig. 5b). Again, this suspension
must be torsionally stiff, however this time
much stiffer since it works against larger
inertia of the entire housing.

Further improvement in accuracy is achieved
by using a special encoder with an additional
optical pickup station. The station is located
180 mechanical degrees away from the primary
pickup and produces a secondary output. While
the torsfonal signal appears precisely the
same at any readout station, a null-error at
every odd harmonic comes out from the primary
and secondary outputs in counterphase. By
simple summation of the two analog outputs a
compensation for the largest (fundamental)
null-error as well as for other odd harmonics

Fig. 5 - Installation of the Velocimeter with
a Flexible: a) rotor coupling or
b) housing suspension

is achieved. Accuracy of 180° shift is equal

to less than half of one count. For the encoder
of 1024 csunts/turn the shift-error is less
than 0.17°. For the harmosic order, say 101,
the error becomes about 17° which is still

good for compensation.

With the above improvements the threshold
level of the velocimeter is within 0.005% of
mean rotation velocity,

SIGNAL PROCESSING

Waveforms of the gear fault related
torsional vibrations and their spectral repre-
sentation are schematically shown in Fig. 6.
Along with the fundamental pinion component
(1P) and its harmonics (2P, 3P ...) there
exists the corresponding series of ring gear
harmonics or orders (1G, 2G ...) caused by
pitchline runout. Some of the harmonics might
be more pronounced due to special reasons.
Examples are: - influence of the bolt holes
in the ring gear body (1G x number of holes), -
appearance of the “"ghost" component embedded
by the gear machining process ( 1G y index
wheel teeth).

Tooth meshing components (1TM, 2TM ...)
represent "mesh noise" and appear at frequen-




cies that are multiples of the number of
teeth. Each of the TM components is sur-
rounded by sidebands. Because of nonlinear
interaction between excitations through the
B tooth loading, a modulation effect occurs and
gives rise to a pair of sidebands {3). Dif-
ference in orders between central (TM) and
side components is exactly equal to the order
H of the low frequency error. If, say, the
modulation is caused by the fundamental com-
ponent (1P), the difference is one order, and
the side components will be TM + 1, where TM
is equal to number of pinion teeth. As a
{ result, the energy induced by the tooth-
= meshing error is spread along the bandwidth,
b - thus the error is no longer quantitatively
b .

represented by TM-orders alone {4). Other
related orders also have to be considered.

The prime objective of the data processing
system is to identify the conjugate deviation
components. The best diagnostic tool is to
. apply the pinion and gear order analysis.

p Sometimes, along with the FFT, it is also

: advantageous to reduce data in the time domain.
Such is a case of sharp impacts referred to in
Fig. 6 as "nicks". The energy of a sharp
impluse is spread between a wide band of
harmonics in the frequency domain, without
leaving any distinct features of the "nick".
One is better off by applying, say, convolution
or other digital filtering techniques to the
waveform signature, along with time domain
averaging., This will allow enhancement and
extraction of impact events of a periodic
nature.

An efficient and accurate method to
computerize order analysis is to digitize the
analog signal at an external sampling rate,
this rate being controlled by an encoder
angularly Tocked to the rotating shaft of
interest (51. The encoder produces a number
of pulses per revolution equal to some interger
power of 2. Thus, a block of data which
contains - a) a number of data points equal to
an integer power of 2, and - b) an interger
number of fundamental periods (or revolutions),
can be easily acquired. These two conditions
are sufficient to obtain a "leakage free"
Discrete Fourier Transform, therefore harmonics
caused by gearing action can be accurately
identified.

Normally, one would acouire certain
number of data blocks, each containing a
number of data points satisfying the above two
conditions. To eliminate random scatter,
these blocks would be accumulated by averaging
in time domain with subsequent FFT processing
or, alternatively, would first undergo FFT and
then be accumulated by averaging in the fre-
quency domain.

a :.',‘.'. [ND

However, substantial complications are
encountered in the gear-related data processing
of the frequently occurred cases of a so
called "hunting tocth"., The "hunting tooth"
means that the gear teeth constitute a mutually
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prime set of numbers, for example 12 and 37,
which implies that the same pair of teeth will
contact again only in exactly 37 pinion, 12
ring gear revolutions. Whenever such an
arrangement is kinematically aliowable, it is
also preferable because of a number of advan-
tages.

A quieter gear set is obtained since part
of the energy, induced by a conjugate error,
is shifted toward low frequencies, practically
out of the vibration range. Furthermore,
through contacting virtually all of the mating
teeth, wear tends to mitigate distortion
introduced by a "bad" tooth. This is contrary
to aggravating the distortion (imprinting)
when only a few mating teeth are permanently
in contact. Additional advantage is achieved
from the fact that many of the pinion and gear
spectral components do not coincide, thus
indicating distinctly the source of the error
(e.g. 1P # 3G in case of 12 & 37 teeth,
contrary to the 12 & 36 teeth case).

Let us veturn now to the complications in
the data processing caused by the "hunting
tooth". The example of 12 & 37 teeth will
again be used throughout the discussion.

First, in order to eliminate a possible
influence of the periodicity inflicted by the
same pair of mating teeth on harmonics of
interest, data points must be acquired over




the time interval which contains an integer
number of these periods (at least, one set of
37 pinion revolutions).

Second, a data block consisting of an
integer number of pinion revolutions generally
does not contain an integer number of ring
gear revolutions. Remember that both conditions
are of prime importance to obtain "leakage
free" (accurate) Fourier transform. The
shortest acceptable data block is one which
covers 37 consecutive pinion revolutions:
also contains exactly 12 ring gear revolu-
tions. Thus, real time data acquisition of a
number of consecutive shaft revolutions is
required.

it

Third, such a data block, directly acquired
through a sampling rate synchronous with the
shaft rotation, will contain a number of data
points never equal to an integer power of 2.

The reason for that is simple: 37 is not an
integer power of 2. Therefore, the necessary
condition for FFT is not satisfied.

There exists an algorithm (Fig. 7) which

allows meeting all. of the three above conditions.

A block size of 2" data points is defined, 2"
also being the number of pulses per pinion
revolution, generated by the external device.
The analog conjugate gear error signal is
sampled, digitized, and entered into the block
only at every 37th pulse of the external pulse
train. Therefore, it takes 37 rotations of

the pinion to fill 2" entries into the data
block. It also takes exactly 12 complete
revolutions of the gear.

The remainder of the procedure is obvious.

FFT is applied to the whole 2n-point block.

The pinion order spectrum now consists of FFT
components located at position 37 and multiplies
thereof (74, 111, ...). Positions 12, 24, 36,

. in the FFT will form the gear order spectrum.

The fundamental tooth mesh order (1TM) is
common to pinion and gear orders, being the 37
x 12 = 444th FFT component.

The only concern left is to select the

resolution 2" of the data block and, respec-
tively, of the external encoder, sufficient to
represent without distortion the highest
harmonic of interest. According to the already
mentioned Nyquist-Kotelnikov rule, the number
of data points, taken per one cycle of the
highest harmonic, is recommended to be at
Teast equal to 4. If, for example, the spec-
trum of interest is limited to the second
tooth-mesh component with the side band: 2TM
+ 3 =27 in terms of pinion orders, the total
number of points acquired in 37 revolutions

must exceed 37 x 27 x 4 = 3996, and 2" = 4096
is the resolution suitable for this case.
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Fig., 7 - Algorithm of separate pinion and ring
gear order analysis

DYNAMIC RESPONSE

The torsional signal, accurately trans-
mitted and processed, is not yet directly
related to the conjugate error. The relation-
ship between the signal and the source is
determined by the transfer function of the
mechanical system, the encoder mounting fixture
included. Therefore, the correction of the
pinion and gear order components by the
proper transmissibility factors is required.

In order to establish quantitative trans-
missibility characteristics of the mechanical
system by conventional experimental methods,
one would normally introduce the exciting
force of a known level in the frequency range
of interest. This becomes an exceedingly
difficult task for the gear drive train. The
gear set would have to be in place since the
gear ratio determines the dynamic characteris-
tics of the train. The forcing function would
have to be applied in the vicinity of meshing
gears and, preferably, during rotation, since
the damping factors may be different.

A more natural method of excitation is
devised, one which employs a conjugate error
of the gear set itself. The method does not
require any additional facilities, providing
the speed of rotation can be varied. By
measuring a few properly selected spectral
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Fig. 8 - Calibration of dynamic response by matching of selected spectral components
components, while varying speed of rotation, - T™, that is 37G, as being properly
and by sequential matching the overlapped spaced (3.7 times) from the previous one;
parts of the response, the normalized trans-
g missibility curve can be experimentally obtained. - 2T, which at 2000 rpm determines 800 Hz
. The quantities furnished by the curve directly as the highest frequency of the response
i, relate both the error and the signal compo- curve (2000/60 - 2 - 12 = 800).
. nents to each other as a function of their
o frequency. Then, the system is tested over the speed
range of interest, each of the selected com-
.. In more detail the method is illustrated ponents is measured as the angular displace-
.~ in Fig. 8 in reference to the 12:37 gears ment vs. frequency and plotted in logarithmic
Y assembled into some mechanical setup. coordinates. An absolute value of the scale
factor for each of the plots can be chosen
_ First, the range of variable pinion rpm arbitrarily, In Fig. 8, for example, both the
o from 400 to 2000 is selected suitable for 1G and the 2TM plots look quite similar but
) running this particular system. Therefore, they cover very different ranges -- 60 to 900
e each single component will cover a fregency and 0.4 to 8 arc sec, respectively. This
ot range of 5. simply reflects the fact that the various
error components introduce different levels of
Next, a few prominent spectral components excitation.
- are selected to be spaced in frequency ratios
of less than 5 (preferably, 3 to 4), thus the In order to reduce the result to a uni-
- frequency ranges of adjacent components will form level of excitation throughout the entire
re overlap. The lowest is the gear fundamental frequency range, all of the five plots are
) component 1G, which at 400 rpm determines 2.2 combined into one by matching the overlapped
ey Hz as the lowest frequency of the response portions of information. In case of discre-
s curve (400/60 - 12/37 = 2,2), and reaches 11 pancies between adjacent overlapped portions,
- Hz at 2000 rpm. Other components and reasons any method of curve fitting would be helpful.

for their selection are as follows:
Finally, the combined response have to be

e - 3G, which is preferred here to the normalized using a portion where transmissi-
almost coinciding 1P as less susceptible bility is known, Usually at frequencies below
:E to the drive motor noise at sensor Joca- the first source-to-sensor resonance the
i tion; response is merely determined by the inertia
Y distribution between the pinion and gear
¥ - 10G, which happens to be pronounced shafts. In this example, the response at 15

- because of the 10 bolt holes in the ring to 50 Hz range (just above the fsolation
= gear body; related low frequency resonance) was assigned

b

to unity, since the opposite shaft inertia was
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Fig. 9 - Case of 12:37 gear set studies

intentionally enlarged by a flywheel. Thus,
3G amplitude is taken as reference, 1G and 10G
are obtained from it by overlap, from which TM
and then 2TM are similarly matched.

ILLUSTRATION

Fig. 9 shows some output results with re-
spect to the 12:37 gear and the setup which is
characterized by the dynamic response as per
Fig. 8. The results are selected to illustrate
the above concepts of gear error measurement.

The pinion fundamental component occurs at
26.5 Hz, corresponding to the 166 rad/s of
rotation velocity (1590 rpm). Since the level
of 0.01 rad/s can be distinctly observed in the
graphs, the resolution is containable within
the goal of 1 part in 10,000. Both the pinion
(Fig. 9a) and the gear (Fig. 9b) order spectra
exhibit prominent characteristic components:

1P to 5P, TM, TM + 1P, 2TM, 2TM + 1P
and

16, 106 (bolt holes), TM, TM + 1G, TM +
6G, TM + bolt holes (27 & 47), 2TM,

A dashed 1ine in Fig. 9a relates the pinion
spectrum to the source of the error as a re-
sult of applying the transmissibility factors.
Some of the components undergo significant
changes. Thus, the 12-th order (318 Hz) in-
creases 3.7 times because of its proximity to
the node around 210 Hz in Fig. 8. Contrary to
that, the 4-th order decreases 3.5 times since
it closely approaches the 108 Hz resonance.

After the correction is applied, it is
easy to obtain any of the components in arc
sec of angular displacement, if the conjugate
error is of a prime concern. For instance,
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the tooth-meshing component (12P) of .27 rad/s
represents:

0.27 - 57.3 - 3600/(2n - 26.5 -12) = 28
arc sec - as related to the pinion shaft;

or

28 « 12/37 = 9 arc sec - as related to
the gear shaft.

Another case of 12:37 gear set is shown in
Fig. 9c, d as partial view on the tooth-meshing
order with the sidebands. The only prominent
component of the gear order spectrum is the
37G (TM), whereas the pinion orders have rather
peculiar form. However, the dashed line graph
in Fig. 9¢, which represents the corrected
and also translated into seconds of arc spectrum,
exhibits a typical picture of significant modu-
lation. Indeed, the pinion fundamental com-
ponent, which happened to be very pronounced
in that case, gave rise to the sidebands. The
11-th and 13-th orders (that is TM + 1P}
of 25 and 23 arc sec respectively, are
especially strong. They exceed even the prime
T™ component, that is the 12-th order of 17
arc sec magnitude.

This case illustrates a very good separa-
tion of pinion and gear orders, and subse-
quently, separation of their respective causes.
The case also confirms that the TM-orders alone
may not be representative of the tooth-meshing
error. Enerqy of the error may be drained to
the sidebands, subject to how deep is the
modulation.
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gear order spectra are obtainable.

the experimental work.

Mechanical implementation of this techni-
que, including sensing instrumentation, is
relatively simple, being based on commercially ST
available components. No external devices are RSO
needed to provide excitation for purposes of :
establishing the dynamic response of the test
system. A1l necessary information is obtained
by varying the speed of rotation of the sys-
tem.

While simple to implement, the technique e
is very effective in supplying accurate measure- S
ments. When used with a properly configured

computing system, preferably with one which T
includes an array processor, data acquisition oo 1

and processing time may be as short as 3 LS
seconds. The technique is proven for on-line 9. S
field application [2] with results that have S

shown 95-98% correlation with conventional S e

laboratory measurements. 2 -',‘_:‘.-‘. )

It should be pointed out that the newly
developed angular velocimeter is not limited
to gear related measwrements. It may be
profitably utilized in many applications
concerned with torsional oscillations. The
principle employed to calibrate the dynamic
response on the basis of excitations internal
to the system is likewise not limited to
gears. Ball bearings, belt transmissions,
turbine wheels, and the like may be utilized
as natural sources of excitation for purposes
of calibration of torsionally as well as e
linearly vibrating systems. AT
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DISCUSSION

Mr. Volin (Shock & Vibration Informtion

Center): What was the gource of the carrier
ripple frequency in the measurements of the gear
vibration?

Mr. Shmuter: By carrier, do you mean the
carrier frequency fluctuation?

Mr. Volin: No. There was a ripple frequency.
What was that due to?

Mr. Shmuter: It is the number of pulses per
turn. You rotate the encoder, and if the
velocity is steady, it just produces a two kHz
pulse. You have 1,024 pulges per turmn, and you
may rotate it at 1,200 rpm. So, you have a
frequency of 20 Hz multiplied by 1,000 pulses
per turn, and you get a 20 kHz pulse rate. This
produces the ripple. When you demodulate the
signal, you recover your torsional vibration
which is below one kHz, But, the 20 kHz is a
carrier frequency, so you want to get rid of
it. That is what I mean by carrier frequency
ripple.

Mr, Volin: Could this system be used to detect
gear meshing problems? Could it also be used
for machinery health condition monitoring? This
looks like it might be one very good
application, particularly since you have a non~
contacting measurement scheme. Trying to
recover gear signatures from just monitoring or
measuring the vibration at the bearing caps is
difficult.

Mr. Shmuter: That i8 true. Yes, I share this
with you. Although we use it for the diagnostic
on the production floor, this technique can be
used for machinery conditioning monitoring as
well, especially in the way I presented it

here. I extracted from our machine the simple
solution and presented here to be used in other
applications. One application is base-line
monitoring or something like that which you just
mentioned.
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THE ANALYSIS BY THE LUMPED PARAMETER METHOD OF BLADE PLATFORM FRICTION DAMPERS USED
IN THE HIGH PRESSURE FUEL TURBOPUMP OF THE SPACE SHUTTLE MAIN ENGINE

R. J.

Dominic

University of Dayton Research Institute
Dayton, Ohio

Premature cracking of the first stage turbine blades in the high pres-
sure fuel turbopump of the space shuttle main engine could be alleviated
by redesign of the platform friction dampers that are used to reduce the

vibration response of the blades.

Analytical

studies, by the lumped

mass method, of friction damper effectiveness have been performed.

Methodologies used in the program are described.

Results show that the

effectiveness of the blade platform dampers can be increased if the
operating parameters of the system can be defined.

NOMENCLATURE

A,D - peak deflection amplitudes of the in-
board and outboard modal masses, re-
spectively, of the lumped parameter

blade

E - engine order of the excitation forcing
function

fl,fz,f3 - regsonant frequencies for the first
three flexural modes

kl,k2 - modal stiffnesses of the outboard and
inboard flexural springs of the
lumped parameter blade

ml,m2 - modal masses of the lumped parameter
blade

N - normal force holding two surfaces
together

n - total number of blades in a bladed
disk

s - peak amplitude of the forcing function

t - instantaneous value of time

x,%,X - instantaneous values of the deflection,
velocity, and acceleration of a modal
mass

o,Y - phase angles associated with A and D,
respectively

8 - phase angle associated with S for a
particular blade

n - loss factor of the lumped parameter
blade

9 - relative blade to blade phase angle of
a tuned system

u - coefficient of friction

v - blade number

w - 27nf, the angular veloci.ty

1,2 - subscripts for the outboard and in-

board blade parameters, respectively

1, BACKGROUND

The space shuttle main engine (SSME) is a
reusable, high performance, liquid-propellant
rocket engine with variable thrust. Each of the
three SSME's used on the orbiter vehicle is rated
at 375,000 1b, thrust at sea level, 470,000 1lb.
thrust in vacuum, and is throttle controllable
from 65 to 109 percent of rated thrust. Four
accassory turbopumps feed the liquid hydrogen
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fuel and liquid oxygen oxidizer at high pressure
to the injectors of the main burner. The two
high pressure turbopumps are driven by steam
mixed with hydrogen which is produced by com-
bustion of an over-rich fuel mixture in each of
two preburners, one in the fuel and one in the
oxidizer supply system. The liquid hydrogen
fuel is circulated as a coolant through tubes in
the main nozzle and combustion chamber walls,
and over the turbine blade necks and through the
bearings of the high pressure turbopumps. The
SSME's are rated for 7.5 hours of operational
life and 55 starts., The standard mission con-
sists of 520 seconds of operation.

The SSME has been very reliable to date ex-
cept for premature cracking of first stage tur-
bine blades in the high pressure fuel turbopump
(HPFTP) . The HPFTP consists of a two stage high
speed turbine driving a three stage centrifugal
pump through a ccommon shaft (See Fig. 1). The
shaft is supported at the turbine inlet by a
roller bearing constrained by 13 struts attached
to the turbine housing. The aft sqopportis pro-
vided by a thrust bearing assembly attached to
the pump housing. The HPFTP turbine operates at
high-speed (28,000 to 38,000 rpm), high-~pressure
(4,000 to 5,500 psi inlet pressure), high-temp-
erature (2,000°R at inlet), and is rated at
70,000 hp. The two stage turbine assembly is
approximately 12 inches in diameter and 12
inches long.

The first stage turbine of the HPFTP consists
of a fixed 41 vane nozzle assembly feeding a 63
blade turbine wheel. A schematic of the flow
path is shown in Figure 2, The s0lid blades of
the turbine are cast from a superalloy (Mar M
246) and are directionally solidified. The
blades attach to the disk with a four-eldment
firtree. They have a short neck, a platform,
and a curved airfoil that measures approximately
0.85 inch in both the spanwise and chordwise
directions. Interblade friction dampers ave
constrained in slots below the platfrn.m to pro-
vide both; (1) a platform seal between the hot
driving gas and the blade neck coolant; and
(2) damping of blade vibrations through the ap-
plication of friction forces to the lower sur-




face of the blade platform. The friction dampers
are held loosely in the slots below the plat-

clearance between adjacent blade platforms for
one turbine build.

forms until turbine spin up occurs. Thereafter
they are held tightly against the lower
surface of the platforms by the combination of
centrifugal force and by the pressure differen-
tial between the driving and coolant gases. A
photo of two HPFTP first stage turbine blades
and friction dampers is shown in Fig. 3.

2nd BLAI
2nd NOZZIE

1st NOZZIE
Ist BLADED DISK
FIG. 1 SECTION, SSME HIGH PRESSURE FUEL
TURBOPUMP

1.073 ReF,

[T S
0.890 REF.

FLOW MODEL
sounoary e —mm———————

FIG. 2 HPFTP FLOW PATH SHOWING STRUTS, NOZZLES
AND TURBINE BLADES, R= 5.465

The HPFTP failures have consisted of cracks
in the first stage turbine blade airfoils just
above the platform, primarily in the leading and
trailing edges of the airfoils. Three failures
that occurred very early in the engine develop-
ment program were the most severe and were
attributed to:

1. An overtemperature run that welded
dampers to some of the platforms, causing plat-
from lockup;

2. An overtemperature run that caused a
nickel plate anti-friction coating on the damp-
ers to extrude between platforms, again causing
platform lockup;

3. Platform lockup caused by insufficient

FIG. 3 HPFTP lst STAGE BLADES AND DAMPERS

Additional slowly growing cracks have been
noted in other test stand turbine runs, and
have been attributed to lockup of adjacent plat-
forms by overeffectiveness of the interblade
friction dampers. This problem has been reduced
considerably through a test and development pro-
gram which has led to reduction of the mass of
the friction dampers by a factor of three and
also has led to streamlining of the turbopump
front bearing support struts,

However, test and analytical studies have
been inconclusive in defining the fatigue life
of this turbine blade because neither the vibra-
tion excitation forcing function nor the blade
response, as affected by the platform friction
dampers, could be clearly or completelydescribed.
The turbopumps therefore have been used for only
one or two flights of the SSME.

The critical mode of the HPFTP first stage
turbine blade is judged to be the first flex
mode of the overall blade with the root firmly
clamped at the firtree. Modal analyses have
been performed on several blades and show this
mode occurs at 4,500 * 200 Hz. The platform
dampers installed in this turbine stage have
always damped this mode effectively. However,
if these dampers lockup adjacent platforms a
new flex bending mode of only the airfoil sec-
tion of the blade occurs at approximately 8,500
Hz. 1If the platforms become rigidly locked
this mode is very lightly damped. As mentioned,
previous blade failures have been attributed to
just such occurrences. Successful operation of
this platform damper thus requires sufficient
damping to alleviate the first flex mode reso-
nance condition without inducing an undamped or
very lightly damped airfoil alone resonance
mode., Both of these modes show maximum alter-
nating stresses at the leading and trailingedge
corners of the airfoil just above the platform-
to-airfoil fillet radius, the locations where
most failures have occurred.




The primary excitation source for blade vi- -
bration is the drive gas stream perturbations
caused by the wakes from the 13 front bearing
support struts and the 41 first stage nozzle
vanes. These wakes provide fairly broadband ex-
citation of the turbine blades to an upper fre-
quency of at least 50 KHz. The 13 support struts
are each aligned with a nozzle vane and increase
the wake effects for 13 of the 41 vanes, as
shown in Figure 4. Since the strut spacing is
necessarily non-symmetrical a large number of
fourier components appear in the flow perturb-
ation pattern frequency analysis. The strongest
component occurs at 41 x revolutions per second
(41E) which covers the range from 19 to 26 KHz

for the operational speed range of the turbopump.

This frequency range includes some of the higher
modes of the blade. Other components occur at
9E, 1lE, 13E, and 15E, which would excite the
4500 and 8500 flex modes of the blade within the
operational speed range. The 8500 Hz flex mode
of the airfoil alone is excited over a wider
speed range and at a higher energy level than
the 4500 Hz flex mode of the whole blade. The
very low blade damping at rigid platform lockup
makes the 8500 Hz mode a potentially high damage
mode. The configuration of the front struts has
been redesigned to a near optimal streamline to
reduce the excitation of the lower vibration
modes of the blade but these modes are still
judged to be the major causes of blade fatigue
damage, with the 8500 Hz mode judged most damag-
ing. However, the level of the excitation has
not been well defined and this causes a problem
in designing an optimum damper, as will be seen
later in the analysis data.

SSME HPFTP
TURBINE INLET AND FIRST NOZZIE
AIR RIG TESTS
_a00} PRODUCTION STRUTS
STRUF  BOUNDARY LAYER PROBE STRUT
NOZZLE NOZZIE
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320} TEST DATE: 314/78
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FIG. 4 WAKE PERTURBATIONS CAUSED BY NOZZLES
AND STRUTS

2. THE LUMPED PARAMETER (LUMPED MASS) ANALYSIS

The lumped mass program analyzes the blade
only in its lower order flexural modes and only
for the steady state solution. The blade is
represented by two concentrated magses (m.,m,)
supported in series by two flexural springs
(k.,k,) with a hysteretic loss factor (n) asso-
ciated with the springs, The hysteretic loss
factor represents the combination of root damp-
ing, aerodynamic damping, and material damping
in the operating blade. The concentrated masses
and flexural springs represent the modal param-

eters of the blade in the flexural plane. The
modal parameters for the SSME HPFTP first stage
blade can be determined from the resonance equa-
tions of the blade in three flexural resonance
conditions, as shown in Fig. 5. The resonance
frequencies fl, £, f3 have been measured in
test programs as %ollows: f. has been measured
by Rocketdyne Division of R%ckwell International
(RD) in siren tests and by the University of
Dayton Research Institute (UDRI) in impact tests;
£, has been measured by RD in siren tests; f

was shown in the RD whirligig test data (Refér-
ence 1) on blades with welded platforms and on
blades with friction dampers when the dampers
greatly limited platform motion. These values
are average values for several blades.

LUMPED
SIMPLIFIED
BLADE
AIRFOIL f) = 4500 Hz
fy = 18000 He
I
2
PLATFORM z
z
roor | [NESK
i 1
7 U rreaueney 2

FREE BEAM 1st AND 2nd FLEX MODES

l J/k\t3-8ﬁnﬂz
]

LOCKED PLATFORM lst FLEX MODE

AMPLITUTDE

FIG. 5 HPFTP lst STAGE BLADE FLEX MODES

Three resonance equations can be derived,
two for the free blade and one for the platform
locked blade, as below.

k. k

172 2

L2 unPeg)2 (n
mlm2 172
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k

Lo (ane)? (3)
m1 3

These three equations can be simplified algebra-
ically to state three of the unknown parameters
in terms of the fourth as:

2
kl = (Zﬂfa) my (4)
2
. . (2 flf2f3) n (s)
2 2 .2 2 2 1
(f2 -f3 )(f3 —fll
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Then if m, is assigned a value the other three
parameters are defined. We assigned m, = 0.027
pound, then m, = 0.007975 poung, k, = %.705x10
pounds/inch, and k, = 2.859x10 poufids/inch. The
dimensionless hystéretic lossg factor, n, has
been assigned values of 0.002 and 0.008 in var-
ious computer analysis runs conducted to date.
If a series of these blades are installed
in a rigid disk with platform friction dampers
between the blades and with airfoil excitation
forces imposed, the discrete bladed disk model
shown in Figure 6 is evolved. This system is a
modal analog of the HPFTP first stage blade disk
in the frequency range of 0 to perhaps 20,000 Hz
The equations of motion for the vth blade in
Fig. 6 are: . n

l\) . .
By Kotk (X Ry %, V=8 cos e )

. k LI . kzvn.
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FIG. 6 LUMPED MASS MODEL OF BLADED DISK SYSTEM

for v=1,2,...,n, where n is the number of
blades in the system. These are a set of non-
linear equations of the second order, the only
nonlinear terms representing a Coulomb model of
the friction forces on the platform. The pre-
viously undefined terms in these equations are
the harmonic excitation force, S cos{t+§ ), the
coefficient of friction, l, the normal force on
the friction surface, N , and R is a correction
coefficient. The phase angle, § , represents
the time lag of a traveling wave excitation
around the disk system. This is representative
of the spinning blade system passing through
pressure disturbances caused by the inlet vanes
and shaft front support struts,

This system of equations is solved using the
method of harmonic balance. A nonlinear matrix
iteration is used to obtain numerical solution
(see Reference3). The soluticn, obtained by
computer, congists of the amplitudes D , Au' and
the phase angles Yoo by for the outhoard
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(airfoil) and inboard (platform and neck) modal
masses of each blade as a function of the system

paramters My e Myyr klv' sz, Nv’ Sv, ¥, n, and

@ . Since most of the system parameters are input
to the computer as arrays, i.e., all the sub-
scripted parameters, many types of mistuned sys-
tems can be evaluated. Only solutions for a
tuned system have been evaluated to date in this
study, specifically, a tuned system with the
HPFTP average blade. To vary N, S,U, or n a
series of runs must be made. Analyses have been
made with n = 0,008 or 0.002, u = 0.19 or 0.38,
S =1, 10 or 100 pounds, and N equal various
values from O (the undamped case) to 50,000
pounds {(with N appropriate to the other parame-
ters selected).

The usual analysis is a series of computer
runs with n, i, and S constant and N varying -
from 0 to a selected upper limit in about ten
steps. In each run solutions are obtained from
a lower starting frequency to an upper ending
frequency at fixed increments of the frequency
range. The range from 3,000 to 12,000 Hz has
been evaluated in 100 Yz increments in most runs
since failrres at the 8500 Hz mode when platform
lockup occurs are of major interest. A few runs - -
from 3,000 to 20,000 Hz have been processed and
show that the friction damping is as effective
at the second flexural mode of the free blade . .
(18,000 Hz) as it is at the first flexural mode .

(4500 Hz). .

Another controlling parameter of the fric- C
tion damper performance is the blade to adjacent
blade phasing. One would expect that when adja-
cent blades are in phase no damping by the inter-
platform friction Sampers would occur. Converse-
ly, maximum damping would be expected when the e
blades are out of phase. The interblade phase R
angle is controlled by 6 , the phase shift of .o
the harmonic forcing function S _cos (wt+6§ ),and T
is input to each run as an array. The value of
ﬁv, the phase angle of the vth blade for a
phase tuned system is defined as:

5§ = 2TE (v-1)

v T (9)

where E is the engine order of the vibration
mode and n is the total number of blades in the
disk. For simplification n=64, the number of
blades in a synthetic system has been used
rather than n=63, the number of blades in the
actual HPFTP first stage disk system. This
allows for considerable simplification and con-
sequent cost savings in the computer runs. The
blade to blade phase shift is called phase angle
8. 6 is defined as:

27E _

I 5v -év-l (10)
2132 2n
Thus 6 =7 = —ng = 2 (11)
and n = 2, a closed two-bladed tuned disk system.
Similarly,
- 27116 27
9—-2—= ryuiade (12)

a four-bladed disk system and
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e=a 1" 8 (13)
leads to an eight-bladed disk system. These

systems have been analyzed, Future plans in~
clude runs of 16 and 32 bladed tuned systems

(E =4 and 2, and 8 = 7/8 and 7/16, respective-
ly). In these tuned systems all blades expex-
ience identical deflections at the modal masses
(D, A for m, . 92) and identjcal phasing (Y).

3. ANALYSIS RESULTS

s A sample of program output data for the out-
- board modal mass is presented in Fig. 7 as a plot
. of amplitude D versus frequency and a similar
.- set of data for the inboard modal mass (ampli-

tude A) is presented in Figure 8 for the same
computer runs., These data sets arise from
successive runs of the lumped mass program with
the program N array set successively to the
values shown in the tables on the figures. The
other system parameters for these runs were:

8 = m/4 (8 bladed disk)

§ = 1.0 1b. cos Wt *ﬁéﬂ)
b= 0.19
n = 0.002

and m,om "kl' k,, = HPFTP average blade modal
values for the tuned first stage disk system.
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Figure 7 shows that amplitude D is reduced
nearly three orders of magnitude when optimum
damping occurs and that it is quite highly
damped at 8500 Hz, even for large values of N,
the damper normal force. 1In Figure 8, it can
be seen that amplitude A tends to a value at
8500 Hz that is more than three orders of mag-
nitude below the value for the free blade at
4500 Hz. This indicates that the Coulomb fric-
tion force is supplying a substantial amount of
damping, even for very low amplitude platform
motion. This will be discussed in more detail
later.

1

S Figure 9 shows the plot of the maximum am-~
}%3 plitude of D (airfoil modal mass deflection)
'.‘-‘

ey

».

P

versus the ratio UN/S, the ratio of the friction
force amplitude opposing platform motion to the
blade forcing function amplitude. The data
points selected for the Figure 9 plot arecircled
and annotated on Figure 7. Figures 7 and 8 show
that the blade vibration amplitude is reduced
very quickly by friction damping at relatively
low values of N. This fact is depicted very
graphically on the D versus uN/S plot. Figures
7 and 8 show also that the blade transitions
very quickly from the 4500 Hz mode to the 8500
Hz mode at low values of N or UN/S and that the
minimum response of the blade occurs in this
transition region at very near the midfrequency
of the region.
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Figure 10 shows the effect of quadrupling n,
the hysteretic loss factor, from 0,002 to 0.008
while all other parameters remain unchanged.
Figure 10 shows that hysteretic damping is lin-
early effective in combination with the friction
damping at the 4500 Hz modal frequency. After
the friction damping forces the frequency into
the transition region, however, the effect of
the hysteretic damping becomes negligible.
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VARIATION IN n s

Figure 11 shows the effect of variation of
8, the blade to blade phase angle. It is seen
that a larger phase shift between blades up to
an equivalent engine order (E) of vibration of
n/2, produces a higher level of Coulomb friction
damping, as expected. However, this is not
usually a controllable parameter in an opera-
tional turbine, as may be true of most of the
other parameters. The figure does show the
characteristics of the curves for variousengine
orders of excitation, and consequently provides
useful design or evaluation information. It
should be noted that the amplitude reduction
possible is the same for all values of 8 but at
different values of UN/S.

Figure 12 shows the effect of variation of
S, the forcing function amplitude. It should be
noted that the three curves shown have identical
shapes, but that for an order of magnitude in-
crease in S the D (and A) response amplitudes
increase by an order of magnitude. This shows
the system to be linear with S and indicates
that a unit curve (S$=1) can be used to define a
systsm. Then, the response ampliﬁude can be
scaled by the value of S at any L] for any op-
erating system having otherwise identical oper-
ating parameters.

All the previous data sets representsystems

having a p{the damper to platform coefficient of
friction) of 0.19, a strictly arbitrary value
used by UDRI in some analyses for a previous
program. A set of computer data was generated
for a system having U of 0.38, double the pre-
vious value. However, when a data point for

UN/S values 942252 was plotted, the amplitude

fell identically on 0.19x10 ., and similarly for
all values of 0.19 XN ejuivalent to 0.38XN,

This shows that U and N are not independent var-
iables, which should be expected as it is a
basic tenet of Coulomb friction. This does not
mean that it is not necessary to know the values
of |1 and N and their characteristics throughout
the operating temperature-pressure speed regime
of the turbine. Instead, the converse is true
because they may be amenable to some modifica-
tion if design problems are encountered, or if,
later, operational fatigue problems are encount-
ered that make modification of the system
mandatory.

0-8 = m/4,m+002,5:1, u* .9

0-6 = 72, 1=.002,S=l, u=.19
4-8 = v ,m=002,5=l, K19
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A weakness of this dynamic analysis is that
the Coulomb friction model applies only over a
limited lower part of the LN/S range. Theextent
of Coulomb friction damping in the uN/S range is
affected by the friction surface parameters, the
normal forces, and the vibration frequency and
amplitude. At some magnitude of uUN/S Coulomb
friction ends and the regime of stick-slip fric-
tion begins. The stick-slip regime is followed
by the end of slip, the lockup regime, where
friction ends and the surfaces are locked firm-
ly together. Important questions for any fric-
tion damping system are:

1. Where do stick-slip begin and end? and

2. What are the effects of the stick-slip

mode ?
The consequence of platform lockup has been

108
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shown to be quitesevere for the system under
study, being almost immediate failure of the
turbine blade. The effect of lockup is not only
the loss of friction damping but also the loss
of the normally very effective blade root damp-
ing. Thereafter, airfoil vibration amplitude at
excited rescnance modes is limited only by the
very low blade material hysteretic loss factor
combined with whatever aerodynamic viscous
damping is imparted to the blade by the flow of
the driving fluid. The outboard blade section
effective loss factor is quite likely to be at
least an order of magnitude less than that of
the inboard blade section.

0-S= 100, n=.002,u=.19,8=7/4
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The consequences of stick-slip and lockup
have been sketched on a copy of the Figure 9
graph as shown in Figure 13, The Figure 13
data was replotted with linear scales in
Figure 14 to emphasize its significance. The
location of stick-slip onget and the breadth of
the stick-slip range may be very critical to
system survival. They are likely to be indeter-
minable without a careful and costly test pro-
gram. Such a program may yield only margin-
ally satisfactory results, What is needed is
instrumentation data readings during system
operation. Acgquisition of such data is still
beyond the state of the art for some high per-
formance systems, particularly small ones oper-~
ating at high rotational speeds.
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The computer program for the lumped mass
analysis of the HPFTP blade has been modified
recently to separate the loss factor n into two
separate parameters, n. and nz, to beassociated
with the flexural sprix]iqs k, and k2, respective-
ly. The program results now will reflect the
absence of root damping in the blade airfoil
section vibration. Additional analysis is in
work to evaluate the effects of this change,
A follow on paper will be written describing
the new analysis and its results,
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4. CONCLUSIONS

The following conclusions are drawn concern-
ing the application of the lumped parameter (or
lumped mass) analysis to the HPFTP lst stage
blade failure problem.

1, The lumped mass analysis shows the qual-
itative effects of the platform friction dampers
on the flexural resonance response modes of the
blade in the frequency range of 0 to 20,000 Hz.

2, Good guantitative analysis (amplitude,
strain) is dependent on reliable knowledge of
the parameters upon which the analysis is based,
i.e., m,, m,. kl' k,» H, N, N, 5, and & or §,
these latteX being %unctions of the excitation
frequency and the number of blades in the disc.

3. The analysis shows that very effective
friction damping is achieved in the range of the
parameter UN/S from the values of 2 to the value
where UN/S causes the onset of stick-slip fric-
tion, and later stick (no friction). 1In the
range of UN/S from 2 to 100, for instance, the
amplitude response of the blade is reduced more
than 90 percent.

4, The root damping of the blade does hot
appreciably affect the airfoil response after
the friction damping becomes effective.

5. The response amplitude of the airfoil is
reduced more than two orders of magnitude (more
than 99 percent) in the minimum response fre-
quency transition region (UN/S range approxi-
mately 2 to 5, dependent on 8).

6. The response amplitude curves shown in
Figure 10 through 12 define the effects of
variation of n, &, and § on the response of the
HPFTP lst stage blade in the lower UN/S region
where stick~slip and stick are not encountered.

7. Figure 12 shows that the response curves
for S=1 can be used for design or redesign of
the blade-damper system since the amplitude
response scales linearly as a function of S at
any value of uN/S.

8. The values of UN/S that cause onset of
stick-slip and stick are critical to the damper
system design. 1If these regions can be avoided
the Coulomb friction damping is very effective.

9. The airfoil amplitude response during
stick-slip is undefined and if stick is encoun-
tered the airfoil amplitude will be controlled
only by the damping of the airfoil section of
the blade.

It can be stated further that the HPFTP lst
stage blade/damper lumped mass analysis provides
guidance for the design of any similar blade
system. It is emphasized that the stick-slip
and stick regimes must be avoided and that quan-
titatjve evaluation is dependent on the accuracy
of the data set input to the analysis.
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DISCUSSION

Mr. Sickmeler (General Motors): Since friction
produces wear, based on your testing, did you
predict how long this damper would last before
it would wear out and lose its effectiveness?

Mr. Dominic: I made no predictions. Friction
studies, in most cases, are quite expensive and
difficult, in my experience.

Mr. Sickmeier: At this point, how long were the
runs that you have made that have proven
satisfactory in time?

Mr. Dominic: I don’t have that information,
But, the little bit that I have picked up in
going through my data sets is really quite
fascinating. A number of the engines have flown
several missions, and as far as I know, there
have been no problems with friction dampers.
Those are super alloy blades and dampers, MAR-M-
246 directionally solidified blades, and the
same material is in the dampers. There is some
lubrication by gas flow from the cooling system
on the roots, up through the dampers and into
the turbine drive gas stream. I would really
like to know what the coefficient of friction is
myself. I don’t think 1t is possible to get
that information.

Mr., Lee (Ohio State University): Do you have
any experimental measurements showing what is
actually going on at the interface of the disk
and the root of the blade, such as friction and
relative motion?

Mr. Dominic: No. David Jones wrote an
extensive paper on root damping in turbine
blades. It is referenced in my paper.

Mr. Lee: Also, there was some theoretical work
done about ten years ago by Jim McBain, at the
Aero Propulsion Laboratory, on the effect of
root constraint on the vibration of a blade,
So, 1 am very interested in this subject
unyself. How do you model something which
obviously looks like a discrete model having a
mass and spring damper? It wouldn’t be able to
take care of the initial stresses due to
temperature, and perhaps the stress induced by
rotation at the root. It may not behave as a
coulomb friction low damper. So, 1 wonder if a
more complete model should consider the
deformation of the interface between the blade
and the disk, and also the initial stress due to
the temperature rise and the rotation of the
machinery? I believe they must be considered
for a more complete analysis. How do you feel?

Mr. Dominfc: I think that is true. Of course,
you are talking about one of the very tough
problems., There was a very extensive finite
element analysis of this blade by Lockheed.

Many people spent a lot of time on it, and they
developed a very detailed model, But, they did
not even pick up the 8,500 Hz mode, which i{s the
failure mode of the blade. So, I think the more

MR it L S s S e

complicated the finite element models get, the
more fineness you get in your answers. But you
get less resolution because you don’t know your
input parameters or the input effects that
closely,

Mr. Lee: Since you mentioned the finite element
method, I don‘t know whether the existing finite
element model can really handle such a
complicated problem including, perhaps,
frictional contact, impact, and slip stick.
These are very, very complicated problems.
Second, about the root; in your experimental
results, I believe you said that 1if it is
welded, you did not see any vibration above
4,500 Hz. But, if it is slotted, you saw a
spanwise bending mode, or was it a torsional
mode?

Mr. Dominic: It was a spanwise bending mode,
but you also get a torsional mode. There is a
very strong torsional mode on the blade at about
11,000 Hz.

Mr, Lee: In that set of experimental data, I
was wondering whether there was a switch in the
mode from spanwise bending to a torsiomnal
vibration that depended on the speed of
rotation?

Mr, Dominic: This is the welded blade, and here
is the 4,500 Hz region. There is a very small
indication of it, and that is about all. The
data are in the transition region up to the
8,500 Hz mode which sets in at a very high
anplitude, This ig the failure mode of the
blade. The torsional mode {s also very stromg,
but it i{s primarily the 8,500 Hz mode that
caugses the problem. This was the first run made
on this particular test program from which these
data were taken, The interruptions in the data
are due to problems with the high speed slip
rings. They shut down the test (they were going
to 38,000 rpm on this test) at 28,000 rpm
because of outer limit response at one of their
safety parameters that they monitored. They
made later runs where they had 13 E excitation
which they knew was an exciting parameter for
the blades. But by the time they got there,
most of the strain gauges were gone. They lost
a good many of their strain gauges in this rum,
and that 1s why I presented a set of data from
this run. All of the strain gauges on the
welded together blades went out on thia rum.
There are no data on the constrained blades on
any of the other rumns, There are some data on
the blades with no dampers and on the blades
having three different types of friction
dampers. So, that is a problem, They tested a
blade with three different types of dampers.

The masses of those dampers were .5 gram, .65
gram, and one gram., They got almost equal
response from the .5 gram and the .65 gram
dampers. 1 think they called this their
precision damper. They had some lands built on
the end of the damper to try to restrict the
torsion mode because they would have more
friction on the lands, You would only have
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sporadic contact between those lands, But you
can see, there is a little bit in the 4,500 Hz
mode, and this is primarily unbalanced data.
That {s the first torsion, and that is the first
airfoll bending.




¥ VIBRATION PROBLEMS
TRANSIENT VIBRATION TEST CRITERIA
FOR SPACECRAFT HARDWARE

D. L. Kern and C. D. Hayes
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Transient vibration test oriteria have been developed for spacecraft hardware.
The test criteria provide a test ratiomale to verify the capability of ths
hardware to withstand the low and mid frequency transient vidbration
environments induced by launch vehicle events. The traditional test method
—- employed to simulate transient vibration environments, the slow swept sine

results in excessive resonant response buildup and an excessive number of‘
vibration cycles as compared to the actual transient flight enviromment. A
unique test method, consisting of a series of disorets frequency, limited
cycle, modulated sine wave pulses, was developed to avoid the slow swept sine
drawbacks, yet provide a repeatable test that would excite all frequencies,
The shape of the waveform is that of the classic reaponse of the mass of a one
degree of freedom system when it is base-excited by an exponentially decayed
sine wvave transient, Criteria were developed to define pulse amplitudes,
shapes, and center frequencies from spacecraft loads analyses, Test tolerance
criteria were also developed and specified. The transient vibration test
ecriteria were implemented on spacecraft flight hardware both at the Jet
Propulsion Laboratory and at contractor facilities., The test criteria
acbieved their objective of providing a more realistic test simulation (1.0.,
less conservative) for qualification of spacecraft hardware without risk of
undertest,

BACKGROUND

The Jet Propulsion Laboratory has been assigned and an excessive pumber of vibration cycles as

by NASA the task of managing the Galileo
progras, a planetary exploration spacecraft
with & Jupiter orbit and probe deployment
mission scheduled for launch via Shuttle/Wide
Body Centaur in 1986. Loads predictions for
Galileo show that the spacecraft and its
hardware will be subjected to significant low
(below 35 Hz) and mid (between 35 and
approximately 100 Hz) frequency transient
vibration environments during launch vehicle
events, To ensure mission success, it i»s
necessary to verify that the spacecraft and
hardware can withstand these transient launch
environments, The traditional test method tb
simulate transient vidbration environments for
spacecraft hardware (electronic equipment,
mdchanical devices, science instruments, eto.)
is the slow swept sine vibration test,
However, this test method has the drawbacks of
irducing excessive resonant response buildup

compured to the actual transient flight
environcent, Two Galileo spacecraft hardware
items, both predicted to experience high
tranaient vibration loads during Shuttle
launch, were anticipated to be particularly
susceptible to the slow swept sine vibration
test. In support of the Galileo progranm,
special transient vibration tests have been
developed and implesented for these hardware:
the Radioisotope Thermoelectric Generators
(RTG's) and the Magnetometer Boom Assembly.
The RTG's were identified early in the Galileo
program as being sensitive to slow swept sine
vibration teating, based on previous test
experience with a similar design that flew on
the Voyager and the Lincoln Labs Experimental
Satellite (LES) 8 and 9 spacecrafts, The two
boom mounted RTG's, which weigh 122 pounds
gach, provide the electrical power for the
spacecraft, An RTG will also fly on the




International Solar Polar Mission (ISPM)

apacecraft, which is also launched on a
Shuttle/Wide Body Centaur. The Magnetometer
Boom Assembly consists of sensor elements on
the end of a long collapsible boom stowed in a
cannister for launch. This item was identified,
later in the program, as being sensitive to low
frequency vibration and slightly different
transient vibration test criteria were
developed for its qualification.

The low and mid frequency transient vibration
environments that the Galileo spacecraft will
experience are induced by Shuttle/Wide Body
Centaur launch vehicle transient events such as
1iftoff ignition, nonsymmetric ignition of the
Solid Rocket Boosters (SRB's), SRB thrust
buildup, stage separations, engine cutoff
gusts, transonic and maximum Q flight, and
landing. These transient events provide the
dominant vibration source for the Galileo
spacecraft in the low frequencies, The high
frequencies are dominated by the acoustically
induced random vibration environment. The
ocross over frequency range for Shuttle payloads
where the randow vibration environment begins
to doainate over the transient environment is
not well defined. However, current Galileo
loads predictions show significant transient
environments out to 80 Hz., The predicted

Galileo transient vibration responses are based
on a shock spectra and impedance method to

determine an upper bound for spacecraft loads,
Reference 1, Below 35 Hz, Galileo responses
are predicted using transient forcing functions
supplied by the STS contractor. Final loads
verification will be accomplished by a full
Space Tranaportation System (STS)/Galileo
coupled loads analysis, STS payload transient
forcing functions are defined only to 35 Hz due
to STS Finite Element Model (F.E.M,) size and
other limitations. Between 35 Hz and 80 Hz,
Galileo transient responses are predicted uaing
a "synthetic" forcing function. This
"synthetic® forcing function is based on
Shuttle flight data and on a generalized
extrapolation of loads analyses below 35 Hz to
the higher frequencies. The Galileo loads
analyses are restricted to an upper frequency
of 80 Hz due to the spacecraft F.E.M. accuracy
limitations,

Based upon uncertainties in the definition of
the sShuttle dynamic environments prior to the
availability of STS-1 flight data, Galileo RTG
and Magnetometer Boom Assembly transient
vibration environments were specified to 100 Bz
and 200 Hz respectively. The magnitude of the
environments were derived from the load
analyses and from response data from the
Yoyager spacecraft forced vibration tests,
poth the RTG and the Magnetometer Boom Assenbly
are represented in the Galileo F.E.M. by single
point masses at their c¢.g.s. Each point has
six degrees of freedom. Results of the
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spacecraft loads analyses are in the fors of
maximum acceleration or force for each
spacecraft mode, Eighty spacecraft modes are
calculated, which cover the frequency range
from about 12 Hz to 80 Hz., Spacecraft loads
are developed by calculating the aquare root of
the sum of the squares (RSS) of the
acceleration or force. levels for each mode,

v

There are a number of factors which must be
considered in selecting a method to simulate
the launch transient vibration environment for
qualification of spacecraft hardware, such as,

1) accuracy of the test method relative
to desired test level, frequency,
waveform, etc,

2) repeatability of the test for the
same or different qualification
hardware and teat facilities,

3) potential risk of inadvertent overtest,

4) number of vibration cycles imposed on
the hardware relative to the
predicted flight environment,

5) magnitude of the hardware responses
relative to the predicted flight
responses,

6) loading history (acceleration versus
time) on the hardware relative to
predicted flight environment,

7) manpower, materials, test time, and
facilities required to conduct the
qualification tests, and

8) contractor capabilities to implement
the test,

Various test methods for simulating the launch
transient vibration environments were
considered. The above factors served as the
oriteria for evaluating these methods. The
major advantages and disadvantages of the test
simulation methods considered are as follows.

Slow Swept Sine

By far the most common method for simulating
low frequency transient vibration environments
is the slow swept sine, The conventional slow
swept sine vibration test is well understood,
easy to implement and control, and is
repeatable, However, it has several
disadvantages, The responses of hardware to
swept sine tests are frequently considerably
greater than to the actual flight transient
environment due to resonance buildup. The
resonance buildup can be compensated for by
reducing the sine test level to provide the
same hardvare reaponse as predicted in flight,
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However, this requires knowledge of the Q for
the critical hardware resonance and may result
in overtest or undertest for other resonances
with different Q values, Also, the slow swept
sine teat produces many more peak response
oycles than does the actual flight transient
environment, The increased number of cycles
may be significant relative to material
fatigue, wear on internal components that rud
or impact, and fracture control requireaments
for Shuttle payloads. Another disadvantage is
that the sine teast excites resonances
individually, while the flight pulse contains a
relatively broad band of excitation and will
excite several response modes simultaneously.
Thus, potential fallure mechanisms related to
simultaneous modal excitation are not
simulated,

Narrow Band Random

In this test method parrow band randon
vibration excitation is applied to the hardware
at one or more frequencies at a time, Reference
2. This method has the advantages that the
resonance buildup is reduced relative to the
slow swept sine and the number of vibration
cycles exceeding a preaelected level can be
reduced, Simultaneous excitation of two or
more hardware response modes may also be
accomplished, However, direct control over
input amplitudes and number of cycles is
limited, as is test repeatability. This method

Rirect Iransient Reproductiop

A complex transient pulse based on the
spacecraft loads analysis is applied to the
hardware in this case, References 2 and 3.

This is theoretically the most realistic test
method., However, the ocomplex wvaveform 1is
difficult to generate and implement on a
shaker, Modifications to the aspscecraft
structure or inacouracies in the model can make
the test nonconservative even if the shock
spectrum of the tranajent does not change
signiricantly., Also, the complex transient
would be difficult to notch if it were
desirable to limit the reponses of the hardware
at oertain frequencies.

Eaat Swept Sine

The fast swept sine wave transient test method
has baen employed with some succeas, Reference
4§, The waveform is apparently easy to generste
on electrodynamic shakers and amplitudes are
reasonably controllable, although it would be
difficult to generate a narrowband notch at
specific frequencies to limit hardware resonant
response, Amplitudes and sweep rates for the
fast swept sine are usually defined to match a
shock spectrum response requirement, It would
be possible, however, to define the sweep rate
based on a apecified number of cycles per modal
bandwidth., 4As with the slow swept sine, the
fast swept sine excites only one frequency at a

may provide some simulation improvement for tine.
transient events that occur repeatedly over a
period of time, such as maximuam Q flight, but
has much less promise for simulating the
dominant Shuttle transjient events, associated
with liftoff ignition and landing,

Classical Pulses

This method applies a classical transient pulse
to the spacecraft hardware, such as a terminal
A sawtooth or half sine. Theae waveforms are
o= easy to generate on a shaker and excite a broad
.. frequency range. However, such pulses are a
poor simulation of oscillatory type flight
transient environments, Also, the method

Medulated Sine Pulse

A series of individually applied, diacrete
frequency, limited cycle, modulated sine wave
pulses was the test method selected to simulate
vibration environments for susceptible Galileo
spacecraft hardware, The shape of the wavefors
is the acceleration versus time response of the
mass of a one degree of freedom system when it
is dase-excited by an exponentially decayed
sine wave transient, The normalized waveform,
shown in Figure 1, can be approximated by the
following equation:

—
s

4 relies on shock spectra to define the

ol magni tude,

o Gy (f;,t) =  Bte” i Sin (uwgt) for t20  (Peak Gs) ¥ ”
- wvhere t «  time (seconds) (2) .
.- Y.
Ny 3 *  frequency of the 1th pulse (Bs) (3) -
] L s 298y (radians/sec) () )
= B« wgezos (Peak Ga/800) (5 NI
:-.: 3 ) damping ratic = 0,04897 (6)

Z::f G, «  Peak Gs input at the 1B frequency n

» e = Base of patural logarithms 8
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NOTE #1

For the amplitude duration B, defined
by equation (5), Gy 13 equal to the
amplitude of the maximum peak of the
particular modulated sine pulse,

NOTE #2 The precise value of the damping
ratio £ used for these pulses was
chosen to satisfy the following
requirements:

1. The primary requirement for this
value ( z = 0.04897) was that it
be approximately equal to 0.05,
which is a typical magnitude for
¢ for complex structure

2. Its precise value also satisfied
the additional requirement that
the peak of the envelope of any
pulse (i,e., the maximum of the
equation for Gp(fy,t) ) occurs
during the pellrof the maximus
sine wave oscillation for that
pulse,

These requirements provide a
particular expression for G (fipt)
which can be accurately coupgred to
the maximum excursion of the actual
modulated sine test pulses,

The modulated sine pulse waveform was chosen to
simulate the transient environment because it
is the basic waveform observed, for widely
separated modes, from Galileo loads analysis
responses, Figure 2 shows the response
vavefora for the RTG in the vertical axis,
resulting from the spacecraft loads analysis,
which can be compared to the normalized test
pulse in Figure 1, Figure 2 shows the response
waveforms, from the spacecraft loads analysis,
of a spacecraft element with two dominant
modes, The corresponding filtered waveform for
each mode would be similar to that of Figure 1.

Analytically, this waveform can be
approximately derived by making simplifying
assumptions regarding the source pulse, the
transfer function from the source to the
Shuttle/spacecraft interface and the transfer
function from the Shuttle/spacecraft interface
to the spacecraft hardware, This {is
illustrated in Figure 3, The transient source
waveform is assumed to be a delta function,
Assuming the Shuttle can be represented as a
single degree of freedom system, the response
at the Shuttle/spacecraft interface to a base
delta function input is an exponentially
decayed sine wave transient, shown in Figure 3.
The same approximate waveform will also result
for wore complex systems and for more realistic
transient waveforms than the delta function
waveform if the modes are widely separated,
Assuming that the forcing function at the
Shuttle/spacecraft interface is the
exponentially decaying sine wave tranaient, and
that the spacecraft can be represented by a
single degree of freedom system, the response

of the spacecraft at hardware locations (such
as the RTG o¢.g.) is the modulated sine wave
shown at the bottom of Figure 3. Again, for
widely separated modes, the response will still
resemble, even for more complex systems, a
modulated sine wave,
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The principal disadvantage of this modulated
sine test pulse is the same as the fast swept
sine test method-it does not simulate the loads
at all frequencies simultansously, However,
there are a number of advantages:

1) The modulated sine wave pulses
approximate the shape of the Galileo
structural response as determined by
the loads analysis.

2) The test pulse can be easily
correlated to the Galileo loads
analysis transients, Since the
result of the loads analysis is the
peak acceleration level for each
spacecraft mode, the analysis result
can be used directly to determine the
peak level of the test pulse. The
number of cycles in the test pulse
can be adjusted easily to match the
loads analysis pulse cycles., It is
not necessary to artifically adjust
the test pulse to achieve a response
shock spectra criteria,

3) The test pulses are not difficult to
generate, implement, and control. In
the event that the spacecrafrt
hardware teat response needs to be
limited at certain resonant
frequencies, the entire amplitude of
the test pulses at the corresponding
frequencies can be appropriately
reduced, based on low level test
results,

%) The test pulse provides test accuracy
and repeatabllity which is comparable
to the slow swept sine. Since the
waveforns are generic in nature, only
the amplitudes and possibly the
nuaber of cycles would have to be
changed in the event of a revised
loads analysais,

RTG TEST CRITERIA

Only conventional rigid fixture shaker
vibration test methods with input control on
the fixture were considered, Although RTG
accelerations determined by the loads analyses
are defined at the RTG c.g., installation of
the control accelerometer on the flight
hardware was not feasible, This was not an
{insursountable problem since at mest
frequencies within the test range, the major
mass of the RTG acts as a rigid body, That is,
the response at the c.g. equals the input. The
major concern for the RTGs relative to the
transient environments was lightweight internal
components sensitive to accelerations at lower
frequencies, At major resonances of the RTG on
the rigid fixture, input levels were reduced so
that o.g. responses corresponded to loada
predictions,

In order to evaluate the practicability of the
modulated sine pulse test method, a series of
shaker vibration tests were conducted using the
simplified one and two mass models idealized in
Figure 4, Each mass weighed approximately 60
pounds = the weights of the RTG case and heat

-'i’!"ff"




source,

The pulses were generated by utilizing
the Time Data software program normally used to
produce decaying sinusoidal waveforams for

pyrotechnic shock simulation, Modulated
waveforas of various amplitudes, discrete
frequencies, and number of cycles were used,
Test results were compared to results of swept
sine tests, Waveform distortion was minimal
exéept when the excitation pulse frequency
matched the RTG model firat resonance. Since
similar distortion occurred during the swept
sine vibration tests, this was sttributed to
shaker fixture/model interactions due to the
model weight, low damping, and a.g. offset.

Analytical and test comparisons of the slow
swept sine wave and the modulated sine pulse
showed similar results, Resonant response froa
the modulated sine pulse excitation wvas
significantly less that the slow swept sine.
Table I compares the resonant response of a
single degree of freedom system to aine dwell,
slow swept sine, and the modulated sine pulse.
The number of cycles imposed within the half
power points of a response was more than an
order of magnitude less with the modulated sine
pulse as compared to the slow swept sine. A
review of the Galileo loads analysis waveforas
indicated that spacecraft hardware responses
did not contain more than five high amplitude
cycles for any significant launch vehicle
event, Therefore the RTG test pulse waveforms
were limited to five cycles that exceeded .707
times the highest amplitude cycle, as shown in
Figure 1. Table II compares the number of
cycles within a resonance for sine dwell, swept
sine excitation and modulated sine pulse
excitation,
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Since the RTGs will fly on both the Galileo and
International Solar Polar Mission (ISPM)
spacecrafts, transient test requirements were
developed which envelope the predicted
vibration environments for both apacecrafts,
The approach taken was to define a frequency
spectrum which conservatively enveloped
predicted RTG accelerations for both
spacecrafts and to apply the pulses at equal
frequency increments to encompass the full R
spectrum. Pulse frequencies and spacings were o

based on response spectrums. A criteria was
specified that the crossover point for adjacent
response shock spectrums (using Q = 10) shall
be not more than 3 dB (half power point) below
the peak level of the shock spectrums. A Q of
10 was chosen as a typicel experimentally

observed response ratio for complex structures, . -~

It was determined that a pulse spacing of one o

third octave satisfied this criteria. This is o

illustrated in Figure 5. .
epk R
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The Galileo loads analysis for the RTG is in
terms of the Root Sum Square (RSS) acceleration
level and the acceleration level for each
spacecraft mode. Since the test is applied
only one frequency at the time, setting the
test pulse levels equal to the acceleration of
each mode would be nonconservative, To develop
a conservative test spectrum, the acceleration

level for each mode was multiplied by the ratio




Table I

Response at Resonance for 3 Test Methods
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of the RSS acceleration level to the
acceleration level of the highest mode, This
approach added only about 40§ to the
acoeleration levels of the individual modes
when oly a few modes dominated, but was
probably overly conservative for diractions in
which there were no modes that greatly exceeded
the other modes. The ISPM RTG loads analysis,
performed by Genersl Dynamics, was in terms of
time histories and shoock spectrums. The
highest peak level from each time history was
multiplied by a factor of 1,3 to obtain an
approximate RSS level, The shock spectrums
were then scaled such that the highest peak of
the shock spectrum equaled the appropriate RSS
level, Table III shows the RTG composite test
spectrum, These pulses are input one at a
time,

Transient vibration test tolerance requirements
were also developed for the RTG tests, The
tolerances and their derivation are descoribed
below:

1) Amplitude Tolerance: Amplitude of
each pulse shxll be within the
tolerance band of Figure 6.

These amplitude tolerances vere
defined based on conventional sine
test tolerances (210% for peak
levels) and test control
practicability as established by
early developmental testing.

2) Freguency Shift Tolerance: The
fundamental frequency of each pulse
shall be within $2§ of the specified
1/3 cotave center frequency.

A Monte Carlo statistical analysis,
using shock spectrums, was used to
establish the adequaoy of the 2%
frequency shift tolerance and the 1/3
octave center frequency spacing of
the pulses. In particular, the
following criteria was implemented:

The notch generated by the
intersection of the shock
spectra of pulses having equal
amplituges and fundamentals
equal to the "worat case® center
frequencies of two adjacent 1/3
octave bands, is required to be

TABLE III

RTG Composite Test Spectrum

Test Acceleration Level
(Flight Acceptance Level)

| |
| Fundemental |
| Pulse |
| Prequency |
| ] Lateral
} | (X axis)
Bz ! Gp
EEREEREEEE S EE SRS SRS REEECEESSSESSSS2ES
| |
: 12.5 | 4.0
|
: 16.0 | 16.0
|
: 20.0 | 8.0
}
: 25.0 | 8.0
|
= 31.5 | 8.0
}
| 40.0 } 15.0
| |
) 50.0 ! 15.0
| |
; 63.0 I' 6.0
: 80.0 | 6.0
|
! 100.0 ) 6.0
| |

}

|

|

|
| Lateral | Longitudinal |
! (Y axis) | (Z axis) |
| Gpk | Gpk !
=:==============SS============:=I!SSS!IIl
| | |
| 4.0 | 5.0 |
| | {
| 6.5 | 6.5 |
| | |
| 8.0 | 10.0 |
| | !
) 8.0 | 12.0 )
| ! ]
| 8.0 | 6.0 |
! | |
| 15.0 | 6.0 |
] ! !
} 15.0 ) 6.0 )
| | {
| 6.0 | 6.0 |
] ! 1
| 6.0 ! 6.0 !
| ! |
) 6.0 | 6.0 )
| ! |
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Fig. 6 Normalized Modulated Sine Pulse
with Test Tolerance Bands

n. more than 4§ dB below the
shock spectrum magnitude (Q =
. 10) at the fundamental
. frequency, ("Worat case"
fundamentals consisted of a «2%
shift of the lower fundamental
frequency and a +2$ shift of the
upper fundamental frequency at
any two adjacent pulses, This
condition resulted in the
saxisus frequency spacing
between the two pulses,
consistent with the tolerance
limits, and a corresponding
saxisum in the depth of above-
described notch.)

Crhe
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3) Harmonic Distortion Tolerance: The
Shock Spectrum Amplitude (with Q =
10) of each pulse at any harmonic
above the fundamental shall be at
least 6 dB below the Shock Spectrum
amplitude at the fundamental,

v T
Wl
"t
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This oriteris, based on a Monte Carlo
shock speotra analysis, requires that
. the shock spectrum peak of any
o harmonic be at least 6 dB lower than

10?

the shock spectrum peak of the
fundamental, This eriteria was
imposed even in the extreme case
where all of the harmonic energy of
the pulse is concentrated in a single
frequency component,

The above criteria assured a measure
of test article excitation throughout
the entire frequency spectrum of
interest, In particular, it assured
excitation at any frequency within 4
dB of the maximum excitation which
occurred at each of the pulse's
fundamental frequency.

MAGNETOMETER BOOM ASSEMBLY TEST CRITERIA

The Magnetometer Boom Assembly test oriteria
were similar to those employed for the RTGS,
with some minor variations, Test coriteria for
the Magnetometer Boom Assembly were developed
much later in the Galileo program, when the
spacecraft design configuration had been frozen
and all loads analysis cycles, except the final
verification analysis, had been completed,
Since the prediction of the magnitude and
frequency content of the Magnetometer Boom
Assenbly transient vibration environment could
be expected not to undergo further changes, a
more specific test representation of the
environment was specified. However, since the
shock apectrum loads analysia method does not
provide a unique complex waveform, a direct
transient waveform reproduction test method was
not considered. The Magnetometer Boom Assembly
test criteria was derived from the test method
developed for the RTGs, Rather than encompass
the full frequency range by equally spacing
pulses every one third octave, test pulses were
specified only at the precise modal frequencies
of the higher level transients, In this case,
pulses were specified for all predicted
transients of 2.7 Gpy Or higher. The teat
pulse frequencies are shown on Table IV. To
account for the lower level transient at other
spacecraft modes, a 2.0 G k Sine sweep was
imposed on the hardware &on 10 to 200 He.
Additionally, the more recent loads analysis
showed that the number of significant cycles
for the dominant transient events was fewer
than five, A shortened test pulase, shown in
Figure 7 was used for the Magnetometer Boos
Assembly.

The RTGs are being furnished to NASA by the
Departaent of Energy (D.0.E.). The contractor
for D.,0.E., responsible for the RTGa, is
General Electric (G.,E.), Valley Forge,
Pennsylvania, G.E, has tested an RTG dynamic
model, which consists of a dynamiocally
simulated case and heat source, but with a
thermopile which is only mass-simulated, They
have 2180 tested an engineering model, which
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TARLE IV
Magnetometer Boom Assembly Test Spectrum

l
lateral | Lateral Longitudinal
(X axis) = (Y axis) (2 Axis)
Pundamental| Test imﬂmm | Test Pundamental |

Test
Pulse |Acceleration

) | |
| | |
| | |
| ( {
| | |
I

| Pulse |Acceleration| Pulse |Acceleration| |
| Prequency |(Flight | Prequency |(Flight | Prequency |(Flight |
= o I Level) | | Level) | | Level) |
| B VS | B ) G | B | G |
| | | | | | |
: 16.6 { 6.4 : 29.5 : 4.6 | 19.4 I 9.5 |
i |

} 37.5 I 2.7 : 34.6 } 7.4 } 22.9 } 16.0 |
{

’ 40,2 } 2,7 } 40.2 | 4.6 ; 33.4 | 3.1 |
I | |

= Il |I 43.5 II 2.7 : 45.2 Il 3.3 |
|

: } { 65.1 I 10.3 I 53.9 = 5.0 |
|

: } = 71.0 { 4.6 { 56.0 { 11.7 |
|

{ = = 76.1 { 5.2 = 65.1 { 4.7 =
| | | 80.2 | 5.7 | 69.0 | 6.6 |
| i { | | | |
| | I | | 80.2 | 4.2 |
| l ! | ] ) )

Gpk

N
V

36 <
-%

ul

23 Hz, 13 half-cycles Time
’ y (Seconds)
Fig. 7. Typical Test Pulse for

Magnetometer Boom Transient
Testing

consists of a flight-like RTG case and
thersopile, but with a dynamically non similar
electric heat source, The test transient
waveforas were generated by modifying the shape
of a segment of a very slovwly swept sine wave
by means of & tracking fiiter and high and low
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pass filters, The RTG dynamic sinmulator
successfully passed the transient vibration
qualification level tests, but the engineering
model suffered broken thermocouples due to the
dynamic displacement of a lightweight internal
frame which impacted the hot shoes, The
failure was considered significant, based on
the realistic flight-like test conditions; the
frame was redesigned and the engineering model
successfully passed retest, The qualification
RTG is scheduled to undergo transient vibration
testing, in early 1984, at a D.0.E. faoility
which ia certified to handle nuclear materials.
Software modifications to the facilities
control system will allow the transient
waveforms to be generated digitally,

The Magnetometer Boom Asseably was transient
vibration test qualified at JPL. The pulses
were generated by a software program which is
normally used to produce decaying sinusoidal
waveforas for pyrotechnic shock simulation.
The Magnetometer Boom Assembly succesafully
passed the qualification tests, The waveforss
were found to be easy to generate and to
control, Response limiting was acoomplished by
peasuring responses from low level pulse test
inputs and adjusting the peak level of the
qualification pulse to obtain the desired
responae,
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Two sensitive spacecraft hardware items were
subjected to limited cycle, discrete frequency,
modulated sine wave pulses, which verified
their capabdbility to withstand the launch
vehicle induced transient vibration
environments, The tranaient vibration test
method avoided unrealistic hardware failures
which were anticipated to occur if the
conventional slow swept sine vibration test
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VIBRATIONAL LOADING MECHANISM OF UNITIZED CORRUGATED CONTAINERS

WITH CUSHIONS AND NON-LOAD-BEARING CONTENTS

Thomas J. Urbanik, Research General Engineer
Forest Products Laboratory,* Forest Service
U.S. Department of Agriculture

The use of hardwood and recycled fiber will no doubt increase as
specifications for corrugated fiberboard containers change from material
to performance standards. This report shows another way to accelerate
this use by reducing the strength requirements of containers shipped in
unitized loads. The rate of container deformation with top loading and
the compliance of internal packing material or cushions are newly identi-
fied variables governing the compression of bottom containers.

Unitized containers need strength beyond the warehouse stacking
requirements to support dynamic loads during shipping. The spring rates
of top-loaded containers and internal cushions amplify the weight force
of a unitized load during trangportation. The progressive deformation
with top-loading of corrugated containers causes increasingly higher
spring rates with a subsequent effect on dynamic loads. Cushions or
internal packing provide a natural ability to absorb vibrations to
a degree, depending on their spring rates relative to the containers'.

Over~the-road shipping vibrations encompass the natural frequeacies
of most unitized loads aand dynamically load the bottom containers. A
worst case assessment calculates the maximum load on the bottom tier,
expected during truck transportation. The cushion-to-container spring
ratio and the rate of increasing container spring rates with top-loading

are the primary variables determining dynamic loads.

NOMENCLATURE Kn Container spring rate in tier n
tai i t ith top load P
C‘ Total compressive loading factor Kp Container spring rate wi op foa
i i ith t dw
o Critical damping coefficient of K" Container spring rate with top loa
: element i K] Container spring rate with unit top load
i Damping coefficient of element i ki Stiffness coefficient of element i
(D) Damping matrix [ .
L R . M) Mass matrix
lDij) Partition of damping matrix o Unit mass
F Cushion-to-container spring ratio LA Mass of element i
f Natural frequency factor N Number of mass elements
f1 Lowest natural frequency factor n Tier number
G Gravitational constant P Top load
(1] Identity matrix Pd Dynamic compressive load
2 Elemgnt number in spring-mass model {R}] A matrix of stiffness coefficients
% Cz::%nary unit N {yR) A matrix of stiffness coefficients
c lon spring rate r Exponent in spring rate formula
KN Bottom container spring rate [s] Stiffness matrix
(Sc] Condensed stiffness matrix
*Maintained at Madison, Wis., in [sij Partition of stiffness matrix
cooperation with the University of W Unit weight per container
Wisconsin. {x} Response vector
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Displacement of element N+1
Acceleration of element N+l

Y} Disturbance vector

Partition of disturbance vector
Y Displacement disturbance

Y Acceleration disturbance

p Damping ratio

w Natural frequency

W, Lowest natural frequency

Zero matrix
2ero vector

INTRODUCTION

One problem with designing corrugated
fiberboard containers is determining an ade-
quate load carrying ability. The top-to-
bottom compressive strength measured in a lab-
oratory test is the upper limit of strength
expected under only the most favorable condi-
tions. The problem of comparing this strength
to the anticipated dynamic load becomes par-
ticularly relevant when containers are shipped
in unitized loads. While the additive weight
of the upper containers is obvious, it is not
always apparent how to treat the effects of
over-the-road vibrations.

Unitized containers need extra strength
beyond the warehouse stacking requirements to
support dynamic loads during shipping. One
of the surest methods for assessing adequate
strength is the ASTM Vibration Test [1]. How-
ever, being empirical, its application is a
trial and error search for a unitized load that
survives the test.

An analysis can speed up the search, and
one of the earliest is that by Godshall {2].
Godshall treated corrugated containers as
spring-mass systems, and determined which char-
acteristics would predict their response to
transportation vibrations. He used repeated
loading compression tests to measure the spring
rates of top-loaded containers. Later vibra-
tion experiments by Godshall [3] confirmed the
effectiveness of these tests. A primary
finding was that corrugated-container systems
will likely resonate during shipping with de-
structive compressive forces limited primarily
by material damping, empirically determined to
be 0.115 times the critical damping value.

With machines where changing damping is
impracticable, engineers have attached vibra-
tion absorbers to stabilize their motion.
Analogously, it makes sense that cushions with-
in containers can reduce unit load vibrations.
Hatae [4) gives a comprehensive treatment of
the mechanics of package cushions. Godshall
[5) applied these concepts to corrugated pads
and compared spring rates determined from re-
peated loading tests with values calculated
from resonant frequencies determined in
vibration tests. The vibration test is more
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accurate, especially when the loading condition
between a product and cushion may be uncertain.

While Godshall studied only single degree
of freedom systems, my earlier work [6,7]) pro-
posed a new theory and a computer program for
multiple degree of freedom systems. Calcula-
tions with representative spring rates and
damping characteristics of corrugated con-
tainers explained why disturbances at only the
lowest of multiple natural frequencies inherent
to a unitized load cause problems. One example
trial of my computer program evaluated a unit-
izing arrangement in a theoretical shipping
environment for dynamic compression of the
bottom containers.

The investigation by Ostrem and Godshall
[8) quantified the actual shipping environment
for unitized loads. Figure 7 in their report
summarizes the envelope of truck vibrations
and suggests that calculating the response of
unitized loads for a 0.5 G acceleration dis-
turbance predicts the hazards associated with
this mode of shipping.

This previous research thus established
the following principles leading to this study:
(1) Repeated loading tests predict the spring
rates of corrugated containers; (2) spring
rates of cushions are determinable from vibra-
tion tests; (3) corrugated fiberboard systems
are damped at about 0.115 times the critical
damping value; (4) the first natural frequency
is of primary concern, and the truck transpor-
tation environment normally excites that fre-
quency; and (5) vibration disturbances in
trucks are typically about 0.5 G in magnitude.

OBJECTIVE AND SCOPE

The objective of this report is to explain
how the spring rates of cushions and containers
amplify the compressive weight force of a unit-
ized load during truck transportation. This
study starts by measuring spring rates of com-
binations of corrugated containers and plastic
bottles. The experiments lead to a formula for
predicting the spring rates of containers in
different tiers of a stack. A theory proposes
the behavior of a unitized load having defin-
able ratios among its components' spring rates.
The spring rates of cushions enter the theory
as a means of reducing the dynamic response of
a stack. A spring-mass model of a unitized
load guides the theory through a matrix
analysis for which a set of dimensionless
parameters greatly reduces the number of
variables.

While transportation vibrations can disar-
range a unitized load or resonate the contents,
the primary mode of damage considered in this
report is compression of the bottom containers.
The theory treats a specific type of package
wherein the innermost contents carry no load,
although the interior package might share the
load with the box. Mcreover, these conteats




act like lumped masses suspended on cushions
resulting from actual cushions within the
boxes, the compliance of interior packages, or
when the contents are soft, their own
compliance.

The general principles of vibration isola-
tion discussed in (9] indicate the significance
of material damping. Although arbitrary cush-
ioning materials may encompass wide variations
in damping characteristics, this study con-
siders only one damping ratio typical of corru-
gated fiberboard. An application of the theory
calculates compressive loads for combinatioas
of spring rates and numbers of unitized tiers.
The results suggest ways to reduce the strength
requirement of boxes used in unitized loads.

TEST MATERIAL AND PROCEDURE

A repeated loading test top~loads a con-
tainer to an equilibrium value equal to the
static load it normally supports then repeat-
edly raises and lowers the load to simulate
vibrations and establish a linear section of
the load deformation trace. A series of re-
peated loading tests for this study measured
the spring rates of corrugated containers and
plastic water bottles. The bottles were nomi-
nal l-gallon, commercial plastic bottles for
distributing distilled water. The boxes were
nominal 200-pound C-flute commercial, regular-
slotted containers intended for the bottles.

To test the effect of load sharing between
the bottles and the box, 16 test units were
separated into four arrangements. Units 1-9
were tested in the normal arrangement of a box
containing six bottles filled with water.

Tests of units 10-13 used a box with six sand
filled bottles having cut-down tops. Each
bottle contained 3.8 kg of sand. This arrange-
ment concentrated the top load in the box while
providing the normal lateral pressure.

The reverse arrangement whereby the
bottles carried all of the load was used for
testing units 14 and 15. The midsection about
the perimeter of each box was cut away and
the box contained six water-filled bottles.
Unit 16 consisted of six water-filled bottles
with no box.

To test the effect of environmental con-
ditions, the tests were conducted at three
different temperatures and relative humidities
(RH). Units 1-3 and 16 were tested at 73°F and
50 percent RH; units 4-6, at 80°F and 30 per-
cent RH; and units 7-15, at 80°F and 90 percent
RH. Container preparation followed the normal
preconditioning in a dry environment according
to ASTM D 685~73 [10] with subsequent condi-
tioning at the prescribed testing environment.
Conditioning times were long enough to ensure
an equilibrium moisture content of the

material.
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A check was made for vibrational work
hardening. While other units were unused prior
to compression tests, units 10-12 consisted of
containers used in previous vibration tests
performed at 30 and 90 percent RH for another
study.

Each unit underwent 16 repeated loading
tests. Each test first compressed the con-
tainer between two parallel platens at a rate
of 42.3 pym/s up to an equilibrium load (EL)
followed by repeatedly raising and lowering the
load with an amplitude determined as a per-
centage of the EL. The 16 tests consisted of
all combinations of 4 EL's and 4 percentages
of EL.

Equilibrium loads of 25, 50, 75, and
100 kg duplicated the static top load per con-
tainer due to the upper four tiers of a stack.
Repeated loading and unloading between ampli-
tudes of 25, 50, 75, and 100 percent of each
EL simulated different vibration magnitudes.

Load was measured with an electronic
transducer attached to the bottom platen and
deformation with a drum recorder whose rotation
was mechanically proportional to the displace-
ment of the upper platen. Five cycles of
loading were enough to produce a repeating load
deformation trace.

DATA AND ANALYSIS

The spring rate of a container equals the
slope of a tangent drawn at the EL to the trace
produced by the final increasing load. The
spring rate data appear in Table I.

Spring rates of the containers in
units 1-15 follow the empirical formula

_ r
Kp = Kw(P/W) Q)

P is the EL and Kp is the spring rate at that
load. W is a reference load and Kw the corre-

sponding spring rate. r is an empirical con-
stant. A modified formula represents condi-
tions in a unit load by considering only values
of P and Kp identified with each tier. Let the

reference load, W, equal the unit weight per
container and number the tiers 1, 2,...N as

shown in Figure 1 beginning with the second

tier from the top. If n = P/W, equation (1)
reduces to

K =Kn ; n=1, N (2)

where Kn is the spring rate at tier n.
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Figure 1.--Representation of a unitized load.
The tiers are numbered to match the static
loading condition.

Equation (2) reduces the measured spring
rates Kl, Kz, K3, and K‘ to predicted param-

eters in terms of Kl and r for each repested

loading amplitude of each group of data. The
values of l(l and r fitting the data appear in
Tadble II.

Table II.--Parameters l(1 and r determined from

repeated loading data

Repeated Unit number

Loading

amplitude 1-3 4-6 7-9 10-12 13 14,15

Pct of EL

K] (kN/m)
25 291 307 282 202 142 159
50 255 258 305 228 120 160
75 239 233 250 173 115 160
100 226 226 219 134 114 136
r

25 .838 .757 .937 1.46 1.74 .838
50 .856 .734 .840 1.28 1.81 .759
75 .801 .710 .835 1.41 1.66 .618
100 765 .655 .746 1.48 1.49 .620

Figures 2 and 3 show some representative
plots of the data and average characteristics.
As evidenced in Figure 2, higher repeated
loading amplitudes cause lower spring rates.
Table II, however, suggests that the effect of
amplitude on the predicted r's is not serious.

1000

800
700
600

UNIT SPRING RATE (kN/m)
2
(o]

0 20 40 60 80 00
EQUILIBRIUM LOAD (kg)
MLEI 5401

Figure 2.~-Spring rate versus equilibrium load
for top-loaded corrugated containers and
plastic bottles of units 1-3. The points
represent the data. The curves fit
equation (1) to dats obtained with 25, 50,
75, and 100 percent repeated loading
amplitudes.




Figure 3 shows the effects of the different
arrangements, environments, and prior use. A
comparison among units 1-3, 4-6, and 7-9 shows
the combined effects of temperature and

humidity. The contribution of load sharing by
the bottles becomes evident by comparing

units 7-9 with unit 13 and units 14, 15. Work
hardening permanently deforms the paperboard
material and increases the spring rates of
lightly loaded containers. Comparing

units 10-12 with unit 13 shows this effect.

O UNITS I-3
O UNITS 4-6
a UNITS 7-9
® UNITSI0-I2
@ UNIT B

< UNITS i4-15

1400

1200

3
z
W
5 1000
2 800
% 600
400
200
0
O 20 40 60 80 100
EQUILIBRIUM LOAD (kg)
ML83 5400

Figure 3.--Spring rate versus equilibrium load
with a repeated loading amplitude of 50 per-
cent of the equilibrium load. The points
represent the average data. The curves fit
equation (1) to the data.

A series of repeated loading tests can
be abbreviated by testing only two containers.
Determine spring rates, Kl and l(N for the

second and bottom tiers in a unit load and
calculate r from

1n (Ky/K,) (3)

r= In N

Of course extra tests check the variability.

THEORY

The diagram in Figure 4 represents a unit-
ized load with cushioned, non-load-bearing
masses, A model with N masses has 2N degrees

of freedom corresponding to a unit load with
My step by step analysis of a
This theory

N+ 1 tiers.
similar model appears in [6,7].

follows the same steps where, after associating
equations of equilibrium with the degrees of
freedom, it arranges the equations for a matrix
solution. To simplify the analysis the theory
introduces six dimensionless parameters, of
which N and r have already been mentioned.

| ™ | JXN

X
. ) p X
HIJ Cnel
k
N+l \ v
ML83 5398

Figure 4.--Representation of a unitized load as
a spring-mass system. The degrees of freedom
are numbered for calculating the dynamic
loading condition.

The weight of the contents of each con-
tainer is lumped into a mass m. All masses
being equal gives

m,=m=WG ; i=1,N %)

i

The interior springs represent cushions and
remain equal provided the container compression
does not interfere with the mass vibration.
Call the spring rate of the cushions Kc and let

the dimensionless parameter F be the cushion-
to-coantainer spring ratio.
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- F =K /K (5) where [R] appears in Table II1. The complete
R [ : .
form of [S] is finally

The corresponding stiffness values become s . s
(8] = | g==-2-5=% (12)
k, =FK, ; i=1,N (6) ;

The damping matrix [D) is partitioned as [S]

The outer springs follow the behavior of was according to
top-~loaded containers becoming increasingly

stiffer progressing down the stack. Starting ]
with element k, . identified with tier 1, and D : D
2N D} = J11.5 12 (13)
being careful to note the difference between . D21 : D22
tier numbers in Figure 1 and spring numbers )
. in Figure 4, the stiffness values are
o/ Its construction follows a similar pattern
r given by equations
Konepes = Kyi 3 i =1, N ¢
lDlll =2p JmKl - JF I1]
The assumption of viscous damping 1012] = [D21] = -[D11] (14)
3 L]
C explained Godshall's data [3) reasonably well (D1 =2p JaK, [\R]
— and is extended here to a unitized load. If 22 P 1
!L_ the critical damping associated with each
- dashpot is
LT where an element of [{R] is equal to the sum
of the square roots of each term in the cor-
€ei = 2 J;E; s 1i=1, 2N (8) responding element of [R). See Table III.

To exclude degrees of freedom having no

and all elements have equal damping ratios, p, mass, the condensed stiffness matrix [Sc] is

they take on damping values given by determined by the static condensation method
discussed by Clough and Penzier [11]. [Sc]
of size N x N is calculated from

¢, = pc
1 pC

;2P 4wk 5 i=1, 2N 9)
-1
[s.1=1s,,1 - [(s,,} s,,] [s,,] (15)
The mass matrix [M) of size 2N x 2N is < 1 12 22 21
constructed from the identity submatrix [I] aad

the zero submatrix [0] both of size N x N. which reduces to

- 1 0 .
M) = m [0 : 0} (103 Is.) =k (F 1) - F [R)™H) (16)

T::c::;i:::s:n::t::;mifliz:ss?ge %N TSZN)is The natural frequencies of the system are
P 1177 7127 determinable by solving for the frequencies w
(Szl], and [522] all of size N x N. The parti- that make the determinant

tions are constructed according to equations

(s - w? mIf =0 an
(slll = KlF (1]
(8,1 = (55,1 = (5,1 an
1S..] = K, [R] This formula is made dimensionless by intro-
22 1 ducing the natural frequency factor f to define

w=f JK17m (18)




Table I1I.--Construction of matrices [R] and [JR)

NF o+ (N-DF +F; -(N-DDF

-(N-1)F i (=-DT + (N-2)F

; -(N-2)T

i N+ JoenT + F
Jaont

-Ja-nF
(N-l)

.
Lo
F; -(N-2)F ; 07
5 (N-2)T ¢ (N-3)F - (N-2)
T 0 -2F H 2+ 1+ F S |
0 -1 H +0+F
(VR) =
J0 e

+ -2 + JF; -J(8-2)F 5 0

05 T 5 If + J0+ JF

[R] =

Substituting equations (10), (16), and (18)
into (17) gives

-l)

| (1) - F () 2 (19)

of which the smallest solution f1 yields the

first natural frequency w, .

The disturbance vector {Y} of size 2N x 1
is constructed from real and imaginary compo-
nents of a sinusoidal displacement of infinite
duration. The disturbance occurring only at
the bottom makes all except one of the elements
in {Y} equal zero. {Y} is partitioned into the
complex zero vector {0,0} and a complex sub-
vector {Y'} both of size N x 1 with

|

1, 0|
vy = °_° (20)
i0,0
A
where the displacement amplitude is normalized
to unity. The complete form of {Y} is
{¥} = {‘-’;?} (21)

set of com-
associated

The response vector {X} is the
plex numbers representing sinusoids

with the steady state motion of the degrees of
freedom and ultimately results from {Y}. {X}
has size 2N x 1 and is calculated from

X} = (s] - w? (M + jw (D!

K, + jw 2 p JAK, D) (Y} (22)

where j is the imaginary unit. This formula
is made dimensionless by combining previous
equations to get

(23)

co e ez W0 (%49)

where expressions FI and (F I represent
matrices F (1] and JF [I].

APPLICATION
Overcompression of the bottom container

causes stack failure. The maximum compression
equals the amplitude of the difference between




sinusoids XN+1 and Y occurring at w

1 28 given

by IxNﬂ - YI. Repeating the previous analysis
leading to equation (23) with units of accel-
eration instead of displacement yields the

R o = 2 i
maximum compression \XN+1 Yl/wl . Mulei-

plying this maximum by the spring rate of the
bottom container gives the dynamic compressive
load

e L% r, 2
Py % Y\ KN /w, (24)

The total load on the box due to statics

and dynamics is Pd + W'N. The following is

an assessment of a worst-case condition for
loading based on the information of Ostrem and
Godshall {8] that the envelope of truck vibra-
tions includes the natural frequencies of most
unitized loads, and exerts acceleration levels
on the order of 0.5 G. The results give the
total multiplication of unit weight the bottom
container is likely to experience in terms of
the dimensionless total compressive loading
factor C[.

. .
_BgtWN 5 |xN+l - YI N .
t T 2

w fl G

C N (25)

Values of Ct were calculated for various

unit loads with different combinations of r,

F, and N. The values -0.2 < r < 1.6 encom-
pass typical values indicated by the repeated
loading data. The values 0.001 < F < 100 check
the effects of relatively very soft to rela-
tively very hard cushions. All calculations
assumed p = 0.115.

Figure 5 shows the effects of r and F on
Ct for a four-tier stack. Static conditions

would normally load the bottom container to
three times its weight. The results show that
the maximum total load during shipping can
attain about 16 times the unit weight for the
lowest r value found in this study. The cause
of dynamic compression shifts around F = 1.
when Kc > Kl the system is "hard" with the

cushions becoming increasingly less effective
with higher spring rates. Ultimately, the
cushions act as though they were rigid. While
changing l(l or KC (and thus F) has little

effect on Ct, increasing r reduces CL. With
effectively rigid cushions the rate of con-
tainer deformation with increasing top loads
governs the magnitude of dynamic loading.
When Kc < Kl the system is "soft" with

the cushions becoming more effective as their
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Figure 5.--Contours of constant load multipli-
cation factors Ct calculated for combina-

tions of r and F in a four-tier unitized
load. The calculations assume p = 0.115.

spring rates decrease. While increasing Kl or
reducing Kc reduces Ct’ changing r has little
effect on Ct‘ If the cushions have spring

rates lower than the containers’', the magnitude
of loading results primarily from the spring
rate of the cushion relative to that of the
container.

The shift in the mechanism of dynamic com-
pression makes sense considering how vibration
energy gets absorbed throughout the stack. If
the system is "hard”, the response of each tier
is effectively added until the bottom container
resists all the action. If the system is
"soft", each container absorbs some energy
thereby reducing the cumulative response.

The effect of stack height is determinable
by comparing previous values of Ct to values

calculated for a ten-tier stack (Fig. 6). The
shift between a hard and soft system is again
evident and rigid cushions are now possible at
lower spring rates. If the unit weight remains
unchanged, static conditions would load the
bottom tier of a ten-tier stack three times
that of a four-tier stack. A representative

Ct = 90 corresponds to about CL =15 in

Figure 5, indicating that the expected total
load is actually six times more than that of
a four-tier stack. Additional tiers are thus
more severe not only because they weigh more,
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Figure 6.--Contours of constant load multipli-
cation factors Ct calculated for combina-

tions of r and F in a ten-tier unitized
load. The calculations assume p = 0.115.

but because their weight gets increasingly
amplified during shipping.

CONCLUSTIONS

The top-to-bottom strength requirements of
unitized corrugated containers may exceed the
normal static strength requirement depending on
the compressive loads caused by transportation
vibrations. The spring rates of top-loaded
containers and cushions are primary properties
determining dynamic loads.

This report proposes new ideas about the
progressive deformation of corrugated con-
tainers with loading, using a set of dimension-
less parameters, r, F, N, p, f, and Ct’ which

reduces the numbers of variables involved with
calculating the response. The permanent
yielding of material around the top of the box
increases its spring rate and superior boxes
yield gradually with lower tier position.
Inferior boxes that deform excessively during
initial loading cause high dynamic loads by
equalizing the spring rates of the lower tiers.

Repeated loading experiments provided data
on typical spring rates of corrugated con-
tainers and plastic bottles. The spring rates
increased with greater equilibrium loads due to
yielding of material. Flattening the hori-
zontal scoreline, and pressing the bottle caps
into the box flaps are primary causes of higher
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spring rates with increased loading. As con-
tainers are stacked, the spring rate of each
tier progressively decreases from the bottom
tier to the top tier. Thus, by increasing the
rate of changing stiffness in the various tiers
using inserts, scoreline stiffness, interior
package, etc. the dynamic load can be reduced.

This report also shows how the spring
rates of cushions can affect the dynamic
loading of containers. Cushions having spring
rates lower than those of the containers absorb
vibrations and significantly reduce the com-
pressive loads. Extending the concept of a
cushion implies that interior packages could be
arranged to take advantage of their inherent
cushioning ability.

The effects of progressive deformation and
of cushions become more pronounced with more
tiers. To reduce the dynamic load on the bot-
tom tier you should therefore minimize the num
ber of tiers, make containers that hold their
shape with top loading, and softly support the
contents using cushions or an effective
arrangement of interior packages. It should be
noted that excessively soft cushions could
bottom-out and result in a damaged product.
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DISCUSSION

Mr. Reed (Naval Surface Weapons Center, Session
Chairman): I noticed that your data on the
truck and train vibration went up to 100 Hz.
That seems contrary to what is more or less
standard practice,

Mr, Urbanik: The data are based on a
compilation of about four major studies of the
rail and truck transportation environments. It
i{s based on the maximum expected acceleration
level. There are some more statistically
sophisticated presentations of the data, but the
approach I used was a simplification that has
been documented to smooth out the existing data.




ot LEAKAGE-FLOW INDUCED VIBRATIONS OF A CHIMNEY

STRUCTURE SUSPENDED IN A LIQUID FLOW

H. Chung
Components Technology Division
Argonne National Laboratory

Argonne,

IL 60439

This paper presents the results of flow-induced vibration tests
conducted to assess the vibration characteristics of a chimney structure
suspended in a liquid flow. The test article is a full-scale model of a
flow chimney used in a nuclear reactor as a part of reactor upper inter-
nals. Tests were performed by simulating all pertinent prototype condi-
tions achievable in a laboratory environment. The test results show
that the chimney experiences an unstable, motion-limfted vibration which
has a distinct lock-in phenomenon with respect to the flowrate., This
unstable vibration is associated with the leakage-flow-modulated excita-
tion through the small clearances between the chimney and its supports.

INTRODUCTION

Many nuclear reactor internal components
have complex geometries and are subjected to
high-speed coolant flow. On evaluating the
flow-induced vibration characteristics of such
components, experimental studies are generally
required as analytical methods may not provide
practically useful information.

Chimney-type structures are often used as
a part of the upper-internal structures of a
nuclear reactor. They are typically designed
to conduct the coolant flow from the reactor
cote assembly to the upper plenum in order to
prevent the control rods from experfencing
cross-flow-induced vibrations and to minimize
thermal striping on the upper-internal-struc-
ture (UIS) components. The flow chimney con-
sidered in this paper has complex geometry and
is supported in a rather complicated manner.

This paper presents an experimental study
of the flow-induced-vibration characteristics
of a chimney structure suspended in a high-
Reynolds-number 1liquid flow, The study
includes an examination of the chimney's
potential to rattle at its supports due to the
potential leakage-flow excitation through the
small clearances at the chimney supports.

CHIMNEY ASSEMBLY

Figure 1 shows a simplified schematic of
the chimney and its support arrangement con-
sidered in this paper. The chimney assembly
congists of a cylindrical chimney shell with
its ends fitted with diaphragm rings and a
control-rod shroud tube attached to the inner
diameter of the diaphragm rings: essentially

two cylinders concentrically attached to~
gether. The 1inner and the outer rings are
connected together by three tangential spokes.

There are two types of chimneys used in
the reactor: Chimney A with the coolant flow
from the core is constricted by the presence
of the control rod drive 1line (CRDL) and
Chimney B without such flow constriction. To
allow expansion and shrinkage during thermal
cycles of reactor operations, either chimney
assembly is loosely fitted between the holes
of the lower and the upper support plates of
the UIS. The total weight of the chimney is
solely supported at the lower support plate.
The diametrical clearances between the
chimney ends and the support slots are
designed to be 0.013-0.041 cm (5-16 mils)
taking {into account manufacturing tolerances.
However, these clearances would allow the
chimneys to move within the constraints of the
clearances.

The chimney is mostly made of Inconel
718, The chimney shell is approximately 218~
em (86-in.) long and has a 27~em (10.75~in.)
inner diameter with a 0.635-cm (0,25~1in.)
wall, The shroud tube is approximately 326-cm
(129-in.) long. The cross—sectional dimen-
gions of the shroud tubes are: 1ll.4-cm
(4.5-in.) - ID and 0.635-cm (0.25-in.) wall
thickness. The weight of chimney is approxi-
mately 189 kg (418 1b). The prototype chimney
operates under normal conditions of 537.8°C
(1000°F) and 12.8 kPa (1.8 psi) pressure
drop. The flow through the chimneg i{s esti-
mated to be 143.6 kg/s (1.14 x 10° 1lb/hr or
2760 gpm), which corresponds to an average
flow velocity of 3.75 m/s (12.29 ft/s).

-t
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Fig. 1 - Simplified schematic of central chimney and supports

FLOW-INDUCED VIBRATIONS

There are three types of flow-induced-
vibration mechanisms potentially involved in
exciting the chimney.

(1) Leakage-flow-modulated
mechanism resulting from flow
support clearances.

excitation
through the

(2) Vortex-shedding excitation mechanism
resulting from flow across the three spokes of
the diaphragm rings.

(3) Turbulent random-pressure
tion on the surface of the chimney.

fluctua-

Since the chimney 1s subjected to high-
Reynolds-number flow, well-defined vortex-
shedding excitation may not occur. Turbulence
flow and leakage~flow-modulated excitations
are more important ones to consider. The
leakage~flow-i{nduced vibrations are strongly
system-dependent and may not be easily pre-
dicted by analytical methods or by scale~model
testing [1-3)., The geometry of the leakage-
flow path, the pressure drop through the path,
the fluid-film damping 1in the path, and the
drag force are all important governing parame-
ters. Turbulence flow excitation is another
complicating factor on the chimney vibration.
Therefore, a full-scale testing {8 necessary
to obtain the vibration characteristics and to
ensure that the chimney response, which, if
significant, could result in excessive wear
over the design life, is acceptable.

SIMILITUDE REQUIREMENTS

In order to accurately assess the vibra-

tion characteristics of the chimney, the
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testing has to be performed with careful
consideration of similitude parameters between
the test and the prototype conditions. The
pertinent similitude parameters are geometric
parameters, material and fluid properties,
flow velocities, and fluid-structure inter-
action parameters [4~5). The fluid-structure
interaction parameters include the Reynolds
number, the Strouhal number, the Euler number,
and the fluid damping factor.

Geometric similarity 1is achieved by
designing the test model in full scale and
retaining the geometrical features pertinent
to flow-induced vibrations. Flow restrictions
in Chimney A due to CRDL was modeled by
blocking the top of the shroud tube. This
modification is considered to be acceptable as
it can lead to more conservative test results,
The test model is made of Type 304 sgtainless
steel, whose mechanical properties closely
simulate Inconel 718 used in the prototype.

The ratio of the material and the fluid
density 1s an {mportant parameter on simu-
lating the susceptibility of structure to
flow-induced vibrations. This density ratio
is approximately 20% larger for the prototype

than the model, as the water density is
approximately 202 larger than the sodium
density.

The tests were performed with room—
temperature water at flowrates up to 176X of

the prototype design flowrate. At full scale,
design flow, with water near room temperature,
the Reynolds number 1is about 1/4 the proto-
typic Reynolds number, as the kinematic
viscosity of water is about four times larger




than that of 1liquid sodium. However, Reynolds
numbers with respect to the inner diameter of
the chimney shell gt the design flowrate are
in the range of 10° for the prototype and the
test model. In the high-Reynolds-number
region (>106) . flow-induced-vibration 1{s
usually independent of Reynolds number, thus
the chimney vibrations will be well simulated
in the model test with respect to vortex
shedding and turbulence excitations.

The Reynolds numbers with respect to tge
support clearances are much smaller (~107)
than that for the chimney-shell inner diame-
ter. The leakage-flow-modulated excitation
mechanism has two important similitude parame-
ters, among others, of Reynolds number and
fluid damping factor. The Reynolds-number
similarity 1invokes the larger clearance for
the test model. However, the fluid damping
drastically decreases as the gap size in-
creases [6-7]. Consequently, variation in the
clearance size and flowrates was selected as
0.0381-0.0635 e¢m (15 and 25 mils) in order to
closely simulate the Reynolds number with
respect to the width of the support
clearances.

The Strouhal number 18 an essential
parameter to achieve similarity of well~
defined vortex-shedding excitation. Other
flow~induced-vibration phenomena such as
turbulent buffeting and fluidelastic insta-
bility may also require the similarity of
Strouhal-number [4-5]. Therefore the poten=~
tially important Strouhal number was simulated
by testing the model up to 1762 of design
flow,

The Euler number similarity requires

(-22;) - (-%5) .

pfv p pfv m

For the prototype flowrate in the model (Vm)
and in the prototype (Vp), the pressure drop
for the model with the prototypic support
clearances is determined by

(p;)
£f'm
(8p) = (—pf)—p (Ap)p - l.ZI(Ap)p

= 15,2 kPa (2.2 psi)
and this similarity is achieved in the test.

The vibration response is largely
governed by the system damping, including the
structural and fluid-dynamic damping. Because
of the uncertainty and difficulty in charac-
terizing damping in the prototype, a generally
used approach {8 to minimize structural
damping 1in the model to thereby achieve a
conservative test.

For the chimney configuration, the fluid-
dynamic damping {8 expected to be much larger
than the structural damping, due to narrow
fluid gaps between the chimney ends and its
supports. With the same support clearance

sizes, the fluid damping will be larger for
the model than for the prototype as water has
higher viscosity than liquid sodium. However,
the selection of larger support clearances for
the test model will offset this f{increase in
fluid damping as fluid damping decreases with
larger clearances. Consequently, the fluid-
damping similarity is approximately achieved.
However, because of uncertainities on quanti-
fying the fluid damping, conservative modeling
of the overall system damping 1s not fully
ensured.

CHIMNEY TEST MODEL

The arrangement of the test assembly is
shown {n Fig. 2. A photograph of the test
article is shown in Fig. 3. The test assembly
consists of a chimney assembly, an upper and a
lower support rings, and necessary vessel and
pipings. The chimney shell was fabricated by
rolling a Type 304 stainless steel plate and
seam-welding it to form a cylindrical shell,
The shroud tube was also made of Type 304
stainless steel seamless tube. The upper and
lower diaphragm rings were sand-casted Type
304 stainless steel, and their outer and inner
surfaces were machined to a close tolerance.
The diaphragm rings were welded to the shroud
tube at the upstream side and were fitted into
the chimney shell with interference up to 76
microns (3 mils).

The main bodies of the support rings were
made of Muntz metal with Type 304 stainless
steel sleeve inserts. Thus the interface
conditions between the chinmey and the support
rings were simulated to those of the proto-
type. Two pairs of support rings were
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Fig. 2 - Chimney model test assembly




Fig. 3 - Cross-sectional view of chimney model
assembly

fabricated; incurring 0.0381- and 0.0635-cm
{15~ and 25-mils) diametrical clearances. The
pressure vessels accommodating the chimney
assembly and its support clearance rings were
fabricated from two segments of 24-in. ASA
Schedule 10S welded pipe, three 24-in. ASA
150# forged flanges, and an elliptic head.

Vertical orientation of the test section
and space limitation of the test facility
precluded the direct connection of long runs
of straight pipe to the immediate inlet of the
test section. Consequently, it was necessary
to use pipe bends and an area enlarged prior
to the chimney inlet pipe. Two steps of flow
straightners were placed at the upstream of
the test section to remove major distortions
of the axial velocity profile and to simulate
the fully developed flow expected in the
prototype.

For the Chimney A test, flow through the
central nozzle of the seven flow conditioning
nozzles (Fig, 2) was blocked by a cap, while
flow through the shroud tube was blocked by a
plug at the top of the shroud tube (Fig. 3).
However, neither of these flow restrictions
were made for the Chimney B test.

The test section was connected to the
Flow-Induced-Vibration Test Facility (FIVTF)
at Argonne National Laboratory. The FIVIF 1is
capable of providing up to 8000 gpm of room-
temperature water and equipped with extensive
flow control and measurement instruments.

INSTRUMENTATION

Two types of vibratory motion were
anticipated: (1) chimney vibration due to
flow-induced 1internal excitations and (2)
external vibratory motion transmitted to the
chimney from the test loop.

Requirements for the internal vibration-
measuring transducers are that the transducers
avoid disturbing the flow regime and are
protected from the water-contamination. For
internal vibration transducers, two pairs of

non-contacting displacement transducers (Kaman
Science Model KD~2300-1S) and three pairs of
miniature accelerometers (four Endevco Model
2220C and two Endevco PICOMIN Model 22) were
selected and encased in small water-proofed
containers and mounted inside the test sec-
tion. Figures 4 and 5 show general layout of
the test instrumentation and data~acquisition
system. A pair of displacement transducers
was mounted on each diaphragm rings, posi-
tioned 90° apart (Dl and D2 on the lower, and
D3 and D4 on the upper ring) (see Fig. 6).
Two pairs of accelerometers were also
installed on the lower (Al and A2) and the
upper (A3 and A4) end of the chimney with the
same sensing orientation as the displacement
transducers. Accelerometers A5 and A6 were
located on the chimney-shell surface about
96.5-cm (38-in.) above 1ts lower end. To
measure the global vibratory motion of the
test section, triaxial accelerometers (Endevco
Model 2228C) were mounted to the upper and
lower flanges of the pressure vessel. The
signals from all sensors were recorded on an
FM tape recorder and analyzed by a Hewlett-
Packard 5451C Fast Fourier Transform (FPT)
analyzer.

The pressure drop across the chimney
assembly were measured via two differential
pressure transducers (Viatran Model 209). The
absolute pressure at the top of the test sec-
tion was also measured by a Bourdon gauge.
The flowrates were measured by turbine flow-
meters installed in the test loop (FIVIF).
The loop water temperature was kept near 20°C
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Fig. 4 - Chimney model test instrumentation
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Fig. 6 - Upper support region with
instrumentation

throughout the test performance. To verify
the uniformity of the inlet flow velocity
profile, a turbine flowmeter (Flow Technology
Model FTP-GJS (S)) was placed immediately
upstream of the inlet flow nozzles.

FREE VIBRATION TESTS

Prior to the flow tests, three phases of
free vibration tests were performed to deter-
mine the free vibration characteristics of the
chimney in afir and in water, and thus to aid
the interpretation of the flow-induced-
vibration test results. Initially, the modal
analysis testing with a Fourier analyzer
system was performed to investigate the
natural frequencies and the mode shapes of the
chimney shell in afir, Second, the chimney
assembly was 1installed into the test rig and
an impact test was performed. The transient-
response signal was captured and processed by
the Fourier analyzer to provide frequency
spectra., In the third phase of testing, the
test rig was filled with water and the same
procedure as the second phase was repeated to
identify the peak frequencies of the chimney
assembly in water.,

Natural frequencies of the chimney shell
are high, greater than 180 Hz in air and 122
Hz in water, Analytical solutions (8] based

on the classical-ghell theory were also used
to substantiate the test results.

During the {mpact tests, the shell
natural frequencies were well monitored from
accelerometers A5 and Ab6. In-water impact
test shows that the shell natural frequencies
are substantially reduced due to the inertia
effect of added water mass.

Accelerometers Al-A4, 1installed into the
upper and lower supports of the chimney,
revealed some additional resonance peaks other
than the shell frequencies. These resonance
peaks may be associated with the free vibra-
tion of the chimney-containing vessel, the
test-assembly support frame, or the piping
connected to the test section. However, these
frequencies were considered not important for
the present test program as we are primarily
concerned with the chimney movement with
respect to its support rings.

Displacement transducers D1-D4, mounted
in pairs at the upper and lower support rings,
measured the displacement of the chimney
relative to the rings. Transducers D3 and D4,
mounted at the upper ring, showed low-level
frequency peaks at 19 and 14 Hz in air and in
water, respectively. However, Dl and D2,
mounted at the lower support ring, showed no
predominent peak; the impact force exerted on
the chimney was not large enough to shake the
chimney. Based on these impact-test results,
one can conclude that the chimney may rattle
within the upper support ring at a frequency
of 14 Hz during the flow-induced-vibration
test. The impact tests also indicated that
the damping of the chimney is small: <0.3% in
air and <2% in water.

FLOW-INDUCED~VIBRATION TESTS

After the free-vibration tests, the test
section was subjected up to 176% of the proto-
type design flowrate of 2759 gpm. The flow-
induced-vibration tests were performed to
characterize the dynamic behavior of the
chimney as a function of flowrates for various
support clearances configurations and to
identify any dominant flow excitation mecha-
nism associated with chimney vibrations.

A total of eight test configurations were
tested: four different combinations of the
upper and lower support clearances for Chimney
A and B. Each test configuration was identi~
fied by three codes; for example, A~15-25 is
Chimney A test with 15- and 25-mils clearances
at the upper and the lower support, respec—
tively. For each test configuration, the
parameters varied were flowrate and loop
static pressure. Measurements of displace-
ments, accelerations, and pressures were made
at the flowrates ranging from 12.5% to 176% of
the prototype design flowrate and the flowrate
for which any instability occurs. During the
lower-flowrate (below 2500 gpm) testing, the
static pressure in the test section was raised
by throttling the downstream butterfly valve
in order to maintain the minimum of 104 kPa




(15 psia).
and downstream valves were left wide open.

At higher flowrates, the upstream
This effort was necessary to eliminate air
bubbles in the flow, and thus minimize any
two-phase flow effects and the possibility of
cavitation.

During the tests the two displacement
transducers measuring the lateral motion of
the chimney at the upper and the lower support
ring were displayed on an oscilloscope screen
for continuous visual monitoring, and thus to
identify the critical flowrate associated with
any dominant flow-induced vibration. Because
the frequency response of the taped recordings
rolled off at ~1000 Hz, the accelerometer
signals were scanned periodically and
inspected on an oscilloscope screen for any
visual sign of impacting.

Data tapes containing transducer signals
were processed to provide displacement and
acceleration PSD for the frequency range of
0-100 Hz; frequency components above 80% of
the upper range limit were filtered out to

minimize aliasing errors in the analog-to-
digital converter, In the analysis range of
0-100 Hz, the spectrum was the results of

ensemble averaging of 10 consecutive samples
with a resolution of 0.195 Hz. The RMS
displacement of the chimney at 1ts upper and
lower supports were calculated by integrating
the displacement PSD. The RMS amplitudes
based on accelerometer data were calculated by
doubly integrating the acceleration PSD over
the frequency bandwidth containing the
vibration frequency of interest.

DISCUSSION OF RESULTS

Data—analysis results and visual observa-
tion during the tests revealed that Chimney A
experienced an unstable, motion~limited vibra-
tion starting at ~i20% of the prototype design
flowrate. However, this vibratfon did not
prevail with Chimney B where the flow through
the shroud tube was allowed.

The vibration response of Chimney A at
the lower support became unstable at ~3320 gpm
and reached 1its total 1instability at ~3440
gpm; these are ~120% and ~125% of the design
flowrate, respectively. This unstable vibra=-
tion was concentrated at frequencies below
15 Hz as shown in Fig. 8, and persisted at
higher flowrates without much changing {its
amplitudes and spectral contents. As the
flowrate decreased, the response became re-
stabilized at ~3135 gpm that is lower than the
flowrate associated with the onset of insta-
bility; indicating the vibration has the hys-
teretic behavior with respect to the flowrate.

Inspection of the accelerometer signals
during testing showed no recognizable evidence
of impacting. The vibratory motion was
limited by the support clearances and their
associated squeeze-film fluid damping, with
the result that amplitudes are smaller than
the size of the clearances; the chimney was
not {mpacting the support clearance rings.
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However, the vibration amplitude at the upper
support increased steadily with the flowrate;
no apparent jump phenomenon was observed.

The observed flow-induced vibration is
associated with the leakage-flow-modulated
excitation mechanism controlled by the chimney
weight, the flow 1ift force, and the asymmetry
of the leakage-flow path. As the flowrate
increases, the 1lift force exerting on the
chimney rises. When the 1ift force becomes
large enough to overcome the chimney weight,
the chimney starts to levitate, incurring the
change of leakage-flow paths and lateral fluid
forces to the chimney (see Fig. 7). Lateral
movements of the chimney and resulting changes
in the leakage-flow paths are wmodulated to
sustain the vibratory motions. As the chimney
levitated with 1increasing flowrate, the
leakage~flow paths became enlarged and the
1ift force exerting on the chimney stabilized;
resulting the height of levitation settled
became and did not increase with the flowrate.

Figure 9 presents RMS vibration ampli-
tudes for a Chimney A configuration., The RMS
displacements at the lower support jumped to
higher values by an order of magnitude at
~125% of the design flowrate. However, they
showed a gradual increase at the upper sup-
port. For the Chimney A configuration, Dl and
D2 showed consistent patterns of jumps for all
clearance configurations. On the contrary, D3
and D4 were somewhat inconsistent for dif-
ferent clearances.

The observed leakage-flow induced vibra-
tions are also clearly demonstrated by the
horizontal trajectory plots of the chimney
movements as shown in Fig. 10. Starting with
the onset of instability, the lower end showed
a random pattern without a directional prefer-
ence. However, the upper end initially showed
a random pattern and, as the flowrate reached
3830 gpm (~138% of the design flowrate), it
vibrated in a distinctly preferred direction
which 1is perpendicular to the axis of the
These vibration

all clearance

bottom support eccentricity.
for

patterns are consistent
configurations of Chimney A.

y.

/

{o) REFORE LIFTED (b) AFTER LIFTED
Fig. 7 - Leakage flow paths
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Spectral analyses of the displacement
transducer measurements show that the obsetrved
flow~induced wvibration s a band-limited
random vibration in the frequency range of
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5-15 Hz at the lower support and 2-10 Hz at
the upper support. As discussed earlier for
the time-history signals, the predominant
frequencies of the vibration signals slightly
increase with flowrate. PSD curves of the
transducer signals (see Figs. 11-12) show
these trends for the upper and lower end
movements. PSD curves of accelerometers AS
and 46, showed a predominance of energy peaks
near the natural frequencies of the chimney
shell, 122, 364 Hz, etc. The PSD curves for
external accelerometers showed quite different
spectra from the internal accelerometer spec-
tra; the chimney vibration and the loop piping
motion were not coupled. On some PSD curves,
electrical noises of 60 Hz are shown. In the
calculation of the RMS displacement, the
influence of these noises was neglected.

The maximum peak-to-peak displacements
were also obtained from the time-history
analysis of the displacement transducer
signals. For all test configurations, the
peak-to-peak amplitudes were smaller than the
clearances at the upper and lower supports;
attesting that the chimney was not impacting
the support clearance rings. On the basis of
idealized model-test criteria, the vibration
amplitudes of the prototype chimney at the
supports can be somewhat larger than the
present test model due to the following
reason. The kinematic viscosity of the proto-
type fluid, liquid sodium, is four times lower
than that of room-temperature water. There-
fore, a smaller fluid damping in the prototype
may increase the vibration amplitudes. How-
ever, the conservatism 1is already built into
the test results, as the test model was less
restrictively designed for its vibrational
movements at the supports and the test parame-
ters were conservatively selected. This con-
servatism would more than offset the likely
increase of vibration amplitudes due to the
decrease of fluid damping in the prototype;
the present test results are considered to be
conservative with respect to the prototype
case.

The pressure drops across the chimney
(8p,) and across the lower support plate (4py)
were measured for each test configuration
(F1g. 13). Very little pressure drop was
expected across the upper support plate,
because large cutouts were provided to simu-
late the conditions of the reactor's upper
plenum. Consequently, Ap and Ap are
expected to be similar; this was confirmed
(see Fig. 13).

Based on the test specifications, the
pressure drops were determined by dividing the
total flow through the upper internal struc-
tures by the total number of chimneys.
Consequently, the expected pressure drop
(2.2 psi) calculated earlier for the chimney
model testing is an average value for two
different types of chimneys: Chimney A and
Chimney B. Test results show that the total
pressure drop (Apu) at the specified design
flowrate (2760 gpm) are respectively ~4.0 and
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~1.9 psi for Chimney A and Chimney B, It is
also contemplated that the actual flowrates
would be different for Chimney A and Chimney B
when they are subjected to the common pressure
drop. At a pressure drop of 2.2 psi, the
actual normal operating flow through Chimney A
and Chimney B would be ~1900 and ~2950 gpm,
respectively.

The vibration characteristics of Chimney
B were distinctively different from those of
Chimney A. Chimney B underwent low-amplitude
random vibration; its amplitude was an order-
of-magnitude smaller than for Chimney A for
the same flowrates. As the shroud tube was
not blocked, the 1lift force was not large
enough to levitate the chimney. Consequently,
the leakage-flow-modulated vibration could not
occur in Chimney B, The flow turbulence was
only attributed to its low-amplitude random
vibrations.
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Fig. 10 (Contd.)

CONCLUSIONS

The flow-induced vibration character-
istics of a chimney structure were investi-
gated by testing a full-scale model subjected
to simulated prototype conditions. Test
results show that an wunstable vibration
occurred with Chimney A, however, not with
Chimney B. The chimney levitated and under-
went an unstable vibration starting at ~125%
of the prototype design flow and a pressure
drop of 5.5 psi. Before levitation of the
chimney, it experienced a random vibration at
the upper support in a narrow frequency band
below 10 Hz with a small amplitude.

s,
aor

The chimney vibration after levitation is S
associated with a  leakage-flow-modulated ey
excitation mechanism that has controlling N -
parameters of the chimney weight, the flow
lift force, and the eccentricity of the
leakage-flow path, While the chimney was
undergoing an unstable vibration, its motion
was being limited by narrow support clearances
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and their associated squeeze-film damping,
with the result that amplitudes are smaller
than the sizes of the clearances. Conse-
quently, these results and the observation of
accelerometer signals during the tests lead to
a conclusion that the chimney was not
impacting the support clearance rings.

T
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The prototype design flowrate (2760 gpm)
is ~80% below the critical flowrate (3440 gpm)
assoclated with the unstabie vibratfon. Based
on the pressure drop consideration, the actual
normal operating flowrate through Chimmney A
would be ~1900 gpm, that 1s ~55% below the
critical flowrate. Consequently, the observed
leakage-flow-induced vibration would not occur
with the prototype chimney under the normal
operating condition. If an even higher margin
of safety 1s desired, efther the chimney
weight should be increased or the flow path
through the chimney should be redesigned to
shift the balance point of the chimney weight
and the 1ift force.

e~
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—

Fig. 13 - Pressure and pressure drop for
Chimney A model (A-25-25) at various flowrates

ACKNOWLEDGMENT

This work was performed under the
sponsorship of the U.S. Department of Energy.

r

'
[

131

B AR SR Y




1.

2,

5.

7.

8.

REFERENCES

M. R. Torres, "Flow-Induced Vibration of
BWR Feedwater Spargers,” ASME Spec. Publ.
PVP-41, Flow-Induced Vibrations of Power
Plant Components, presented at the ASME
Pressure Vessel and Piping Conference, San
Francisco (Aug 13-15, 1980),

Je E. Corr, "Big Rock Point Vibration
Analysis,” ANL-7685, Proceedings of the
Conference on Flow-Induced Vibrations in
Reactor System Components, Argonne National
Laboratory, pp. 272~289, 1970.

D. E. Hobson, "Fluid-Elastic Instabilities
Caused by Flow in an Annulus,’ presented at
the 3rd Conference on Vibration in Nuclear
Plant, May 11-14, 1982, Keswick, English
Lakes, U.K.

G. S. Beavers and R, Plunkett, "Modeling of
Flow-Induced Vibration in Heat Exchangers
and Nuclear Reactors,” Trans. ASME, J,.
Fluids Eng., pp. 358-364, Dec 1974,

A. Fortier, "General Considerations of the
Problems of Aero- and Hydroelasticity,”
L. Houille Blanche, Vol. 5, 383-390, 1971.

To T+ Yeh and S. S. Chen, "The Effect of
Fluid Viscosity on Coupled Tube/Fluid
Vibrations,” J., Sound Vib., Vol. 59, No. 3,
pp. 1-24, 1978,

T. M. Mulcahy, “Fluid Forces on Rods
Vibrating in Finite Length Annular
Regions,” Trans. ASME, J. Appl. Mech., Vol.
47, pp. 234-240, June 1980.

H. Chung, “Free Vibration Analysis of
Circular Cylindrical Shells,” J. Sound
vib., Vol. 74, No. 3, pp. 331-350, 1981.




DISCUSSION

Mr. Pinson (NASA Langley Research Center): You
said you meagsured the flow rate. Did you
measure the steady flow, or did you measure the
unsteady flow?

Mr, Chung: 1 measured the asteady flow, it was a
steady flow problem.

Mr. Pinson: Do you have an analysis that
quantitatively predicts the instability for
this?

Mr. Chung: Yes. It was quantitative in the
sense that we could measure the amplitude of
vibration, and the data were obtained for a
critical flow rate.
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THE EXPERIMENTAL PERFORMANCE OF AN OFF-ROAD
VEHICLE UTILIZING A SEMI-ACTIVE SUSPENSION

E. J. KRASNICKI
LORD CORPORATION
ERTE, PENNSYLVANIA

The transition of the semi-active suspension system from an operating
laboratory prototype 1into an operationa) off-road vehicle prototype,
which utilizes a self contalned semi-active suspension system, 1is
presented. The modified wvehicle and a stock vehicle, with a
conventional passive suspension system, are compared on a designated

E test course. The experimental performance results of the ™On-Off"
b, semi-active system and the conventional system are compared and
discussed. The (tmproved performance of the sem)-active system,

i predicted by analytical models, is experimentally verified.

[

3y INTROQUCTION the mass in this case) obtained from a sensor

located on the mass. This signal is then

Semt-active vibration 1solation was first processed by the control algorithm to produce
disclosed in Reference [1]. This led to the a desired control force, F. Various control
original patent on the concept. Since then algorithms may be wused to obtain desired
the analytical investigattion and experimental system performance,

verification of semi-active isolation systems
has been well documented. References [2],
{3], and (4] document both analytical and
experimental verification of two vartations of
semi-active damping systems conducted at Lord
Corporation. A brief presentation of the
concept of a semi-active suspension system,
its operation and performance advantages, as
well as a discussion of the two semi-active
concepts are included in this section.

figure 1 represents 3 different types of
simple single degree-of-freedom isolation
systems which are used for discussion
purposes. Figure la represents a fa)

conventional, totally passtve suspension o Actiee

system. The linear frequency response of this

system 1s 1)lustrated in Figure 2 for a FIGURE 1

damping ratio, ¢, of 0.7. PASSIVE, ACTIVE, & SEMI-ACTIVE VERSIONS

OF A SINGLE d-o-f GROUND VEHICLE

The second schematic, figure b, is

representative of a fully active suspension A typical control strategy, which provides
F system. These systems utilize a force excellent resonance control coupled with
- generator connecting the ground input Vin (t) excellent high frequency isolation, 1s to have

- and the sprung mass, m. This force generator the force actuator behave 1like a damper

- can ideally produce any size force, in any connected between the sprung mass and inertial
’l},. direction, instantaneously. The  typical ground. The force applied to the mass would
A realization of this force generator s a be proportional to the absolute velocity of
- hydraulic actuator powered by a high pressure the mass. A passive device which would
D source. The feedback law utilizes a measure provide the Aidentical control force is the
:"‘ of the system state (the absolute velocity of theoretical “"skyhook" damper. It s a
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fictitious device for vehicle applications due
to the absence of a true 1inertial reference.
The position of the “skyhook" damper 1is
11lustrated 1in Figure 1. The frequency
response of the totally active system is also
Y1lustrated in Figure 2. Fully active systems
were investigated in the 1960's and were found
to be costly, complex, and require significant
amounts of external power. These systems are
not very practical for suspending large heavy
vehicles due to the large power requirements.

In contrast, semi-active control, shown
schematically in Figure 1(c), provides
improved ride quality in ground vehicles that
approaches the performance of fully active
systems while requiring no hydraulic power
supply. This performance 1s accomplished
using only low level electrical power needed
for signa)l processing and valve actuation.
The implementation of this hardware 1is
significantly simpler and less costly than
that of a fully active suspension system. The
semi-active suspension 1s basically a passive
suspension in which the damping forces can be
instantaneously modulated. Reference [1]
documents the introduction of semi-active
control, while References [2], (3], and [4]
show some of the development work that has
occurred in the area of semi-active vibration
isolation. The semi-active damper or force
generator can be most easily conceptualized as
a conventional hydraulic shock absorber 1in
which the resistance in the fluid flow path
can be instantaneously varied. 1In this way,
the damper forces (although generated totally
passively) can be controlled through
application of a very small control effort.
Therefore, a semi-active system would consist
of a damper with characteristics that may be
modulated, used in combination with a passive,
conventional spring suspension. Since this is
essentially a passive system, the actual
damper force can be set equal to the desired
control force only when the sign of the actual
damper force 1s the same as that of the
desired force. When this is the case, only a
small amount of power 1s required to control
very large damper forces. Through analysis
and  experimentation with many different
dynamic systems, it has been found that this
type of semi-active control can produce system
behavior approaching that of a fully active
system. Semi-active control is particularly
well suited for shock and vibration control.
This fact 1s clearly seen in Figure 2 where
the frequency response of the semi-active
system almost matches that of the fully active
system with relatively insignificant amounts
of power being wused. Since semi-active
systems are inherently nonlinear (or
bilinear), the frequency response is actually
interpreted from computer simulation of the
system subject to harmonic input.

The control policy wused by a semi-active
suspension 1s essentially the same as that
discussed for the fully active system. The

damper force, generated passively, 1s set to
equal the desired force that would be
generated by a passive “skyhook" damper
whenever the sign of the actual and desired
forces are the same. The major difference
between the fully and semi-active system 1is
the semi-active system sets the passively
generated damper force to zero (more
realistically, some flow area 1is set to its
maximum value) when the desired and actual
forces are of opposite sign. 1In this way the
system minimizes the amount of energy put into
the mass due to the base motion.
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FIGURE 2

FREQUENCY RESPONSE FOR PASSIVE & ACTIVE
SINGLE d-o-f VEHICLES

The experimental prototype of the continuously
variable "skyhook" semi-active system
performed exceedingly well as shown in Ref.
[2]. A  much simpler version of the
semi-active control policy consists of using
an approach coined "on-off" control. In this
system the 1logical decisions to have the
damper "on" or "off" s made based on the
*skyhook" policy Just discussed for the
continuously varlable system, but the control
force is not modulated in the "on" state.
when the damper is on, a fixed flow area is
provided. The theory and experimental
performance of the device is discussed in Ref.
[3). The on-off, semi-active system has the
advantage of not requiring continuously
variable area modulation nor the assoclated
microprocessor control. Since the on-off
active damper is not generating the
theoretical skyhook force, when 1% can, the
system does not perform quite as well as the
continuous force modulating system. However,




as shown 1in Ref. (3], the performance
approaches that of the continuous semi-active
system and ts superlor to conventional passive
systems when enough damping s added to
sufficiently reduce system resonance.
Therefore, the on-off semi-active system
trades off some system performance against
reduced system cost and complexity.

The research efforts at Lord Corporation and
the University of California have demonstrated
analytically and experimentally that
semi-active suspension systems achieve ground
tnput 1solation performance approaching that
of hydraulically powered, totally active
suspension systems ([2], [3), [4}). This
paper documents the transition of the
semi-active system from an operating
laboratory prototype into an operational
off-road vehicle prototype which utilizes a
self contained semi-active suspension system.
The modiflied vehicle and a stock vehicle, with
a conventional passive suspension system, are
compared on a designated test course. The
performance results of the semi-active system
and the conventional system are compared and
discussed.

COMTROL ELECTROMCS

s

ACCELEROMETER

ACTIVE DAMPER AND SPRING STRUT
WITH RELATIVE VELOCITY TRANSOUCER
FIGURE 3
SCHEMATIC OF THE VEHICLE PROTOTYPE

THE _HARODWARE PROTOTYPE

The vehicle that was used for the suspension
modification and testing was a commercially
available of f-road motorcycle. The
semi-active suspension hardware replaced the
conventional suspension at the rear of the
motorcycle only. The front fork assembly was
not altered. Figure 3 schematically
$1lustrates the hardware configuration. For
simplicity, this schematic depicts the
modified spring and damper assembly attached
in a vertical ortentation between the rear
wheel and the suspended frame. The rear
suspenston wused in most of the current

137

SALENEL AT Rl o

off-road motorcycles s a single spring and
damper assembly, connected in various
configurations, between the swing arm and the
suspended frame. This arrangement expedited
the Aimplementation of a semi-active rear
suspension.

The prototype motorcycle 1s a self contained
system. The "On-Off* semt-active rear
suspension, the required measurement
transducers, the control electronics, and the
electronic power supply were all contained
within the motorcycle -envelope. In this
prototype, the power supply required by the
control electronics and the control valve
actuation device is a battery pack located on
the motorcycle. In the future vehicle
prototypes the power will be taken directly
from the vehicle.

The absolute velocity of the rear of the
suspended frame was obtatined through
integration of an acceleration signal. The
relative velocity between the rear wheel and
the suspended frame was measured directly.
These two signals were used as inputs to the
control algorithm.

The experimental performance of the
conventional suspension system was obtained by
replacing the "On-Off" semi-active system with
the stock spring and damper strut. In this
way, the changes in the vehicle dynamics due
to the added weight and 1location of the
control electronics and battery pack would be
encountered by both suspension sytems.

Boath motorcycles were tested over the same
test track, affording us the opportunity of
directly comparing the two set of performance
results.

DESCRIPTION OF THE TEST SETUP

The bump course used for this test consisted
of 4 inch by 4 inch wooden beams spaced 15
feet  apart, securely attached to the
pavement. Eight beams were used; each beam
was 48 inches long. These beams were securely
fastened to a smooth, asphalt paved road. A
chase vehicle (a pickup truck) was used to
carry the 1instrumentation necessary for
recording the motorcycle performance data.
The testing was carrjed out at the Thomas Lord
Research Factiliity in Cary, North Carolina.

The chase truck carried a Racal 4-channel FM
tape recorder with which to record the
necessary data, being the acceleration of the
mass, the absolute velocity of the mass, the
relative velocity between the wheel and the
mass, and the relative displacement between
the wheel and the frame, as wel)l as other
necessary diagnostic information. The
instrumentation on the motorcycle  was
connected to the truck through breakaway
cabling. No electronics, or measurement
transducers, required for actively controlling
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the suspension, were carried in the truck.
Everything was on the motorcycle. All of the
current test runs were made at one speed, 15
mph. Each run began approximately 500 feet
before the first bump. This allowed adequate
time for the motorcycle and the
Anstrumentation truck to accelerate and enter
the bump course at the desired speed. This
speed was maintained throughout the entire
bump course.

These tests were run with two different rider
positions. The first set was conducted with
the rider seated, and another set with the
rider standing on the pegs. The latter 1s the
position in which most motocross riding takes
place. A direct comparison of 1solation
system performance was conducted by first
testing all configurations of the Lord damper
system, both semi-active and passive. Then,
the stock conventional suspension system was
installed and the same tests were conducted
for varlous damping rate settings. The
performance data collected during these tests
allowed us to observe and verify the proper
operation of the self contained “On-Off"
damper prototype.

DISCYSSION OF THE RESULTS

The criteria used for evaluating performance
of the suspension system are, acceleration of
the rear of the suspended motorcycle frame and
the relative displacement between the frame
and the rear wheel (rattle space). These data
were measured, recorded, and utilized as the
comparative measure of suspension system
performance. The taped information was then
played back Into a Hewlett Packard 5420
digital stgnal amalyzer for an FFT (fast
fourifer transform) analysis. These results
are presented in Figures 4 through 6. The
acceleration data is presented in the form of
standard power spectral density (PSD) plots.
The acceleration PSD plots are always
presented as part "a" of figures 4, 5, and 6.
The soldd traces always represent the
acceleration response of the Lord damper under
semi-active control. The dashed trace always
represents the acceleration response of a
passive damping system, whether 1t be the
stock conventional damper strut or the Lord
damper used in a passive mode. Both passive
dampers were tested in a highly damped state
and a lightly damped state.

The relative displacement (rattle space) data
were also analyzed by a fast fourier transform
(FFT) analysis. These results are more
meaningfully presented in the form of peak
signal ampliitude versus frequency plots.
These data are presented as part "b" of
figures 4, 5, and 6. The solid trace again
always represents the relative displacement
response of the Lord damper under semi-active
control. The dashed trace always represents
the displacement response of one of the
passive damping systems. Again, both dampers
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were tested in the passive mode with a highly
damped and a 1ightly damped setting.

The acceleration PSD plots, as well as the
peak relative displacement versus frequency
plots, are calibrated. It is possible to read
directly from each plot either the magnitude

of the displacement per Hz. or (9rpmg)2/Hz.

The comparative nature of these plots show the
relative performance between two damping
systems. Comparisons of performance traces
between different plots are also valid due to
the consistency of recording technique and
instrument calibration technique. In all
cases, the X and Y axis of all plots are
11inear; therefore, relative performance
differences are easily and accurately
identified.
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FIGURE 4
COMPARING THE ON-OFF SEMI-ACTIVE OAMPER
AND A LIGHTLY DAMPED PASSIVE DAMPER

Figures &4, 5, and & represent test runs at 15
mph with the rider seated on the motorcycle.
The results obtained from the test runs with
the rider standing on the pegs are consistent
with the Y1lustrated results and are therefore
not tncluded in this paper.




The enormous amount of information in these
plots, revealing particular suspension system
performance in limited freguency regions,
makes 1t impossible to discuss specific
detalls in a paper of this kind. Therefore,
only general interpretations of the results
will be presented here. This Jleaves the
reader the opportunity to investigate any or
31) regions of the data plots and form their
own conclusions as to the performance
advantages ‘of the semi-active suspension
system.
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FIGURE 5
COMPARING THE ON-OFF SEMI-ACTIVE DAMPER
AND A HEAVILY DAMPED PASSIVE DAMPER

Generally speaking, the magnitude of the peaks
in the acceleration PSO plot are a measure of
the harshness of the ride as experienced by
the rider. The magnitude of the peaks in the
peak relative displacement plot are a measure
of the amount of wheel travel. Comparing
these peak magnitudes at a particular
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frequency gives us a relative performance
reading between hardware systems. It is the
author's opinion that large acceleration peaks
at the low frequency, below approximtely 10
Hz., are Aindictive of the large acceleration
forces that would be felt by a rider,
resulting in a harsh ride. Higher frequency
accelerations tend to be 1solated through
structural and particularly seat compliance.
The rider may not feel these accelerations,
even though they look quite prominent 1in the
PSD plot.

1.2
- ! e ON-OFF SEMI-ACTIVE
z
~ fl = — = PASSIVE
o
2 1]
8 i
& |
g {
g I
E \ i
Q |
g
2 q
A (A0 AV AGMED
0.0 v v
0.0 FREQUENCY (Hz) 25.0
a. Acceleration PSD
2.0
a 1 e ON-OFF SEMI-ACTIVE
Z = == PASSIVE
~
e
K
&
§
o
3
B
12
a2
o
x
8
=~
0.0

0.0 FREQUENCY (Hz) 25.0

b. Relattive Displacement (Rattle Space)

FIGURE 6
COMPARING THE ON-OFF SEMI-ACTIVE DAMPER
AND THE STOCK PASSIVE OAMPER

The performance results presented in the
acceleration PSD plots clearly 1llustrate that
the acceleration peaks in the lower frequency
regions (0 Hz to 10 Hz) are signtficantly and
at times substantially smaller in magnitude
than any of the passive damper configurations
tested, whether the Lord damper or the stock




system had required no more rattle space than
any of the passive systems, except the Lord
damper in the highly damped setting.

These results demonstrate that when the self
contained semi-actively suspended motorcycle
is subjected to the described bump track, the
acceleration levels to which the rider s
subjected are significantly reduced without
increasing the amount of wheel travel required
to achieve such isolation. These test results
experimentally verify that the self contained
'on-0ff" active damper 1s operating properly
and demonstrates the performance advantages
predicted analytically. These test results
also are consistent with the test riders
evaluation of reduced ride harshness and
improved motorcycle controllability when the
semi-active suspension is used in comparison
to the passive suspension systems tested.

CONCLUSIONS
An of f-road vehicle utilizing a
self-contained, “On-0ff" semi-active rear

suspension has been successfully developed and
tested. This vehicle prototype is a
conventional off-road motorcycle which has
been modified by replacing the existing rear
suspension with an  *On-Off" semi-active
system. The vehicle system contains within
1ts envelope all the necessary control system
components and 1s, therefore, designated as
self-contained.

The main purpose of this series of performance
tests was to experimentally verify that a self
contained *On-Off" semi-active system used in
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suspension performance by minimizing
acceleration of the motorcycle frame in the
frequency region below 10 #Hz, without
increasing the required rattle space. The
performance test results, included 1in this
paper, document the fact that the semi-active
rear wheel suspension of the test motorcycle
does accomplish this objective. Because
higher frequency vibrations are 1solated
through structural and seat compliance, the
improved low frequency acceleration isolation
leads to Aimproved motorcycle controllability
and reduced ride harshness for the rider.
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EFFECT OF AIR CAVITY ON THE VIBRATION
ANALYSIS OF LOADED DRUMS

SASATHAR DE
National Research Institute
P.O. Bankisol, Bankura
W.Bengal (INDIA)

The paper is concerned with the free vibration
analysis @& loaded circular and annular drums with an enclo-
sed air cavity.The effect of the compressibility of the
entrapped air on the vibration characteristics has been stu-
died.The membrane over the drum is supposed to be composed
of any number of parts with different materials and small
loads are applied at the junctions.The modification of the
frequency spectrum due to such loading has been mathematica-
lly analyzed and some particular cases have been discussed.
It_has been pointed out that both drums essentially follow
the same rules in the study of the altered £
application of small loads at the junctions of the membranes.
The possibility of construction of an annular drum-head like
kettledrum may be suggested.

ies by the

1 JINTRODUCTION

The effect of air cavity on the
vibration characteristics of circular
[ 8-x_/ and annular /1_7 drums have
been discussed. The vibration charact~
eristics of Japanese drums,consisting
of two membranes at either end of a
curved cylindrical body, have been in~
vestigated /m_/. The vibrations of
loaded kettledrums / n-q_/have been
further analyzed and the early works
have been reviewed / r,s_7/.1t has been
shown that some of the allowed values

of frequency of a vibrating kettledrum.

can be made essentially harmonic beca-
use of the interaction with the air

inside the kettle / d_7,by careful adj-
ustment of the tension / t_/and by the
application of small load on the memb-
rane / n,0_/. The present study deals
with the free vibration analyais of
circular and annular drums when the
membranes are composite as well as loa-
ded at the junctions. The harmonic rela-
tionships of loaded drums have been exa-
mined to give some information for the
design. of drums,

2 . FUNDAMENTAL EQUATIONS
We consider a membrane composed
of n parts
1
et &t &N
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: k-1,2,'-...n; 'fo = O ) "’%(&*ﬁ)"e&\’; (e‘*”)=°
' for the circular boundary. The mass -
- per unit area of the k = th membrane ¢ 8., ‘1;("*,) + "/f"' ((""q.) (3)
- is genoted by 6y . The membrane is = o0, »
s stretched over one end of an airtight where {7\ Pm P'L
vessel. The vibration displacements = " ) o T s P _— /‘u ,
R n
" Hk= "R ('f,o, t ) N kK = 1,2,0000000 2 iaﬂ.
: n must satisfy the equation of motion A= "f:, Ca Y, /Vo v .
[ a, qJ For an annular drum (the membrane is
1 Ve I - (5; Iy fastened rigidly at both the inner
& uz’ = "1" % (1) edge of radius ¥, and the outer edge
» % ' of radius the possible values
g S‘ ‘f‘d‘f' 5 10'“" (*’ a'), ra 4 )0 PO
o=t .r. / ) ? of frequency are obtained from the
. = ti 1a) 1
Kz 1,2,.00,n ) & KL Ca Ta onla ['7:. J, r
’ [ + % (1-r)] 0% () % (Fxn)
where <, is the speed of waves in the I(r y 23
membrane, e_: = Z',n/o“,t C [ - - e ( x,‘) o (x,‘)]- - {I"[Yo(:g
i tension(force per unit length) in the ‘Tj (Fxn) - Jo ("-n,) Y' (rz.,):] +
k th membrane), \4’ is the equilibrium [ Y, b‘n) ‘T:C“n) - "a(r"u)‘l(nn )
. volume of the enclosed cavity, ¥, 1is e’ 1
: the equilibrium density of air and Cp + -;ﬁ{ =0 ,
s is the velocity of sound waves in air *n
. at the equilibrium presiute and tempe where x, = ﬁ v , r= ,q‘/% > 2,
erature in the vessel (2 l\[q"./fo , 1 , “2-
- is the ratio of specific heats at A, = 13" An /4;"
. constant pressure to constant volume The equation(4)can be written as
-_' ?
" of the entr;pp:d air with equilibrium [,‘: + 2, (1.. r: )J EJ° (**)Yo (f'l.)
pressure & ). ’
' -J;('f'x,‘) Yo("'h.)] + 22,
assuming ¥, . =R, (r) T(t) 2 2 %y,
- cos S8(Sz 0, +1, +2,--+), we find §l"3 (en) + % (f‘"u)lg
that the 6 -integral vanishes for Yo (%) J5 (%) (5)
: s#o, For the symmetrical vibrations + 8?0’ =0
(swo), the above equation is rewritten nxs -
v as vhere we have used the. relation /y./
Vs ’ T
- 2 I (sbyy (5.2)~Y, (&4)7 (5
oy + L Awy, +e¢“l( /s((. )/q. 2 ) o 4-),&(4.)
dyy T it (1a) _ 1 I, (&) -
: = (Xhe) * w! (') +iar’, L A T (6)
"‘ 'Y v' ¢ "i"" (“ “ ‘ 'L. s
i e‘ = ”7‘:' y k=1, ....)n,(2) As ):‘.-J» 0,the equation(5)reduces to ..'_9::;_,::_1
P -'\-:_:‘.'1.._1
v @ is the angular frequency of I : RN
, %Y Y, (Fy Y= 0, ()Y ( oA,
X vibration. °( "') °( ") °( “) °( ") N
e For a homogeneous circular memb- =0, D BCSARI Y
; rane of outer radius v, stretched the frequency equation of an annular
A over the drum, the frequency equation membrane without the air cavity /v_7.
| 18 written as [ a,x 7
d 14
)
!
’ P PRI A S A i T L I S I S SV S
XSS S -,.--‘..‘-’-: .« o . ‘..' . I ..,.-..~ el lels RO o -‘_
.-::-"j" SN AR .\ A e T N e e e
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The fixed edges of radii ¢, and 5
impose restrictions on the allowed
values of F,‘ +« The presence of the
vessel tends to raise the allowed
values of frequency / a_7.In the
case of a circular drum, as the air
cavity parameter, A, increases, the
allowed values of frequency will
increase, the fundamental being much
more affected than the higher fre-
quencies, In the case of an annular
drum, the fundamental is the most
affected frequency and thus the ratios
of higher modal frequencies to first-
mode frequency are decreased /1 7.
This lowering becomes more pronounced
as 7\:‘ increases.

3.INITIAL AND BOUNDARY CONDITIONS

The initial conditions of the
problem are given, the same functions
£(r) and g(r) being used throughout
the membrane, by

W, (+,0) = s

!:5 = 3("’) k= ‘)":""J"”(B)

tzo

The conditions of continuity and the
boundary conditions are as follows

[QOUJ’
Wy (%, ,t)z0,t>0(for an annular drum) (9)

W {ot) finite for any t D 0 (for a
circular drum) (10)

Wy (*k-l ) = o[ (lfk-l ’t))
. k= 23....,m, t>0
dw, () MW
m _ .
o e = 5 (G-, (), av

*= 'f F) k. 2 3, N, t >0
‘M-k | are tne small loads ver unit

length of the membrane / «_7.

Ha(%,t)=zo0, t>o (12)
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4 .CHARACTERISTIC MODE SOLUTION

The integrals W =W (%t) of equa-
tion (la) are assumed to be of the
form

w, = R (+)T(),
R(r)= R L (B+)+BY, (’;f), 13

and

T(t)z C aswt + D Sim wt
(14)

k= 1,2’....)1‘,,

e‘ is defined in Sec,2.

The conditions (9)-(12) are written as

Ry () =0 (15)

R,(0) finite (16)
R ( |) = R *k—l)
m ? ~‘.| > 3‘0‘ (7

T k-1) an

- z' “ (‘r—l> s K:’,s}...,n

R (1—,‘) =0 . (18)

Using condition (16), we get

B =0 9
and from conditions (15) and (18),we

get
% (ﬁ, %)+ B Y, (P,'Q):O 20)

And, (B %)t B Yo (A %)=0. (21)

From equations (17), we get
B
=N Te-1 (‘k-l 4u-n + *n-t k-l)

k = "/z"x |(‘R-' ‘k-l"'":/u R-l); (22)
Y4
°’k-n+ 't*"( »4) = { 'E(w Y1)

2— % Ao %0} (B

o0
(]

LR I AP A sl e g 4
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+’g'r°(’,‘-.’..g)‘fol(f~ %) Let N ¥.-...-- v - f(g))
'ckj ‘k—o (a,) = {~Fl_‘ Yo’(p .""-')Yo(’ v ) k=062, .00, (n=1)
+ _:E: Y.(’_’ ";_')}Yo(&"),_& y:'i;';;) and hence the unknown constants A, and
\‘.' 'q) ,k_') , K-t ) B, may be expressed in terms of Ak and
L =.‘a-. (& a)’{d-n’“ (’k-."i-:)“ h—-l-—"‘r” By when k = 1‘[?“;31"9 3= 12
- » Y= 1,2,
AT L PRI KB DR ACLIE N S0 I
(R ]
- - X we get from equations (24) and (25)
.lk-l= 4&-! (“’ a) = i’l-l Jol (Pk-l'r.#)- -k.—'i A= ("/) -n; g.ia PC','J )
(B % o (Pv . y-p k“L2) T i“" %3) 4
% k-1 k-l ° (" "') (3 J;(’k-l "&-l)

‘Ll(e:'ﬂ!-l) ’

the tension is supposed to be uniform
in the present study.

5. EIGENFUNCTIONS

Equation (23) may be expressed in the
matrix forms /w,x,z_/

Kg= M %y M, (@ }('H, k=23 m

A
Kg= (8: )) k(= 1,2,""()"'
_ a, (93 £ ®)2) \(24)
Mg (0) z) = ‘g (Q, a) ‘/k(.o) z)
k= (,z,. ,@-1).
From the above equations,

an(%)w T %1 ':-u(“'a) ( :': )

[ 33 2,3}....)7'.

(for the annular drum-head)

-1 A
- .. !
= (mY s Ron(?)
K=2,3,--,n

(for the circular drum-head)

i («,2) = M, (0,2) M,_ (©2) -
... Hz(ﬂ,l) M, (o, :\)

"Ny

(25)
k=1,2,...-, (7‘_-1)
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8
+ h.c' ﬂ(": ‘) B(}

2,1 (26)
B = ("A) ket {P‘H)(o, 2) Ay
+ l"f'zlzj (9,3) Bg}

(for the annular drum)

k= 2;3,00.0.,7\-

and the same expressions for the cir-
cular boundary are obtained when 31- 0.

Substituting equation (26) in equation

(20), we obtaion
‘ [’)'J [12
A = () et { b, ()~ l;-,cgzo
5L (k%) /% (B %)t A
27

B = (’yl)k-‘*k-‘ { Pk[:’ '20, )
~ b8 L) (Bn A,
n .

k=23, >
Substitution of equation(27) into

equations (21) gives

)
Z A.,(:) Qm(u,a) =0,

mz0

.....

(28)

whe.
rém("’)“\) = L (A% {kﬁ‘;a@b a)—

bt cs, ) ‘%—(’fpl";?‘;%(&m
311, oy (%, B,
$ 6. ) p’fff,gl €%, 1) %&.%)}

W e e W w4 .
A R RS T e e Tel




)
B The system of equations (28)can vwhere W )
I yield non-vanishing solutions for U, ()= ) {J (ﬁ /
1}, j£ the determinant of the coe- [O) (,)
: Y ’ } Y (P
- fficient vanishes. Thus the charact- ) 0)
3 eristic equation of the present pro- v, ( )= (p(‘O )[ pc" o)
” blem is given by Ei 1 (') «
i L (hm 11 Tce ¥ (49) —h,Com, *c) % (& >/w |
- - 1.: )] 2,1]
b Jcw,2) g ('t'l;)}i'\l,(,‘a) +Y, (P( )[ o C9n,R)
£z,| ] L’z z:l Ez 1.]
A CEIRN (R i CLNNEEY Toide TN VK 3 (’()*)/Yc(""
" 3 (} .,)} =0 (29) k=23....,m
» ofy e ) .
' V, (¢)= AS,?(Cus Gt 4 D Sim ﬂ.f)-
The expressions(34) define the eigen-
where & is a positive root of the functions U.
'equation 4). In the case of a circular drum, the
5: P‘E :Jcimular drum, we °bt‘1';] eigenfunctions are defined as / x_7/
horco) & (B %) +A0Y Uy = 3, (89, +@=
(30) (x) [1,1) (x)
Y (%) =o. U.. c[)-]l' Com,) L (R Y)
. ’ k)
i In this case, & is a positive root t b 2 C O > “) YO(P ?)) (35)
. of the transcendental equation given k=129,-
o by (3). V, (&)= AD Ce ot ot +Dsmad)
‘s 6. ORTHOGONALITY RELATIONS
v At a certain eigenvalue, @, .
o the set of coefficients is expressed The orthogonality relations of the
I £rom equations (27) as . eigenfunctions, U, can be derived as
g Alk) = (" )k-l (lt-t)n(l) L' *f ﬂ(ﬂ..ﬂ) given in refs. / w,x,z_/.The relations
N are
: SR A 0% E 00y f %,
L]
. (x_ k=1 kel r, 0211 (1) K={
?D& P (] g/) A D“t-l' (o, %)
> Wi G a){:,( /% (A% 51 (-r) ar zo (36)
= zquauon(z) gives the system of 'mf 1, , ™, = 1,2,3,-000
quantities
o (0 7. SOLUTION OF THE PROBLEM
%1: ﬁ\- - a""/ ey » k= "2’-")".(32) We can write the required solution of
: Substituting equations(31) into the the problem.é.n the(‘;om
ks expression (l4) and using the expre- N ($ht) = Z_ v, (7 t)
;-:: ssions (32),we get, corresponding to
S the eigenvalue W,, , V-1 ~* &%
2 v o k-t kef y(k) (37
) Y, (fe)-(ry 5 Uy V(B k=1,2,-sn,
o (33)
-.:' k - ’) z’ ) n
197
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where the expression ‘V,"("‘) (vt) s
determined by the expressions (33) and
(34) in the case of an annular drum or
by (33) and (35) in the case of a cir-
cular drum,

The two unsatisfied conditions (8)
appear in the forml

e (na)*! 0"')}: A( 0=

D(a)'r <0 g;_ o A,ﬁ" U
=%,

from which we can determine the quanti-
ties’ CA,,, > DA, *
Thus we find

(38)

ca,, = f, /Nm (39)
and DA"“ = 3.'“/6)..\ N, »
where
. er<*+'> R (Ree
= K+ or ¢
?‘m k=1 2 % f“ ,)4¢
f
n ok (ee\E (K 30)
N,.= > EET;E,T') i‘f{U.,,(\v(-r)} dr
=12 k'—'l ']

The expressions (40) in the case of asy-
mmetrical vibrations of the membrane
(s # o )are found to be

o ok (k1)
s _ZL'_T___; 5' 00 1o,
2»5- k=1 2K+ x }(’

k (%~ l)

$S=o,+1,4t2,: " x‘-‘f
Using t.hese constants, we can write
the final solution (37) as,
) =(7) ' 0§ LU

_f’“

[4,corah® +(n/ef Yimeff
Yy &7 &N,

vhere the sum is taken over all the
positive roots of ecuation(3) in case
of a circular drum and of equation(5)

k= 1,:.)-----,-;..,

o« w "
CYR T )

e
-

in case of an annular drum,

8. HOMOGENEOUS DRUM MEMBRANE

When a membrane is homogeneous, o‘;.—.
and et=e* = Ys, A

= Qf , K= 1,2,4eee,n and

a, (u,]) = ~/ (@,2)= 2./Ir‘f‘t (42)

= 4 (22)=0,
ey (n-1)-

So, from equations (24) and (25),we get

- 2 1o
M, (2) = ﬁ[oz

K—i 2 )(1\--1)

P(=2)= 2 (43)
k,fk
P _ Q*/& .
Upon using the expressions (40), (41),
(42) and (43), the solution for a
vibrating circular drum is finally
written in the form / x_/

o0
W ,f = 'T(P ‘1’) x
x f + 7, (8, +) Ef("’)"-“@ff

r {62,
+ Sin ef tJ dy,
m.
where the sum is taken over all the

positive roots of equation(3).
The expression(44) in the case of an
annular drum, will be of the form /W_7

o J(if)Y( ,)_Y(Pf)“(p.,
w2L, S OO (e:y}&%

xI {JO(PT)Y .) WA LAY
x[f<+>e-s(eﬁé)+ g2 smeft]rer,

where P;m is a positive root of equa-
tion(5).

It is to be noted that in the case of
asymmetrical free vibrations of an
annular membrane {(without the air
cavity), the final form of the
expression (45) is /W_/

(44)

™ e
.~-~l

-« .. N ‘“h.‘
"
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%, 3N
.§_ ;( oy (A7) {0 wep t +3g 30)
e ef t}e 30 av a0] “us(’ms'r), (46)

¢, A )= (SS9 (Re),

’,“ is a root of the equation (7).

9.TWO PART ANNULAR DRUM MEMERANE

Por an annular membrane consisting of
two parts (k = 2), we get .
e P R B (AT -2 T
% (A7) +A (A% E (G N
KW e co,ay= §-A ARG (A )+ B
CEOPCEHRLEIVAY) W
pER11 4 (o2 = [ B %CAS)- 2 5 (fn)
ORI
ki< /o= D KCAD- N
%) -BLBHE (R
The frequency equation obtained from(29)
is written as

WZWEMLER)-LED WA _
ACGRGAEAG

F 2 fedmsdo-ato
N (Pv)y+b {WENLED-TUD
%AIT /LA LW (Ar) % (An)
-y (A -

In the absence of the load, we get the
corresponding equation from(48) by
simply putting m, =0 . The right hand
side of equation (48) can be written in
a simplified form as

[mnst A(hw)y%(h)-%(h%)
% (’g"i)}‘o (’l"c) Jo('a.’;)"’ ‘To(’, Vo) s
% (hn] /"o A ‘o(&r,) )

FONERA LS S SR

-
. e
A

(ngs) = 35 ( asﬁ)}
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......
......................

Here ' is a root of the equation
given by (5)

For a nonhomogeneous composite
membrane of the annular drum,we assume

% '3&/*‘.)

s,

i =6 and

6 = (49)
assuming the density distribution is
continuous, (Density is supposed to
be maximum for the first part and
gradually decreases towards the boun-
dary) .

In this case, the frequency equation
is written as

- R - G/ Oy )
B AIGIRAGORI ENTEY S &

f
=cot (%4 & _.’_’..)

Let 9, (0) and ¥y (™) represent resp-
ectively the frequencies in eps (9, =
'7::1'01: e-*-h/xm; of an unloaded and
loaded annular drum. Avoiding mathema=~
tical complexity, it can simply be
written as an approximation

9;(0)/9;(,) =1+ %‘-('%_) (% )(* o’)t

{%(M%)Yo(xng_>_ (51)
bl O Y
* Con ) % ol s
(mi/G14< )
where %, can be obtained from eqva-
tion(5) for different values of a’w [4].
As 11 >, ,the radius of the inner
edge, 3, (o) —» W, (m) « The
equation (51) (with equation (5) )
shows that the possible values of
frequency are functions offeccentric
load m, Af ,%/gyend [ . The
variation of R, (™) with m /&%
is shown in Tables 1 and 2 fora;a o
and 2 respectively.
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Table -~ 1

( Frequencies vs. mass load for A:l,_o " 1;/1; = 1.15,

Y
. 1 xo.n("‘)
2 {7 1 2 3 ¢
L 0.0 12,559 25.129 37.697 50,264
X 0.01 12,182 28.647 36,943 54,787
0.02 11.805 34,175 36,189 60.819
0.03 11.428 44.981 35.812 69.364
0.04 11.177 87.951 35,058 82.432
3
Table = 2

(Frequencies vs, mass load for Afur: 2, 1‘.‘/-,6 = 1,15,

fi/y; = 1.25)

m / [ o' % Zon ™)

- 1/ %7 § 1 2 3 4
- 0.0 12,595 25.129 37.698 50,264
' 0.01 11,335 28,647 36.944 54,787

0.02 10.454 34,175 36.190 60,819
- 0,03 9.698 44,981 35.813 69,364
: 0.04 9,068 87,951 35,059 82,432

where f”‘ can be obtained from equa-

N tion (3).The values of e”‘_ (=
: In the case of a circular drum, we n{,,‘/q ) can be obtained from
N have an approximate expression [q7 Morse (1948) [/ a_7for different values
. Q;( (_o) ‘M, P J",(F . of x;(; .3: The fr-equ;ncies in cps
i = { + on [ ?':' are  =pef2n = A e/2vy .
., - .;0:" (m) e, 1B The equation (52) has been analyzed
N
N (52) in detail / q_/ to study the frequency
% spectrum of a loaded kettledrum.The
= "'\y v, K< 1 variation of '/h("‘) with different

values of ™, /o;‘-f‘ for x“ = 0 and
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47
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43. -
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Nz y
35, i ]

0:0 006 002 0-03 0°04
My /ey

/
(annular drum )

2 is shown 4in Tables 3 and ¢
respectively.

Table -~ 3

(Frequencies vs, mass load for x, = 0,5)

o, ﬁ//

™

! A
m, /6, X
'/‘ 3 X 1 2
0.0 0766 1.757
0.01 0,750 1.767
0,02 0,743 1,775
0,03 0,727 1.788
0.04 0,720 1,792
151
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Table - 4
(Frequencies vs., mass load for x, =2, % /'r’_ = 0,5)
- X Y (™)

1/6% ! 1 2 3 4
0,0 0,851 1.765 2,757 3.754
0,01 0,834 1,783 2,536 3.867
0.02 0.826 1.818 2.37 3.942
0.03 0.817 1.836 2,217 4,054
0.04 0,757 1.853 2,095 4,167

w0,
)

It is found that the fundamental
and the third overtone (odd overtones)
gradually decrease with the increase of
loading whereas the second and fourth
overtones (even overtones) increase with
the increase of loading. The overtones
of a kettledrum due to such loading
also follow the same rules. Thus an
annular drum may behave like a kettle-
drum in the study of frequencies due to
such special loading. The effect of air
cavity parameter and the harmonic¢ rela-
tionships of an annular drum have been
analyzed in detail /1_7. The charact-
eristics for construction of an annular
drum~-head like kettledrum may be sugg-
ested which supports Gottlieb's ('79,
'82) investigations (refs. 1,v).

10, APPROXIMATE EXPRESSION FOR SMALL
FREQUENCY OF A LOADED AMNNULUS

For small values of P‘ + we obtain
from ecuation (50)

2 { _ n _
Pf(M)':“;["t,'ﬁhi 2'»\1;(»\*]
*
(

2
and ﬁ@) Y Y

Thus, we get

r - G nén 2
Gy U ST (54)

c ecmta A AT w8 e @ & . w & s N % e
. .

o e L T LN e e e e e S
\-...:...'.- .

L

This simply shows that the added mass
(g/cm) 1s an important factor in the
study of the altered frequencies of a
freely vibrating membrane. The fre-

quencies also depend on the relative

values of Y%, 7; and 1;_ .

11, CONCLUDING REMARKS

The membrane is first decomposed

into a sequence of finite parts (e.g.,
like finite elements) to allow the
separate pieces have different materi-
al constants (or different thicknesses
and the development of the natural
frequencies has been analyzed. It is
found that as the mass load increases,
the frequency of a loaded annular
membrane decreases, The same is true
in the case of a circular membrane

[ a/. The pitch can be altered not
only by tension but also by added
mass. The effect of air cavity on the
natural frequencies and mode shapes

of a loaded annular drum gives some
information to the drum designer. The
frequencies of modes (of the drum under
consideration) are in order that would
be of interest to the acoustic communi.

ty concerned with the design of musical
instruments.
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