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1. Introduction

During the past decade the performance of synoptic scale numerical models has improved substantially; however, even if these models could forecast large scale features perfectly, the problem of translating this information into mesoscale and local weather remains. Such translation is particularly difficult in regions of complex terrain or land/water interface where topographic deflection and channeling, thermally driven land/sea breezes and mountain/valley winds, and differential friction all contribute to the weather in the lower troposphere. Of course, one might avoid the translation completely by running current operational models with sufficient spatial and temporal resolution to resolve these mesoscale circulations; unfortunately, this approach would require enormous and currently unavailable computer resources.

One solution to this synoptic to mesoscale translation problem is to develop diagnostic, limited-area, mesoscale numerical models capable of producing mesoscale flows consistent with larger scale fields. Such diagnostic models could be applied to the output of prognostic, synoptic scale models or to current or historic synoptic observations to provide meteorological fields of greater resolution and detail. One candidate might be the class of three dimensional primitive equation models.

---

1 In subsequent references in this report, "complex terrain" will indicate both topographic relief and land/water contrast.
models (e.g., Anthes and Warner, 1978; Pielke, 1974; Nickerson and Magaziner, 1976) that appear to model flow in complex terrain satisfactorily if given sufficient data for initialization and boundary specification. Unfortunately, such data are rarely available in regions of complex terrain. In addition, these models require enormous computer resources, far in excess of that available at local forecast offices and even at most numerical forecast centers. The obvious question is then: can simpler models requiring more modest computer resources be developed? Furthermore, can these models be constructed so that they require little initial data? To answer these questions a more fundamental question must also be addressed: What are the essential physics necessary to realistically model flow in complex terrain?

Attempts to develop simplified models for diagnosing and forecasting mesoscale meteorological phenomena in regions of complex terrain can generally be divided into three types: mass conservation models, one-layer primitive equation models that assume a well-mixed boundary layer, and one-level sigma coordinate models that use the primitive equation set without the continuity equation.

The mass conservation models (e.g., Anderson, 1971; Fosberg et al., 1976; Dickerson, 1978; Sherman, 1978) integrate the mass continuity equation through a specified layer of topographic influence. These models neglect non-linear advection, the coriolis force and adiabatic warming and cooling, and cannot realistically simulate thermal circulations. Such limited physics suggests that these models are most appropriate for smaller domains with stable flow, moderate topographic relief and weak or nonexistent diurnal circulations. The mass
conservation models do have the advantage of requiring only a large scale wind field and the depth of the layer of influence as input and need only modest computer resources.

The second group of simplified mesoscale models are based on the mixed layer model of Lavoie (1972). These models (e.g. Lavoie, 1972, 1974; Overland et al., 1979; Keyser and Anthes, 1977) divide the lower atmosphere into four layers: a surface layer of constant stress, a well-mixed boundary layer, an inversion layer and the free atmosphere above. Mixed layer height, wind and potential temperature are integrated in time using vertically integrated forms of the primitive equations that include nonlinear advection, coriolis acceleration, boundary layer entrainment and friction. Requiring only large scale geostrophic winds, mixed layer heights along inflow boundaries and the temperature change across a capping inversion for their initialization, these models can be integrated to a steady state or used for short-term forecasts. Their output appears to duplicate some features of the boundary layer flow in the regions of complex terrain in which they were tested. However, their limitation to well-mixed situations, difficulty in handling large topographic relief, great sensitivity to the boundary values of the mixed layer heights, and other difficulties, leaves substantial room for further development. Furthermore, their specification of mass conservation causes boundary layer heights to progressively fall if net outflow occurs on the boundaries.

The third type of simplified model is a one-level version of the primitive equations (without the continuity equation) in sigma coordinates. This model type was first developed by Danard (1977), whose model parameterizes diabatic effects and boundary layer friction.
but does not demand mass conservation. The only required inputs are the surface and 850 mb geostrophic winds, the vertical stability of the lower troposphere, and specified air temperatures over land and water. The model is integrated to a steady state and requires only modest computer resources. Danard's results suggest some ability to simulate topographic deflection and channeling even though the model runs were made on an excessively limited domain. A version of the Danard model with better numerics, boundary conditions and diabatic heating parameterization was run on a larger domain in Mass (1981b). Although there were some discrepancies between simulated and observed wind fields, the model appeared to duplicate many aspects of the topographically forced mesoscale flow of the test region.

This report describes the results of running model simulations using three simple models:

(1) A one-level sigma coordinate model that refines and departs from the Danard (1977) and Mass (1981) models. The following section describes this model.

(2) A one-level mixed layer model based on Lavoie (1972), i.e. the model described in Overland et al. (1979).

(3) A multi-level mass continuity model described in Sherman (1978).

The goal of this work is to evaluate the potential of the above three models for diagnosing low-level flow in regions of complex terrain and land/water interface.
2. Description of the one-level sigma coordinate Mass-Dempsey model

a. Basic equations

This one-level model integrates in time the dependent variables, \( T_s \) and \( \vec{V}_s \), at the surface (or \( \sigma = 1 \)) level (see Fig. 1). The model assumes hydrostatic balance, a restriction valid for all but the smallest scales (less than a few km) or for strong flow rapidly accelerated by highly curved slopes. The model's horizontal momentum equation in sigma coordinates at the surface is:

\[
\frac{3\vec{V}_s}{\partial t} = -\vec{V}_s \cdot \nabla \vec{V}_s - f k x \vec{V}_s - \left( g \frac{\partial \vec{V}_s}{\partial \sigma} + R T_s \vec{V}_s \ln \frac{p_s}{p} \right) - \vec{F} + K_m \frac{\partial^2 \vec{V}_s}{\partial \sigma^2}
\]

(1)

where \( \vec{V}_s, T_s, p_s \) and \( z_s \) are the wind vector, temperature (K), pressure and height at the surface; \( f \) is the coriolis parameter, \( g \) is the gravitational acceleration, \( R \) is the ideal gas constant, \( \vec{F} \) is the frictional force and \( K_m \) is the horizontal momentum diffusion coefficient. Equation (1) indicates that the wind vector at a point on the surface can be altered by advection, coriolis acceleration, the pressure gradient force, frictional drag and by horizontal diffusion. This diffusion parameterizes subgrid scale horizontal mixing that cannot be resolved by the model and also helps to maintain computational stability. The friction and horizontal diffusion parameterizations are described in Appendixes I and II.

The model's thermodynamic energy equation can be derived by starting with the first law of thermodynamics

\[
\frac{c_p}{p} \frac{dT}{dt} - \alpha \omega = Q
\]

(2)
Figure 1. Vertical structure of the model.
where $\alpha$ is specific volume ($RT$), $c_p$ is the heat capacity of dry air, $Q$ is the diabatic heating rate and $\omega = dp/dt$. In sigma coordinates $\omega$ can be expressed as

$$\omega = \frac{dp}{dt} = \frac{d}{dt} (p_s \sigma) = p_s \dot{\sigma} + \sigma \dot{p}_s$$

(3)

Substituting this expression into (2), expanding the total derivative $dT/dt$, and applying the resulting equation at the surface ($\sigma = 1, \dot{\sigma} = 0$) gives

$$\frac{\partial T_s}{\partial t} + \mathbf{v}_s \cdot \nabla T_s - \frac{RT_s}{c_p} \left( \frac{\partial \ln p_s}{\partial t} + \mathbf{v}_s \cdot \nabla \ln p_s \right) = \frac{Q}{c_p} + \mathbf{v}_t \cdot \nabla^2 T_s$$

(4)

where a horizontal diffusion term has been included.

The final unknown, the surface pressure $p_s$, can be found by integrating the hydrostatic equation from the surface to a level at which the flow is assumed to be unaffected by topographic forcing. As a first step we assumed that the depth of topographic influence above the surface, $H$, is a constant and can be approximated by 2 km. Admittedly, this assumption is open to question; however, after examining several empirical studies (e.g., Reed, 1981; Marwitz, 1983), this depth appeared to be a reasonable first guess for a wide variety of conditions. Another model requirement is that there exists some constant pressure reference level that is unaffected by the underlying topography. In our model runs for the Pacific Northwest the 850 mb level has been used; higher levels would be appropriate in areas of particularly high terrain. The reference level is used as the upper level from which the hydrostatic equation is integrated down to the
Combining the hydrostatic equation and perfect gas law and integrating from the surface to the reference pressure level \(p_{R}\) gives

\[
\ln p_S = \ln p_R + \left(\frac{\gamma}{R} \right) \int_{z_s}^{z_R} \frac{1}{T(z)} \, dz
\]

(5)

where \(z_R\) is the height of the reference pressure level. If we assume a linear lapse rate, \(\gamma\), between the reference level \(z_R\) and the top of the topographic influence layer \((z_s + H)\) so that

\[
T_{z_s + H} = T_{z_R} + \gamma(z_R - z_s - H)
\]

(6)

then (5) can be expressed

\[
\ln p_S = \ln p_R + \left(\frac{\gamma}{R} \right) \int_{z_s}^{z_s + H} \frac{1}{T(z)} \, dz + \left(\frac{\gamma}{R\gamma} \right) \ln \left(\frac{T_{z_s + H}}{T_{850}}\right)
\]

(7)

In (7) the surface pressure depends on the pressure at the reference level and the temperature profile below the reference level. If one makes the further assumption of a linear lapse rate \(\gamma_2\) within the layer of topographic influence \((z_s\) to \(z_s + H))\) then (7) simplifies to

\[
\ln p_S = \ln p_R + \left(\frac{\gamma}{R} \right) \ln \left(\frac{T_s}{T_{z_s + H}}\right) + \left(\frac{\gamma}{R\gamma} \right) \ln \left(\frac{T_{z_s + H}}{T_{z_R}}\right)
\]

(8)

where \(\gamma_2 = (T_{z_s} - T_{z_s + H})/H\). Note that the only dependent variable on the right hand side of (8) is \(T_s\).

The thermodynamic energy equation (4) requires \(\partial \ln p_S/\partial t\) and \(\nabla_z \ln p_S\) which can be calculated by taking the local derivative and horizontal gradient of (8):

\[
\frac{\partial \ln p_S}{\partial t} = \left(\frac{\gamma}{R\gamma_2} \right) \frac{\partial T_s}{\partial t} \left[ T_s^{-1} - (H\gamma_2)^{-1} \ln \left(\frac{T_s}{T_{z_s + H}}\right) \right]
\]

(9)

\[
\nabla_z \ln p_S = \left(\frac{\gamma}{R\gamma_2} \right) \left[ T_s^{-1} - \frac{1}{H\gamma_2} \ln \left(\frac{T_s}{T_{z_s + H}}\right) \right] \nabla_z T_s
\]

(10)

\[
- \left[ T_{z_s + H}^{-1} - \frac{1}{H\gamma_2} \ln \left(\frac{T_{z_s + H}}{T_{z_s + H}}\right) \right] \nabla_z T_{z_s + H} - \frac{\gamma}{R\gamma_2} \nabla_z T_{z_R}
\]
Substituting (9) and (10) into the (4) gives the equation for the surface temperature change at a point used by the model:

\[
\frac{\partial T_s}{\partial t} = -\nabla_s \cdot \nabla T_s - \nabla_s \cdot \nabla \sigma T_s + H (A_2/A_1) \\
-\nabla_s \cdot \nabla T_s (A_3/A_1) + Q/(A_1 C_p) + K_c A^{-1} \nabla^2 T_s
\]

where

\[
A_1 = 1 - (\Gamma/\gamma_z) (1 - C_z) \\
A_2 = \Gamma [C_1 (\gamma_z^{-1} - \gamma^{-1}) - C_2 \gamma_z^{-1}] \\
A_3 = \Gamma \gamma^{-1} \left[ \frac{T_s}{T_{z_R}} \right]
\]

and

\[
C_1 = \frac{T_s}{T_{z_s}} + H \\
C_2 = \frac{T_s \ln C_1}{(\gamma_H)} \\
\Gamma = \frac{g}{c_p}
\]

It is tempting to substitute (10) into the pressure gradient force term of the momentum equation (1). However, such a substitution would leave the pressure gradient term as a small difference between two large terms of opposite sign, namely \(-g \nabla_z z_s\) and \(-RT_s \nabla \ln p_s\). Since both of these terms are approximated by finite differences, which possess some truncation error, their difference would be a poor estimate of the pressure gradient force. Since most of horizontal variation of surface pressure results from the hydrostatic effects of surface height changes, it is useful to calculate the horizontal pressure gradient force so that the hydrostatic variations are removed before the finite difference approximations are made. This can be done by first differentiating (5) using the General Leibnitz Rule for differentiating integrals:

\[
\nabla \ln p_s = \left( \frac{\partial}{\partial \sigma} \right) [T_{z_R}^{-1} \nabla \sigma z_R - T_s^{-1} \nabla \sigma z_s - \int_{z_s}^{z_R} T_{z_R}^{-2} (z) \nabla \sigma T(z) dz] \quad (12)
\]
Substituting (12) into the pressure gradient force term of the momentum equation gives

\[ g \frac{\partial}{\partial z} \left( z_s + R T_s \frac{\partial}{\partial \sigma} \ln p_s \right) = g \left( \frac{T_S}{T_{z_S}} \right) \frac{\partial}{\partial \sigma} z_R - T_s \int \limits_{z_s}^{z_R} T(z) \frac{\partial}{\partial \sigma} T(z) dz \]  

(13)

Note that during the manipulation to produce (13) the large hydrostatic term \( g \frac{\partial}{\partial z} z_s \) is explicitly cancelled so that the hydrostatic variation of pressure along the \( \sigma = 1 \) surface has been removed.

Since the vertical temperature structure in the model is specified and therefore known, the second term of (13) can be explicitly integrated. Thus,

\[ -(e_1 + \frac{e_2}{\gamma})(T_{z_s} + H) \frac{\partial}{\partial \sigma} T_s + (\gamma e_1 - e_2 + 1) \frac{\partial}{\partial \sigma} z_s \]  

(14)

where

\[ e_1 = \left( T_s \frac{v_2}{z_2} \right) \left( T_{z_s} - 1 \right) - \left( H \frac{v_2}{z_2} \right) \ln \left( T_s / T_{z_s} + H \right) \]

\[ e_2 = T_s / T_{z_s} + H \]

Substituting the pressure gradient force term (14) into the momentum equation (1) eliminates the last explicit reference to surface pressure. Equation (1), with the substitution of (14), and (11) now form a closed pair of equations in the variables \( \frac{\partial}{\partial \sigma} T_s \) and \( T_s \). If needed, the surface pressure can be diagnosed from (7) once \( T_s \) is known.
b. Diabatic Heating

In order to accurately model the mesoscale flow in complex terrain it is usually necessary to include the effects of surface heating or cooling and the resulting thermally induced circulations. In this model the surface diabatic forcing is parameterized by including a heating/cooling term $Q/c_p$ in the thermodynamic energy equation (4). In each model run the land and water values of the diabatic forcing term are assigned by examining actual surface temperature changes. For each diabatic forcing run the model is first integrated to a steady state without the diabatic effects. This is followed by a six hour run including the heating or cooling.

Let us consider how the model's diabatic forcing produces sea/land breezes and mountain/valley or slope winds. In the case of a sea breeze, greater heating over land produces larger temperature increases there than over water. This results in larger hydrostatic pressure falls over land than water which creates an onshore pressure gradient force (see Eq. 14) that produces a sea breeze. The opposite occurs at night when greater cooling ($Q<0$) over land produces an offshore flow or land breeze.

The model's production of valley or upslope winds can be explained by referring to Fig. 2. In this picture we assume that uniform heating occurs in a layer of depth $H$ in which the lapse rate is $\gamma_H$. Above this layer an environmental lapse rate of $\gamma$ occurs. Points A and B are both at the same height. With heating in the surface layer the pressure will fall at B but not at A since none of the air above A is being warmed. The result will be a horizontal pressure gradient directed from
Figure 2. Schematic of a heated slope.
A to B or towards greater elevation. If the pressures at points A and B are then reduced hydrostatically through the uniformly heated layer to points C and D on the surface there will be a pressure gradient force (with the hydrostatic component removed) towards higher elevation. This mechanism for the production of upslope flow also exists in the model; in fact, the model structure (Fig. 1) is quite similar to the picture shown above.

c. Numerical Methods

For the cases presented in this paper, the reference pressure level was taken to be 850 mb. At this level, temperatures and geopotential heights were interpolated from the appropriate National Meteorological Center (NMC) analysis to the model grid. Using vertical sounding data from the closest upstream radiosonde, a free atmospheric lapse rate was found. This lapse rate was used with the 850 mb temperature and height data to establish a surface temperature field. The initial wind field was then computed by balancing the initial surface pressure-gradient, coriolis and frictional forces. Appendix III gives details of the initialization.

The model variables were positioned on an Arakawa "C" staggered grid (Mesinger and Arakawa, 1976) as shown in Fig. 3. Such a grid is convenient for finite differencing and reduces truncation error. All of the runs presented in this paper were made on a 74 by 75 point grid using a resolution of approximately 7.5 km.

After testing several time integration schemes it was found that a modified second-order Adam's-Bashforth scheme was most stable.
Figure 3. Model grid structure.
Specifically, we used:

\[
\phi^{(n+1)} = \phi^n + \frac{\Delta t}{2} \left[ 3 \frac{\partial \phi^{(n)}}{\partial t} - \frac{\partial \phi^{(n-1)}}{\partial t} \right]
\]

where \( \phi \) is any dependent variable, \( \Delta t \) is the time step, and \( n+1, n \) and \( n-1 \) represent the next, current and previous times. For all model runs a time step of 180 s was used.

After initialization, the model was integrated to steady state, i.e., until the domain-averaged tendencies of the wind components \( (\partial u_s / \partial t \text{ and } \partial v_s / \partial t) \) dropped below a specified small value \((10^{-6} \text{ m s}^{-2})\). Using this convergence criterion and a 74 by 75 grid, the model ran in 30 s on the CRAY I at the National Center for Atmospheric Research (NCAR). By reducing the grid size or by using a less strict convergence criterion, run time can be drastically reduced.

Surface temperatures are fixed at inflow boundaries but are allowed to vary at outflow boundaries. Wind components are allowed to vary on all boundaries. To compute \( \partial^2 v_s / \partial t \text{ and } \partial T_s / \partial t \) on the boundaries it is necessary to assume values of \( T_s, u_s \) and \( v_s \) just outside the model boundary. Tests of several possibilities indicated that the best assumption is

\[
\begin{align*}
    u_s(B-1) &= u_s(B+1) \\
    v_s(B-1) &= v_s(B+1) \\
    T_s(B-1) &= T_s(B+1)
\end{align*}
\]

where \( B+1 \) and \( B-1 \) signify one grid length inside and outside a boundary, respectively.

The advection terms in the momentum equations are finite differenced in space according to Gerrity et. al. (1971) while the momentum diffusion terms are differenced following Danard (1971).
Temperature advection was center-differenced and the temperature diffusion terms followed Danard (1971) except that temperatures surrounding each point were first adjusted to the same elevation using their respective local lapse rates (see Appendix II).

3. Model Simulations

The three models were run for three test areas.

a) A section of the Pacific Northwest that encompassed southwestern British Columbia, western Washington State and northwestern Oregon (Fig. 4). This domain is nearly ideal for testing mesoscale models for use in complex terrain since there exists substantial topographic relief and land/water contrast and a large amount of surface data for evaluation of results. Furthermore, several recent studies (e.g., Mass, 1981, 1982; Overland and Walter, 1981; Walter and Overland, 1982; Reed 1981, 1982) provide much observational knowledge of the mesoscale low-level flow of the region. The main features of the domain include the north-south oriented Cascade mountains, which reach heights exceeding 2000 m and substantially block low-level flow, a parallel coastal range of somewhat lower heights to the west with several low-level gaps, a lowlands area between the two mountain ranges encompassing Puget Sound and the Strait of Georgia, and the Pacific Ocean to the west. Figure 5 shows the topography used for this test area. The model coastline shown in this figure represents the 30 m height contour.

b) A region around San Francisco Bay with the Pacific Ocean to the west and the Sierra Nevada Mountains to the east (Fig. 6). This domain has far less severe terrain than (a).

c) The region around the Subic Bay Harbor (Fig. 7).
Figure 4. Major geographical features of the model domain.
Figure 5. Topography used in the model runs.
Figure 6. Model topography for San Francisco Bay area runs. Contours every 500 m.
Figure 7. Model topography for Subic Bay runs. Contours every 500 m.
The following sections will describe model runs that include synoptic scale flows of various directions, lower-tropospheric stabilities and magnitudes of diabatic forcing for the above three areas. Diabatic heating was only available in the Mass-Dempsey model. With some effort it could be added to the mixed layer model. There is no way to realistically add diabatic heating to the mass conservation model.

a. Western Washington Domain

A. May 3, 1978 at 00 GMT: Northwesterly large scale flow and strong heating.

In the 24 hours before the verification time of this case a cold front had moved eastward from the Pacific into eastern Washington State (Fig. 8a). The surface winds at well-exposed coastal stations, representative of low-level, synoptic-scale flow, veered from south-southwest to west-northwest with frontal passage. Similarly, the 850 mb flow on the coast veered from west-southwest at 00 GMT on May 2 to the northwest at 00 GMT on May 3 (Fig. 8b). The sounding at the closest upstream station, Quillayute, WA., on the Washington coast, is shown in Fig. 8c. A superadiabatic layer, caused by surface heating, is noted at low levels with the weakly stable layer above topped by an inversion at 860 mb. Above 850 mb the sounding becomes quite stable. Figure 8d shows a detailed meso-scale picture of the surface flowfield at the verification time of the model run. An interesting feature is the channeling of the flow north and south of the Olympic Mountains, its deflection by the Cascades and the resulting horizontal convergence in Puget Sound. (Note the calm wind in the southern Sound between the northerly and southerly flows). This phenomenon, termed the Puget Sound Convergence Zone, is a significant weather feature of the area and is often associated with an east-west band of cloudiness and precipitation across Puget Sound (Mass, 1981).
Figure 8a. Run for 3 May 1978, 00 GMT, surface chart.
Figure 8b. Run for 3 May 1978, 00 GMT, 850 mb chart.
Figure 8c. Run for 3 May 1978, 00 GMT, sounding at Quillayute, WA.
Figure 8d. Run for 3 May 1978, 00 GMT, observed surface winds.
1. Mass-Dempsey Model.

The model, run to a steady state without any surface diabatic heating or cooling, produced the surface wind field shown in Fig. 8e. These model winds show that the northwesterly flow at the coast is deflected north and south around the Olympics with a zone of confluence and convergence in northern Puget Sound. This convergence is substantially north of the actual location shown in Fig. 8d.

From previous studies (Staley, 1956; Mass, 1982) we know that diurnal circulations are an important component of the low-level wind field in this region, particularly during the warm months from April through October. For example, daytime heating over land pulls air towards the Puget Sound basin through the Strait of Juan de Fuca and results in northerly flow moving into the Sound. To include this and other thermally forced diurnal effects, a surface diabatic heating rate of 9°C per 6 hr over land and 2°C per 6 hr over water was included and the model was run for an additional 6 hours. The resulting surface wind field is shown in Fig. 8f. As in the real world, surface heating resulted in greater flow into the Strait of Juan de Fuca and the enhancement of northerlies in Puget Sound. In addition there is enhanced upslope and onshore flow throughout the domain. Significantly, the surface convergence line has moved southward to a position just a few km to the north of the observed location. Thus, it appears that given the proper synoptic scale and diabatic forcings, the model is able to correctly diagnose the existence and position of this important mesoscale feature. Also note that with diabatic heating the model was able to correctly indicate southward flow in the northern Strait of Georgia, southwesterly flow south of Vancouver, B. C. and northwesterly flow on the Washington coast and around Portland, Oregon.

Note that the vector plots of the surface wind show every other vector, rather than all vectors, in the domain for greater clarity of presentation.
Figure 8e. Run for 3 May 1978, 00 GMT, model surface winds without diabatic forcing.
Figure 8f. Run for 3 May 1978, 00 GMT, model surface winds with diabatic heating.
The model and observed sea level pressure fields (not shown) have similar configurations; both possess a narrow pressure trough directed southeast-northwest over Puget Sound in the area of surface convergence and a narrow pressure ridge along the Strait of Juan de Fuca.

2. Mixed Layer Model

The output of a run of the mixed layer model (without heating) is shown in Fig. 9. Northwesterly flow on the coast is deflected around the Olympics with both branches turning towards the northeast by the Cascades. Unlike the Mass-Dempsey model there is no tendency for northerlies in upper Puget Sound. Light winds occur to the lee of the Olympics. One notes erratic, unphysical high winds on some of the lateral boundaries.

3. Mass Conservation Model

These results (Fig. 10) evince little deflection by the topography of the region.


The surface synoptic pattern at this time was dominated by a cold, high pressure system centered to the northeast of the model domain with low pressure over the Pacific to the southeast (Fig. 11a). This pattern is relatively unchanged at 850 mb (Fig. 11b). The upstream sounding at Spokane in eastern Washington State (Fig. 11c) indicates a very stable lower troposphere with a surface based inversion to 890 mb, with nearly isothermal conditions above.

1. Mass-Dempsey Model

The detailed observed mesoscale surface windfield (Fig. 11d) shows easterly winds on the Washington coast, northerlies in northern and central Puget Sound
Figure 9. Mass conservation model wind field for May 3, 1978 at 00 GMT.
Figure 10. Mixed layer model wind field for May 3, 1978 at 00 GMT.
Figure 11a. Run for 23 November 1982, 12 GMT, surface chart.
Figure 11b. Run for 23 November 1982, 12 GMT, 850 mb chart.
Figure 11c. Run for 23 November 1982, 12 GMT, sounding at Spokane, WA.
and calm winds in the southern Sound. Cold air appears to be draining towards the center of the Strait of Georgia with easterlies on the western side and westerlies on the eastern side. Figure 11e shows a model run that included 6 h of cooling at a rate of 5°C per 6 h over land and 1°C per 6 h over water. There are many similarities and some differences with the actual wind field. Note that like the observed winds the model shows northeasterly flow on the north Washington coast while to the south the winds switch to southeasterly and then northeasterly. Winds in northern and central Puget Sound are from the north-northeast and become nearly calm in the southern Sound as observed. The model did not reproduce the observed weak southwesterlies caused by blocked flow on the northeast side of the Olympic Mountains or the westerly drainage flows on the eastern side of Vancouver Island. An interesting flow pattern produced by the model is the east-west line of confluence in the lee of the Olympic Mountains. Although we lack the surface observations to directly verify this feature, in similar situations in which the offshore flow is sufficiently cold to form convective cloudiness over the warmer water, it is observed that an east-west band of low-clouds stretching from just offshore from the Olympics is found. Clearly, this band is created by the linear confluence-convergence feature forced by the Olympics and duplicated in the model.


C. December 17, 1982 at 12 GMT: Southerly large scale flow with weak diabatic cooling.

1. Mass-Dempsey Model.

The surface synoptic pattern at this time (Fig. 12a) shows a relatively deep low center to the northwest of the domain with a trailing occluded front that
Figure 11d. Run for 23 November 1982, 12 GMT, observed surface winds.
Figure 11e. Run for 23 November 1982, 12 GMT, model surface winds with diabatic cooling.
Figure 12a. Run for 17 December 1982, 12 GMT, surface chart.
passed through the region during the previous 24 hours. The NMC analysis also indicates a weak trough in western Oregon and Washington at this time. The 850 mb flow, shown in Fig. 12b, clearly indicates a trough almost directly above the surface low, southwesterly geostrophic flow over western Washington State, and a ridge centered over western Alberta and northern Idaho. The upper air sounding at Salem, Oregon, the closest upstream station (Fig.12c) indicates a nearly saturated adiabatic lapse rate through the lower troposphere and thus weak stability near the surface.

The observed surface mesoscale flow pattern (Fig. 12d) shows the winds on the coast turning from southwest to southeast as one moves northward up the coast. Winds over Puget Sound range from southerly in the south to southeasterly in the northern parts. This southeasterly flow continues up the Strait of Georgia. Probably the most interesting feature is what appears to be a cyclonic eddy north of the Olympic Mountains centered around a calm wind at Port Angeles on the south coast of the Strait of Juan de Fuca.

The model simulation of this situation, shown in Fig.12e, included a cooling rate of 2.5°C per 6 h over land and .5°C per 6 h over water during the final 6 h of the run. As observed, winds over Puget Sound progress from southerly to south- southwesterly to southeasterly as one moves northwards. Winds in the Strait of Georgia are from the southeast with winds on the eastern shore north of Vancouver from nearly an easterly direction; this closely follows the actual pattern. Perhaps the most intriguing feature of the model wind field is the suggestion of the observed "eddy" north of the Olympic Mountains, although no calm winds are noted on the south side of the Strait of Juan de Fuca. Another interesting feature is the confluence line that parallels the coast.
Figure 12b. Run for 17 December 1982, 12 GMT, 850 mb chart.
Figure 12c. Run for 17 December 1982, 12 GMT, sounding at Salem, OR.
Figure 12d. Run for 17 December 1982, 12 GMT, observed surface winds.
Figure 12e. Run for 17 December 1982, 12 GMT, model surface winds with diabatic cooling.
2. Mass Conservation Model

This model produced (as shown in Fig. 13) a quasi-uniform field of southeasterlies with some minor deflection around the Olympic Mountains. Certainly a poor simulation of the actual winds.

3. Mixed layer model blew up.

D. May 9, 1983 at 12 GMT: Westerly large scale surface flow with moderate diabatic cooling.

At this time the large scale surface synoptic pattern (Fig. 14a) shows a trough oriented southeast-northwest to the north of Washington State with lowest pressures to the east. A ridge was building to the southwest. At 850 mb (Fig. 14b) a similar pattern was observed. The sounding at Quillayute, Washington at this time (Fig. 14c) indicates a shallow surface inversion, above which exists a weakly stable layer to 850 mb. The observed mesoscale surface wind field is shown in Fig. 14d. Along the coast there is a meeting between weak westerlies from off the Pacific and weak easterlies, the latter being a drainage flow/land breeze caused by nighttime cooling. Southerly flow moving up Puget Sound meets a westerly flow near the eastern terminus of the Strait of Juan de Fuca. Also note the calm winds in the western part of the Strait and the westerlies that dominate much of the Strait of Georgia.

1. Mass-Dempsey Model.

The results of a model run with 3°C cooling over land and 1°C cooling over water are shown in Fig. 14e. As in the observed windfield the Washington coast is a meeting place between westerlies from off the Pacific and easterlies forced by cooling over land. Before cooling was added to this simulation westerlies completely dominated the coastal region. The model is able to duplicate the
Figure 13. Mass conservation model winds for Dec. 17, 1982.
Figure 14a. Run for 9 May 1983, 12 GMT, surface chart.
Figure 14b. Run for 9 May 1983, 12 GMT, 850 mb chart.
Figure 14c. Run for 9 May 1983, 12 GMT, sounding at Quillayute, WA.
Figure 14d. Run for 9 May 1983, 12 GMT, observed surface winds.
Figure 14e. Run for 9 May 1983, 12 GMT, model surface winds with diabatic cooling.
observed southerlies in Puget Sound and the abrupt confluence with westerlies east of the Strait of Juan de Fuca. At the western end of the Strait of Juan de Fuca the model indicates calm winds in a region oriented southwest-northeast across the western Strait of Juan de Fuca. This feature is amazingly similar to the observed configuration. An apparent failing of the model is the excessive northerlies in the northern Strait of Georgia, close to the model boundary.

2. Mixed Layer Model

The results of a mixed layer run (without cooling) for May 9, 1983 is shown in Fig. 15. Westerlies dominate the coast since no drainage flows off the Olympics are occurring. Flow in Puget Sound is southeasterly, rather than the observed southerly direction. Again, we note problems on the lateral boundaries.

3. Mass Conservation Model

This run (shown in Fig. 16) possessed generally weak westerlies with some speed-up over mountain crests. Surely a poor simulation.

b. San Francisco Bay Cases

A. March 23, 1983 at 00 GMT.

As shown in Fig. 17, at this time the surface winds indicated generally westerly flow except for a southeasterly wind at MOD. The 850 mb chart at this time (Fig. 18) shows a generally zonal flow over this region.

1. Mass-Dempsey Model.

A model run (Fig. 19) with moderate heating (3°C per 6 hr) shows westerly flow across San Francisco Bay which turns northeastward (somewhat excessive) as it progresses inland. South of the Bay a current turns northwestward south of the location of MOD.
Figure 15. Mixed layer model winds for May 9, 1983 at 12 GMT.
Figure 16. Mass conservation model winds for May 9, 1983 at 12 GMT.
Figure 17. Surface observations for March 23, 1983 at 00 GMT run.
Figure 18. 850 mb height and temperature fields for March 23, 1983 at 00 GMT.
Figure 19. Mass-Dempsey model surface winds for March 23, 1983.
2. **Mixed Layer Model.**

As indicated by the model wind field shown in Fig. 20 there were big problems so that little confidence could be put in these results.

3. **Mass Conservation Model.**

This run (Fig. 21) shows a northwesterly flow with only minor topographic deflection.

**B. April 3, 1983 at 00 GMT**

The surface wind field at this time (Fig. 22) shows moderate northwesterlies in coastal regions with some directional variation inland. The 850 mb chart (Fig. 23) indicate a weak southwest-northeast ridge in the Pacific Northwest with generally northerly flow over the central California Coast.

1. **Mass-Dempsey Model.**

A run of this model with moderate heating (5°C per 6 hr over land, 1°C per 6 hr over water) produced the wind field shown in Figure 24. As with the observed wind field, northwesterlies occur along the coast and in the Bay region with a turning towards the southeast in the southern inland basin (e.g., station MOD). In general, this run is quite good.

2. **The Mixed Layer Model.**

The model run (shown in Fig. 25) indicates northwesterly winds over much of the domain but could not duplicate the turning over the central Basin. Again, the boundaries are a real problem.

3. **Mass Conservation Model.**

As shown in Fig. 25, this model produced a nearly uniform west-northwesterly flow field with some minor channeling over crests.
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Figure 20. Mixed layer model surface winds for March 23, 1983 case.
Figure 21. Mass conservation model surface winds for March 23, 1983 case.
Figure 22. Surface observations for April 3, 1983 at 00 GMT case.
Figure 23. 850 mb heights and temperature for April 3, 1983 at 00 GMT case.
Figure 24. Mass-Dempsey model surface winds for April 3, 1983 at 00 GMT.
Figure 25. Mixed layer model winds for April 3, 1983 at 00 GMT case.
Figure 26. Mass conservation model winds for April 3, 1983 at 00 GMT case.
c. Subic Bay Case

In May 1976, Tropical Storm Olga swept close to Subic Bay and produced substantial damage to ships in the harbor of Port Olongapo. These model runs are an attempt to diagnose the wind field at May 24, 1976 at Oz near the height of the storm. The model topography shown in Figure 7 indicates that moderate topography surrounds the Subic Bay region. Wind during this time were generally southeasterly and thus the greatest damage occurred where the hurricane winds had the largest fetch. For this case the model was run at 2 km resolution.

1. Mass-Dempsey Model.

No diabatic forcing was included in this run. As shown in Figure 27, strong winds entered Subic Bay but were deflected in other areas by the surrounding topography.

2. Mixed Layer Model.

Went unstable due to the high wind speeds.


4. Conclusions and Summary

This report has shown the results of applying three relatively simple numerical models to the problem of diagnosing surface wind flow in complex terrain. Three test areas: the western Washington State, the San Francisco Bay Area and Subic Bay were used to test the three models: a one-level sigma coordinate model (Mass-Dempsey), a mixed layer model (Overland et al.) and a
Figure 27. Mass-Dempsey model surface winds for May 24, 1976 at 00 GMT.
mass conservation model (Sherman). The results clearly indicate that the former model is generally superior for all three regions. Thus, it appears that the model\(^1\) possesses much of the essential physics that determines flow in such regions. This fact may come as a surprise at first, considering the model's simplified physics, the lack of the continuity equation, the use of only one level, and the corresponding inability to model the effects of upper level changes forced by the topography.

Why does the model do so well? Even more basic is the question of how the flow in the model is deflected and blocked by higher terrain. To answer these questions first consider that the sigma coordinate geometry of the model imposes, a priori, a condition that there will be no flow through the surface. The surface flow in the model is deflected around, rather than over, higher terrain as a result of the adiabatic cooling and warming (third term in Eq. 4) experienced by stably stratified air as it rises and sinks over terrain features. For example, consider a model run with stably stratified flow initially moving directly towards an isolated range of mountains. At first the flow moves up and over the topography with little apparent deflection. However, as time progresses the upward motion on the windward side produces adiabatic cooling that results in an increase of surface pressure. Similarly, descending air on the leeward side produces warming and pressure falls. The flow responds to this asymmetric pressure pattern by being deflected around the windward slopes and then converging on the leeward side. A similar process will force air to flow parallel to the ridge line of a mesoscale valley. It should be noted that this adiabatic mechanism is the sole way by which modeled flow is forced to be channeled and deflected around higher terrain. The model's ability to duplicate most of the major mesoscale features in the cases cited above implies that this simple adiabatic

\(^1\)All further use of "the model" refers to the Mass-Dempsey model.
On a 74 by 75 point grid with a horizontal resolution of approximately 7.5 km the Mass-Dempsey model took about 66 seconds on the CRAY 1 at NCAR. About a third of this was fancy graphics and diagnostics that would not be required for operational use. Thus, let us assume a time of 44 seconds. From benchmarks between the PRIME 400 and the CRAY 1 we know that the model run would take about 367 minutes or 6 hours on the PRIME 400. From the information I have gotten from HP, the 9845 is about twice as fast as the IBM XT. From several PRIME 400/IBM XT benchmarks we have found a speed rate of 26. Thus, the IBM 9845 should be 13 times slower than the PRIME 400 or 78 hrs (3.25 days). Clearly, the model is too slow to run even quasi-operationally on the 9845 even cutting back on the array size by half. What about the Eclipse S/250? From a single benchmark it appears that the PRIME 400 and Eclipse S/250 are roughly equivalent in speed. Thus, a 6 hr. run time would be expected using the above 74 x 75 grid. However, by reducing the grid and using a less conservative steady state criterion, the model runs could probably be reduced to 1 - 3 hrs. This is still somewhat long for an operational run but possible.

It should be noted that memory capacity is not a problem on either the HP9845 or Eclipse S 250.

Another way of handling the problem would be to run a large series of model runs for various synoptic directions and vertical stabilities for each domain of interest to the Navy and to put them into an operational manual. These model runs could be done on a main frame and this run time would not be significant.

Finally, it is important to note that the Mass-Dempsey model requires very limited data for initialization and thus is quite appropriate for data poor regions. The mass conservation and mixed layer models also require relatively modest initial data; however, they do require mixed or boundary layer heights which are often difficult to accurately determine.
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Appendix I

Parameterization of Surface Friction

The frictional force in the boundary layer \( \vec{F} \) can be expressed as the vertical divergence of the shearing stress:

\[
\vec{F} = - \frac{1}{\rho} \frac{\partial \vec{S}}{\partial Z}
\]

where \( \rho \) is density and \( \vec{S} \) is the shearing stress. At the surface the stress can be parameterized by a drag law

\[
\vec{S}_s = -C_D \vec{V}_s |\vec{V}_s|
\]

where \( C_D \) is a drag coefficient and \( \vec{V}_s \) is the surface wind vector; above the boundary layer it can be considered to be negligible. If one assumes a linear stress profile that vanishes at the top of the boundary layer (or in our case at \( H \), the top of the layer of topographic influence) the mean frictional force in the boundary layer can be estimated as:

\[
\vec{F} = - \frac{1}{\rho} \left( \frac{\vec{S}_H - \vec{S}_S}{H} \right) = - \frac{C_D \vec{V}_s |\vec{V}_s|}{H}
\]

Deardorff (1972) suggests that under neutral or stable conditions the stress vanishes at a height lower than the inversion or boundary layer height and accordingly the stress should be increased by a factor of 2.8. In addition, because the stress profile under stable and neutral conditions is not linear but is more steeply sloped near the surface, the stress divergence at the surface (i.e., at 10 m in our case) is greater than the mean stress divergence for the layer as a whole (by approximately a factor of two in Deardorff, 1972). Furthermore, frictional boundary layers are typically lower (e.g., 1 km) than the layer of topographic influence hypothesized in our model.
(2 km). For these reasons, we suggest that the surface frictional force is about 4 times the estimate given in (3), so that

\[ \bar{F}_s = -4c \frac{C_D \bar{V} \cdot \bar{V}_s}{H} \]

where \( \bar{F}_s \), the surface frictional force, is assumed to be directed in the opposite direction of the surface wind. In our model we used values of \( C_D \) of \( 2 \times 10^{-2} \) over land and \( 1.4 \times 10^{-3} \) over water. At each model grid point we determined the percentage of water and land in the surrounding 7.5 km square and scaled the drag coefficient proportionately. This land/water percentage was also used in the diabatic heating parameterization.
Appendix II

The Horizontal Diffusion Terms

The momentum (1) and thermodynamic energy (4) equations of this model possess horizontal diffusion terms to control computational instability and to represent the effects of horizontal subgrid-scale mixing. The momentum diffusion term is of the form $K_m \nabla_s^2 V$, where $K_m$ is the momentum diffusion coefficient and the Laplacian $\nabla_s^2$, taken at the surface or $\sigma = 1$ level, is finite differenced using the method described in Danard (1971).

The temperature diffusion term in the thermodynamic energy equation (4) is of the form $K_T \nabla_H^2 T$, where $K_T$ is the temperature diffusion coefficient and the Laplacian $\nabla_H^2$ is taken on a horizontal plane rather than along the surface. To understand why a different Laplacian is used for this term, consider a hypothetical situation in which there are no large scale pressure (or height) or temperature gradients, no diabatic forcing, and a constant lapse rate everywhere. In such a case no surface flow should be produced by the model. However, if the temperature diffusion term uses a Laplacian evaluated at the surface, the Laplacian will generally be non-zero since surface temperatures usually vary non-linearly along slopes. The result is a non-zero diffusion term that forces spurious winds in the absence of large scale or diabatic forcing. Evaluating the Laplacian on a horizontal plane eliminates this problem. The finite difference form of this Laplacian is evaluated at the level of the center point with the temperatures at the surrounding points being vertically
extrapolated from the surface using the known local lapse rates.

The runs presented in this paper used diffusion coefficients ($K_m$ and $K_T$) of either 2.5 or $3 \times 10^4$ m$^2$ s$^{-1}$. 
Appendix III

Model Initialization

To begin an integration the model requires a lapse rate representative of the lower free atmosphere as well as the geopotential height and temperature fields at an undisturbed pressure level, in our case 850 mb. The lower tropospheric lapse rate is taken from the radiosonde sounding nearest the large scale inflow into the domain. The 850 mb heights and temperatures at each grid point are found by first subjectively interpolating the fields analyzed on the appropriate National Meteorological Center (NMC) operational 850 mb chart to a 4 by 4 grid covering the model domain. Then an iterative Cressman (1959) scheme is used to calculate interpolated values on the model grid.

The initial surface temperature field is calculated by using the given lower tropospheric lapse rate and 850 mb fields:

\[
T_s = T_{850} + \gamma(Z_{850} - Z_s)
\]

where \(Z_s\) and \(Z_{850}\) are the heights of the surface and 850 mb levels at a point and \(\gamma\) is the lower tropospheric lapse rate.

To compute the initial surface wind field we assume a balance between the surface pressure gradient, coriolis and frictional forces. Because the temperature lapse rate in the layer of topographic influence is initially the same as the free atmosphere lapse rate above, the expression for the surface pressure gradient force \(\vec{p}\) reduces to (see Eq. 8)

\[
\vec{p} = g \nabla Z - \frac{g(Z_{850} - Z_s)}{T_{850}} \nabla T
\]

Note that this initial force is only dependent on height and
temperature variations at 850 mb.

Using the frictional parameterization described in Appendix I and the standard expression for the coriolis force, \( \vec{C} = -f \vec{k} \times \vec{V}_s \), where \( f \) is the coriolis parameter and \( \vec{k} \) is the unit normal vector at the surface, we can set up an expression for the balance between the pressure gradient, coriolis and frictional forces in which the only unknown is \( \vec{V}_s \). Solving for \( \vec{V}_s \) and using the \( T_s \) field calculated above, the model is ready for integration.
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