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On June 1S and 16, 1983, the U.S. Army lesearch office (AM) convened

" about 20 experts in a workshop with the them Aerosol Dispersion in the

Atmospheric Surface Layer- (ach, 1984). This workshop brought forth the

recommendation that AO establish a working group to Investigate glarge-eddy

simulation," or three-dimensional, time-dependent, fine-mesh nuerical

modeling of turbulent flows. Known as LZS in the engineering ommunity, it

had actually been pioneered by J. Deardorff of the National Center for

C Atmospheric Research (RCAR) in the late 1960s. The Ato workshop recomended

further that this working group prepare long-range priorities for introducing

large-eddy simulation (L38) models into the Army research program.

AO accepted these recommendations and assigned Walter D. Bach, Jr.v a

meteorologist in the ARO Geosciences Division, the responsibility for their

Implementation. He established as objectives for the working groups

A. To study the feasibility of using L38 as a surrogate method of

obtaining the temporal and spatial distributions of mass, momentum, heat, and

moisture in the atmospheric boundary layer, subject to given Initial and

'". boundary conditions and, using these distributions, to examine the behavior of - -

gases and aerosols within the modeled volumei and

B. To recommend a course of action for implementing L35 techniques that

are feasible and appropriate for the Amy's needs in basic research on

atmospheric dispersion of gases and aerosol.

In October 1983, 1 agreed to head the Working Group on Large-ddy

Simulation. I chose as members Dr. Stephen Burk, Naval Environm ntal

Prediction and Research Facility, Monterey; Prof. William Cotton, Dpartmen"t

of Atmospheric Science, Colorado State Universityl Prof. Joel Persager,

Department of Nechanical Enginering, Stanford Universityi Dr. Steven Nanna,

Snvironmental Research and Technology, Inc., Concord, Hassachusettl Dr.

EParvis Nfn, UASA Ames Research Centers Mr. William Ohmstede, Atmospheric

Sciences Laboratory, White Sands and Dr. Jeffrey Wail, Martin Marietta Corp.,

Baltimore. Walter D. Bach, Jr. also participated fully in our deliberations.
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Or working group met in Boulder* Colorado, on Dec. 5 and 6, 1983, and on

P eb. 6, 1984. Bach member also spent a good deal of individual time in

researching and ooqiiling his contribution, which I have tried to blend into a

unified document.

On behalf of the working group I want to thank Walter D. Bach, Jr. who

made it possible for us to participate in this soot rewarding project, and

Shirley Michaels of Michaels Commnications, who splendidly administered the

Working Group on Large-Zddy Simulation and expertly produced this report, our

final product.

John C. Wyngaard
* Boulder, Colorado

August 1984
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The planetary boundary layer (PBL) has numerous challenging but

complicating features. Its physics are more intricate than those of many

other turbulent flows; buoyancy, phase-change, and radiative effects can

complicate the usual turbulence dynamics. Another challenge is its "inherent

uncertainty," the inevitable difference between its most likely (i.e.,

ensemble-average) state and its actual behavior over a finite time interval.

r Inherent uncertainty is a major obstacle to the application of PBL models to

real problems. It also greatly increases the difficulty and expense of direct

measurements in the PBL, making it necessary to assemble vast quantities of

data in order to produce reliable statistics.

'There are two broad approaches to the numerical modeling of the PBL--one

based on ensemble averaging, the other on volume averaging. The ensemble-

- average approach has traditionally used eddy-diffusivity closure, which began

to give way in the 19709 to second-order closure. Each has strong

limitations, however, and simpler models using integral closures (e.g., the

Gaussian-plume model for turbulent dispersion) also enjoy wide use. Three-

dimensional, time-dependent, fine-mesh, volume-average modeling (large-eddy

simulation, or L98) can in principle give far more powerful predictions than

these other methods, but is also far more expensive.

The engineering fluid mechanics comnity has invested considerable

resources over the past decade in developing LI for shear-flow

applications. Today it is a viable complement to experiment in both

fundamental and applied turbulence research. Its growing popularity reflects

both its promise of realistic answers to difficult problems and the continuing

- rapid decline in computing costs.

The roots of the LIS technique actually lie in meteorologyi the first

" engineering application of L98 was Deardorff's simulation of turbulent channel

flow, which was carried out at the National Center for Atmospheric bsearch in

1% the late 1960s. Today 1.3 is used in small-scale-meteorology problems ranging

from M3L structure to severe-storm dynamics.

[2-;:::
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We drew three major conclusions from our assessment of the current status

of POL research: -

1. Inherent uncertainty is a major complication, strongly influencing

both experiment and modeling. tere have been few attempts to

generalize models to include prediction of inherent uncertaintyl in

general this remains a challenge for the future. Meeting this

challenge will require a broader, more reliable PJL data base than

now exists.

2. Because of their cost, difficulty, and limitations, field

experiments cannot be expected to provide the improved PBL data base

necessary for the next generation of models. However, this data

base would benefit greatly from measurements in carefully designed

laboratory experiments which simulate certain aspects of the PL.

3. LB8 experiments also have the potential of contributing

substantially to this data base through Ofield programs" on the

computer. Although U.S has some limitations in PBL applications

(e.g., loss of eddies larger than the domain size, poor resolution

near bottom and top, difficulties with boundary conditions), the

advances which we expect in supercomputers over the next several

years should ease these somewhat. LBS experiments also have unique .C.- -

advantages, such as allowing the experimenter to control individual

variables in order to study their effect on the flow.

In view of these findings and considering the recent history of LES in

both engineering fluid mechanics and small-scale meteorology, we perceived two

broad roles for LBS in future PBL research:

1. Studying the sources and physics of inherent uncertainty and

quantifying it for applications, particularly in turbulent

dispersion.

2. Generating data bases for developing profiles for integral models-

for studying dynamicsi for developing perameterizations for higher-

order-closure models and for subgrid-scale processes in

meteorological modelsu and in designing and simulating JUL

experiments.

We established general guidelines for the development of LBS models for

the planetary boundary layer in order that investments in LBS research can

provide optimm returns. We recommend a development program having

2 2......'i!



theoretical, computational, experimental, and technology-transfer

components. Key challenges here include:

- Theory--subgrid-scale parameterisation (including subgrid-scale

dispersion) In LES modelsi optimm choice of modest boundary

conditionsl numerical techniques for dispersion applicationst ..
inclusion of meoscale-eddy effect.

C Computation--the use of full turbulence simulation to stimulate LB'

". development.

* C Diperiment--the use of both atmospheric and laboratory data to test

LUS predictions.

- 'Technology transfer--quantifying inherent uncertaintyi developing

higher-order-closure parameterizations: developing subgrid-scale

parameterizations for larger-scale meteorological models.

Bupercomputers are revolutionizing the entire field of nonlinear

dynamics. Their most direct and powerful application to mall-scale

* meteorology is, in our view, in LIS. The impacts of LS to date, while

substantial, could be dwarfed by thoee over the next decade. An optimum

5response to this opportunity will require the participation of a broad group

of individuals and institutions, but will, we believe, bring great rewards.

0..'..
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In examining the feasibility of three-dimensional, time-dependent, fine-

mesh numerical modeling (large-eddy simulation) of the lower atmosphere, we

identified several topics that we felt were pivotal and, hence, deserved

careful exposition in this report.

We recognized that the planetary boundary layer (P3L) has numerous

r challenging but complicating features. These include what is called "inherent

uncertainty,' the inevitable difference between its most likely (i.e..

ensemble-average) state and its actual behavior over a finite time interval.

Inherent uncertainty has come to be recognized as a major complication in the

application of 19L models to real problems. The physics of the PM. are also

more intricate than those of many other turbulent flowe buoyancy, phase-

change, and radiative effects can all add complications to the usual

.. turbulence dynamics. Consequently, we agreed that an optimum approach to IUL

* research would cobine the strengths of observational studies (both in the

laboratory and outdoors), theoretical work, and numerical modeling. We have

.-devoted Chapter Two to these issues.

We identified several contemporary approaches to the numerical modeling

_- of the PFM and, in particular, of diffusion within it. The traditional

. closure for ensemble-averaged equations, eddy diffusivity, began to give way

*' somewhat in the 1970 to second-order closure. Sach has a range of

applicability, but since neither represents a fundamental solution to the

closure problem, neither can be a general-purpose tool. Integral models, such

as the Gaussian-plume diffusion model well-known in regulatory applications,

are simple and cheap, however, they do not address some important questions

" such as short-term behavior. Three-dimensional, time-dependent, fine-mesh

1. modeling (Li8) can in principle give far more powerful predictions than other

. 'approaches, but is also far more expensive. We devote Chapter Three to an

examination of these modeling techniques.

,~* **. .. .. .........
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The engineering fluid mechanics community has invested considerable

resources in developing LES over the past decade, and we felt it important to

review the progress they have made. We do this in Chapter Four, and conclude

that chapter with our view of the future prospects for LES in engineering

flows. We include as an Appendix the paper, "Numerical Simulation of

Turbulent Flows," by Robert S. Rogallo and Parviz Moin, which appeared

originally in Annual Review of Fluid Mechanics, v. 16, and which describes the

current state of the art of LBS in engineering.

The roots of the LIS technique lie in meteorology, thanks to pioneering

work by D.K. Lilly, J.W. Deardorff, and others. Ironically, LES is

underutilized today in mall-scale meteorology, in our view, although it is

being fruitfully applied to studies ranging from PBL structure to severe-storm

dynamics. We survey these meteorological applications in Chapter Five.

We perceived two broad and important roles for LES in the planetary

boundary layer research of the future. It offers perhaps our best hope for

quantifying inherent uncertainty, which has recently emerged as an important

issue in diffusion modeling. Further, it has vast potential for building data

bases on POL structure and processesi this is very important in view of the

increasing difficulty and expense of direct measurements. We cover these

issues in Chapter Six.

Chapters Two through Six thus provide a comprehensive assessment of the

LZS technique in the broad context of research challenges in the atmospheric -

boundary layer. In Chapter Seven, we discuss our recommendations for an LUg-

based PBL research program. We have avoided being overly specific, preferring

to leave a good deal to the creativity of the investigatorsi however, we have

presented our views on high-payoff areas which deserve early attention.

......... . . .. . .. . . .. .
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TIM CRALL3Rs AND COIUC&PLIMRt S OF P1L 2 ARU

In this chapter we will first discuss those features which distinguish

the PBL from other turbulent flows. These include, most importantly,

buoyancy, phase-change, and terrain effects. Next, we will discuss another

feature, inherent uncertainty, which is very important in numerical modeling

and observational studies of the PRL. Then we will cover methods of attack.

At the present time, these include experiment, both in the laboratory and

outdoors, and numerical modeling. Finally, we will discuss those features of

the PBL which are particularly relevant to dispersion problems.

2.1 M Dbysiom"

I Unlike most turbulent flows in engineering, in which the turbulence is

produced by mean velocity shear, the PBL tends to be dominated by buoyancy
effects. With clear skies at night over land, stable stratification develops

in the lowest few tens to few hundreds of meters, suppressing the turbulence .-

* levels and keeping eddy sizes small. As a result, turbulent dispersion is

greatly reduced. By contrast, surface heating in the daytime tends to produce

a convectively driven PBL whose eddies are much larger, more intense, and

consequently more dispersive. Thus, the turbulence dynamics of the stable and

unstable PoLs are quite different, and also different from those of

• engineering shear flows.

Thermal effects are also pronounced on the next larger scales, from a few

to a few tens of kilometers, where a horizontal temperature gradient

hydrostatically creates a vertical change in the horizontal pressure

* gradient. For example, temperature gradients of a few X per 100 kilometers --

(which are common after frontal passages, for example) can change the

horisontal pressure gradient substantially in the lowest 1000 m, and this can

lead to large man wind shears in the PBL. S.

. . . ... .-. . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . .
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Over land, the earth's surface is apt to have considerable "texture"--

e.g., spatially varying albedo, surface roughness, and elevation. In -

conjunction with heating or cooling, this can lead to "standing" eddies of

substantial magnitude. Land-sea breezes and the diurnal upslope/downslope

cycle over sloping terrain are good examples. These can have very strong

influences on local diffusion patterns.

The PSL transports water vapor which form clouds when lifted above the

condensation level. The associated energy release can generate large vertical

velocities as well, and can lead to large-scale circulation patterns which

strongly influence the structure of the PSL below.

These are a few of the features which complicate the PDL. In the opinion

of the committee, they will prevent its early understanding at the level that

we now enjoy for canonical laboratory flows, such as the jet, wake, and mixing

layer.

2.2 Inherent Un ertainty

A dominant trait of the PSi is its spatial and temporal variability.

Although this variability is common to all turbulent flows, it is more :

pronounced in the PBL than in typical engineering flows (e.g., in pipes)

because of the greater range of space and time scales involved.

Mathematical modeling of turbulent flows in general and the PSL in

particular becomes tractable only when the governing equations are averaged

over time, space, or an ensemble of realizations. Hence, any comparison of

model predictions with (error-free) observations under supposedly the "same" . ,-

meteorological conditions is apt to reveal deviations between the two. These

deviations will have a mean, or bias, and a variance. The bias is due solely

to internal model errors (e.g., physics, parameterization@, coding), whereas " .

the variance is due to three factors: 1) uncertainties in model input

variables, 2) internal model errors, and 3) inherent uncertainty (see lox, - ..--

19841 Venkatram, 1982). The bias can be reduced by reducing internal model

errors, but the variance cannot.

The inherent uncertainty is typically a major component of the

variance. It arises because the details of the initial and boundary

conditions describing the flow are not the same in individual realizations,

- -

.'. ... ... .... ¢ .. ... ... . .. •. ... ..- ... ... ... ,. -. ..- , . . .. .. ,..- . . . . . ... . . . . . . . . . . . . . . ....
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even though the gross conditions (e.g., mean wind speed, surface heat flux)

1 describing the ensemble are. Clearly, an endless number of different initial

and boundary conditions (on a fine scale) could be associated with the same

- gross conditions. The magnitude of the inherent uncertainty also depends on

the number of physical parameters entering the model. The ensemble is defined

differently as this number changes. In any event, we should expect departures

of individual realizations from ensemble averages.
2 2,""

Inherent uncertainty in a property f is defined by a2  ((f - <f>)

where the overbar denotes a time or space average and the brackets denote an

ensemble average. If the random process is stationary and ergodic, o 2 is

given by

a - 2<f 2r , (1.1
T

provided that T >> T, where T is the averaging time, T is the integral time

'2* scale of the process, which we assume exists, and <f > is the ensemble

variance (Lumley and Panofsky, 1964). Thus, inherent uncertainty depends on

the particular process, through Cf2> and x, and on averaging time.IP
Basic to an ensemble is the requirement that individual realizations be

* obtained under the conditions which are understood to define the experiment.

In model verification the definition of these conditions is of paramount

* importance (Chatwin, 19821 Venkatram, 1984a)t it would be given by the model

inputs. Thus, we can see that inherent uncertainty is also model dependent.

Why is inherent uncertainty so important? The principal reason is that

for many PBL variables the ratio of a to the ensemble mean <f> is of order 1

for the short averaging times (-1 hour) typically of interest. Wyngaard

(1983) has discussed o/<f> for some PBL properties and Venkatram (1979)

considers it for ground-level concentrations downwind of elevated stacks.

Worst-case examples are humidity fluctuations, especially in a cloud-topped

PBL, and ground-level concentration variability downwind of an elevated point

source. In the latter case, the geometric standard deviation of hourly

averaged concentrations is about 2 along the plume axis during convective

conditions (Weil and Brower, 1984).

!L Thus, it is necessary to know 0, the inherent uncertainty, to describe

fully the state of the PBL, and dispersing plumes within it, for short

. V
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averaging times. Specifically, one needs it to predict the frequency of

occurrence of certain high concentration events in plumes, e.g., the

flambility, or toxicity, limits in dense gas releases (Chatvin, 1982). In

addition, inherent uncertainty is a key factor in model verification. One

thing is clears when 0/<f> is large, simply describing the IBL in terms of ,. *,, ,.

ensemble means is grossly inadequate, because many individual realizations

will have properties far removed from the man.

Inherent uncertainty in dispersion modeling is closely related to the

concentration fluctuations in plumes. The latter subject has a history dating

back to at least 1959, when Gifford's meandering plume modal appeared.

Concentration fluctuations in plumes are a strong function of the source

and plume geometry as well as the averaging time. On the basis of the models

of Gifford (1959), Savford (1983), and Venkatram (1984), as well as field

observations and laboratory experiments (Fackrell and Robins, 19821 Deardorff

and Willis, 1984), we know that for an elevated point source, lateral and

vertical-pins meandering by large eddies is the principal cause of the large

concentration fluctuations along the mean plume axis. These large

fluctuations (0c/<c> > 1) occur at all distances from the source because of-

the presence of lateral energy at all scales in the atmosphere.

Simple models have been advanced to predict concentration fluctuations !!- -

for a variety of situations (see Hanna, 1984). For example, Ceanady (1967)

and Netterville (1979) developed K-models to predict the ensemble ,

concentration variance, <c>, due to relative turbulence alone. Empirical

Gaussian models for the same purpose have been put forth by Wilson et al.

(1982). The Gifford (1959) model can be used to estimate the fluctuations due

to meandering, provided that one can estimate the dimension of the

Oinstantaneousu plume and the characteristics of the lateral turbulence.

Venkatram (1984b) has developed a model for fluctuations of hourly averaged

concentrations about ensemble means based on the probability density function

of vertical and lateral turbulence velocities, specifically for elevated

sources. ,

In a computar-intensive numerical approach, Durbin (1980) and 8awford

(1983) used Lagrangian statistical models to predict the ensemble

concentration variance due to meandering as well as relative turbulence in

neutral boundary layer flows. These models require information about the

turbulence as one follows the plume.

*4** 4. .. . . . . . . .. . . .* **.*.-***44 **. . . . . . . . .'..4
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Onc methods are available to estimate concentration fluctuations and,

hence, inherent uncertainty for certain classes of models, It might be

possible to determine the type of model that would give minimum total error in

a given application. As shown in Figure 1, if errors in observing instruments

- -are large, a model with many input parameters could give a larger total error

than a model with fewer parameters. Banna (1975) suggested that this is why
L

simple integral models can predict urban air quality as reliably as much more

complex, three-dimensional, time-dependent, gradient-transport models. The

complex model might contain much better physics, but requires a set of input

data from often poorly sited and maintained instruments.

In summary, we find that inherent uncertainty is increasingly being

recognized as an important aspect of boundary-layer meteorology. It is

particularly important in dispersion applications, where it is central to the

taking of observations and the design of experiments, and to numerical

prediction and model verification.

-: 2.3 laboratory merhant.

Perhaps surprisingly, laboratory experiments offer a valuable and

attractive means of investigating flow structure and diffusion in the PIL.

Their main advantage is the opportunity they provide for studying a particular

' phenomenon in isolation and over a range of controlled conditions. They are

probably most useful as a complement to other forms of IBL research (e.g.,

numerical modeling and field observations), but scmetimes they offer the only

practical mans of studying a problem (e.g., wake flows and diffusion).

- In the following brief survey, we highlight some laboratory experiments

which have made important contributions toward our knowledge of the man and

turbulent structure of the PSL and of diffusion within it. The typical

facilities used are wind tunnels, water channels (circulating water or tow

tanks), and water convection tanks (no mean flow).

a. IM structure

The general requirements for similarity between laboratory and full-scale

flows are addressed in several articles (e.g., Cermak, 1971, 1975 Snyder,

1972). For problems in which Coriolis effects are not simulated, the

principal requiremonts are typically the matching of a Proude or bulk

. . * .
. . . .. . . . . . . . . . . . . . . - . . . .



Richardson number (i.e., buoyancy force/inertial force) between model and

prototype, and the maintenance of a model Reynolds number above some critical

value.

Orface layer. The surface layer, that region where surface friction

effects are Important, can be defined as z < ILl, whore z is the height above

the surface, and L is the Nonin-Obukhov (NO) length (Lumley and Panofsky, r

1964). In the limit of neutral stratification (. -), it can be defined as

the region where the mean wind follows the logarithmic wind profile (typically

s < 1003 ).

The surface layer was probably the first and most explored region of the

POL in laboratory experiments, with most work confined to wind tunnels, as

summarized by Cermak (1971, 1975) and Snyder (1981). Cermak's (1975) review,

as well as the experiments by Arya and Plate (1969) and Ray et al. (1979),

demonstrate that wind tunnels can simulate the mean wind and temperature

profiles. The velocity variances in the tunnel simulations also agree fairly

well with the field observations. However, the tunnel simulations are limited

to slight departures from neutral stratification (jz/LI < 0.3).

Panofsky et al. (1977) showed that horizontal velocity variances in the

surface layer depend on the mixed layer depth zi and, hence, on the large

convective circulations below zi. This moans that to simulate properly the

horizontal velocity variances in the surface layer, one is required to model a

capping inversion layer and the large-scale convection. This remains a

challenge for laboratory experimenters.

Cano Layer. The canopy layer lies between the ground and the top of

the surface roughness (crops, trees, etc.); in this layer biologically

important processes occur and surface fluxes of heat, moisture, and momentum L
originate. The upper part of the canopy and the lower pert of the surface

layer form a transition region called the "roughness sublayer."

Raupach and Thom (1981) give an extensive review of canopy turbulence,

including many of the important contributions made by wind-tunnel

simulations. Such simulations, which typically have been conducted for

neutral flow, have benefited our understanding in at least three ways. First,

they have provided details on how the flux-gradient relationships in the

roughness sublayer depart from the well-established ones in the surface layer

(Mulhearn and Finnigan, 1976). Second, they have shown that the turbulence
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specra anpera within the roughness sublaer are height-dependnt-

Y" 3 (relative to the displacement height), whereas they are not in the canopy

(Seginer et al., 1976), in agreement with field data. Third, they have helped

to demonstrate the importance of turbulent transport in the canopy by

organised structures above, and the inapplicability of local diffusion theory

within, the canopy (Raupach and Thom, 1981).

We see three areas where further laboratory experiments could be of

particular benefit here. The first is the behavior of the flux-gradLent

relationships for heat and moisture in the canopy and roughness sublayer. The

second is turbulent transport of heat, moisture, and momentum by organized L
structures. The third is the effect of waving plants on the mean and

turbulent wind fields (Finnigan and Nulhearn, 1978).

Convective Boundary Layer. One of the triumphs of lIB-oriented

•laboratory experiments was the simulation of the convective boundary layer

(CBL) by Willis and Deardorff (1974). These simulations, whose results have

been applied to diffusion as well as to lEL structure, were conducted in a

water-fiMled, free-convection tank, and were motivated by Deardorff's (1972)

S numorical modeling, which suggested that tEL turbulence properties above the

surface layer were independent of surface friction.

Three main aspects of the CDL have been explored with the convection -.... '..p...,

: tank. The first was the time evolution of the mean temperature and heat flux

profiles (Willis and Deardorff, 19741 ueidt, 1977), which were found to follow

the same trends as their atmospheric counterparts. The second was the

- vertical profile of the velocity variances. Caughey and Palmer (1979) showed

.- that the laboratory vertical component agreed well with field data (Figure 2),

but that the horizontal components were about 50% too mall, probably due to

the small apect ratio (width/height; - 2 to S) of the tank. The third was

the entrainment of stable air at the CDL top. ExperLmental results from a

tank investigation (Deardorff et al., 1980) were used to develop entrainment

paramterisatLons which would be quite difficult to achieve directly from the

atsmosphere.

. ENxtensions of these experiments would be extremsly beneficial to our

current understanding of CEL structure. Experiments in a tank of much greater

aspect ratio (say 30) would show whether larger horizontal eddies appear with

increased horisontal velocity variance. it would be useful to know what

aspect ratio gives horizontal variances watching those in the atmosphere.

.

#- " " ." " "' -" " -. . "- * .p"." "0
%

"-*- *. • *, **% % "= . .***. ".. . % % .% *



10

Another extension is the investigation of baroclinic effects on the man

and turbulence structurel this is especially important for mesoscale

modeling. Baroclinicity could be explored in two ways: (1) by using a tank

with a slightly sloped bottom and perhaps rectangular rather than square

horizontal cross section (Deardorff, personal comunication) and (2) by using

a tank with nonhomogeneous heat flux to simulate, for example, land/water

interfaces.

A third problem worthy of study is the nature of the organized turbulence

structure as the stability approaches neutral conditions, say 0 < - si/L < 2,

i.e., when surface friction cannot be ignored. Rvidence suggests that here

the random convective cell structure typical of very unstable conditions

changes to one of roll vortex nature (Deardorff, 1982). This investigation

would require an experimental facility capable of producing surface shear as

well as convectioni shear could be produced either by flow of the working

fluid over a rough surface or by moving the rough surface (e.g., a moving

belt) through the fluid.

Finally, we would encourage further investigation of the entrainment

process at the top of the CBL, especially when mixing my be driven by several

mechanisms operating simultaneously--convection, surface stress, and velocity

shear at the CEL top. Again, a different facility would be necessary to study

convectively driven mixing in addition to one of these other mechanisms.

ftable Soundazy Layer. Laboratory experiments have been conducted to

explore turbulence in several types of stably stratified flows: behind grids

(Dickey and Mellor, 1980), in shear layers (e.g., Thorpe, 19731 Lin and Pao,

1979), and in the weakly stable surface layer. However, practically no

experiments have been conducted on the strongly stable boundary layer (63L), "

because of the limitations in the cmmonly used facilities, i.e., wind tunnels

and towing tanks. As discussed by Odell and Kovassnay (1971) and Stillenger

et al. (1983), wind tunnels cannot simultaneously produce strongly stable

stratification and high winds, both needed for a well-developed boundary

layer, and towing tanks permit only very short duration experiments.

Stillenger et al. (1983) described a continuous-flow water channel that

can produce arbitrary velocity profiles in combination with stable density

gradients (by salt addition). Although this facility cannot simulate all

aspects of the amospheric 8BL (e.g., Ooriolis and nonstationary effects), it

- - "-..-........
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could be used to study a steady boundary layer over a range of stabilities.

- Perhap such a facility could also be used to study the time response of the

boundary layer to changes in the surface heat flux, and to gravity waves.

S- Laboratory tow tank experiments have substantially advanced our knowledge

*+ of stably stratified flows about hilly terrain. For example, the experiments

of Riley et al. (1976) and Hunt and Uyder (1980) for axisymmtric hills

. showed that below a stability-dependent height, the flow was essentially

horizontally layered, while above that height, fluid passed over the hill.

- Similar results were obtained for a long ridge notched by a gap (Baines, 19791

Veil at al., 1981), but the depth of the horizontally layered regime was less

than for the round hill. Both sets of experiments were consistent with

Drazin's (1961) theoretical predictions on the existence of the horizontally

layered regime.

Currently, a controversy exists about the dependence of the flow field on

the hill aspect ratio (across-wind width to hill heighti Snyder at al.,

1983). The key issue is the nature of the upstream influence (and blocking)

for a very large aspect ratio hill within a strongly stable flow and whether

flow-field results, untainted by end-wall wave reflections, can be obtained in

a tank of finite length. A solution to this controversy may require new and

clever experimental techniques, but should be pursued because it bears on the

future of laboratory modeling of stratified flow over terrain. *:*

* b. Diffusion DIpiments

* 3Laboratory simulations of point-source diffusion in the PRL have been

* conducted to test theoretical predictions and to gain new fundamental

* +understanding. In the following, we discuss such simulations for both buoyant

I and nonbuoyant tracers, with a view toward what has been done and what is

needed.

-' Ustrally boyant tracers. Diffusion of neutrally buoyant tracers has

been studied uch move extensively in neutral and convective cases than in

stable, primarily because of the difficulty of simulating the latter.

Neutral boundary layer. Diffusion in neutral (NBL) or weakly stratified

boundary layers has been well explored because of its ease of simulation, at

least In the absence of Coriolis effects. Although one might question the

I applicability of these simulations In view of the rarity of neutral conditions

* . -.

. ... . . . . . . . . ...
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in the atmosphere, we believe that they are useful as a limiting case from

vhich diffusion in convective or stable conditions departs.

Wind-tunnel experiments provided some of the earliest convincing evidence

(e.g., Ceorak, 1963; Poreh and Hsu, 1971, Chaudry and Neroney, 1973) that

vertical diffusion from a surface source can be described quite well by

similarity theory (Monin, 1959). As a result of these and other experiments, .

in both the laboratory and field, ve have a fairly good understanding of

surface-source diffusion.

Comparable understanding does not exist for diffusion from elevated

sources. Wind-tunnel tests show that the Gaussian-plms model is a good

empirical description of diffusion from such sources. None of the

conventional theories--statistical, similarity, and gradient-transfer--applies

to the elevated source in the NBL, at least in the near-source region (Robins

and Fackrell, 1979). An adequate theoretical description requires an improved

understanding of the basic scalar transport mechanism in an NBL and, in

particular, the transfer by the large eddies. Wind-tunnel measurements

(Fackrell and Robins, 1982) should continue to contribute toward understanding

of concentration fluxes, but further measurements are needed to delineate the

role of the large eddies. Additionally, measurements of the probability

distributions of the vertical and lateral velocity fluctuations (including

their vertical profile) would be useful to advance and test Lagrangian

statistical models of elevated-source diffusion.

The ackrall-Robins measurements have also provided benchmark

understanding of concentration fluctuations in turbulent plumes. They show

the important difference between the intensity (rms/mean) of fluctuations for

elevated and surface sources in wind tunnels. Along the tunnel floor in the

near-source region, the intensity for the elevated release exceeds unity and

is substantially higher than that for the surface release. The difference is

due to the presence of smaller eddies near the surface. However, large

lateral eddies can cause the concentration fluctuation intensity in the

atmsphere to be high even near the surface, so that these results are not

completely representative of atmospheric behavior. These measurements already

have been used in the development and testing of theoretical models (Lowellen

and Sykes, 1983), but more experimental investigation, a closer interplay with

theoretical modeling, and better understanding of the large-eddy structure of

the PBL are required to make progress on this important topic.

-II
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Convective boundary layer. One of the most important recent advances in

our understanding of IL diffusion resulted from the laboratory convection

tank simulations by Willis and Deardorff (1976, 1978, 1981), who simulated

diffusion from release heights of 0.07zj, 0.24zA, and 0. 4 9 zi. They showed

that for the lowest source height the plume centerline ascended after a short

travel distance, whereas the centerlines from the more elevated releases

descended until they intercepted the ground (see Figure 3). The diffusion

*. patterns were quite different from those predicted by a conventional Gaussian-

plume model. The descent of the elevated plumes is due to the organized,

long-lived thermal otion in the mixed layer and to the larger area occupied

by downdrafts than updraftst the ascent of the near-surface plume results from

the 4sweep-out" of material near the surface by updrafts before the material

aloft recirculates down. These unique simulations were recently verified in a

field experiment reported by Noninger et al. (1983).

Although vertical dispersion in the CEL is well simulated by the Willis

and Deardorff experiments, the cross-wind spread of the laboratory plumes

appears to be about 25% smaller than that observed in the field, based on

i Uieuvtadt's (1980) analysis. This is probably due to the small aspect ratio

of the convection tank, which limits the size and magnitude of the horizontal

eddies.

Deardorff and Willis also have conducted simulations of two other

important problems: fumigating of an elevated plume into an entraining mixed

layer and surface concentration fluctuations due to an elevated release.

These simulations have been important not only in advancing fundamental

understanding of CBL diffusion, but also in providing the stimulus, guidance,

and data for the development of improved theoretical models. The simulations

. .could be extended in a number of ways, some of which overlap with our earlier

discussion of CDL structure.

One extension is the installation of a tank of such greater aspect ratio

to see if the cross-wind dispersion more closely matches the field

observations. One could also see if the Lagrangian time scale for the lateral

fluctuations increases over previously determined (laboratory) values

(-O.6zi/w) to produce a linear dependence of a on travel time over a greater

L"" range of time (Deardorff, 1982).

-. * .... *.., * . . . .. .* * . - . . **. ** - . * .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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A second extension is the simulation of diffusion in the near-neutral

limit, say --i/L < 2. In particular, one wishes to know how diffusion

patterns in the CBL approach those in the VBL as -zi/L approaches zero. Such

- simulations would require an experimental facility that simulates both surface

" friction and convection effects.

The third extension is the simulation of dispersion in very light winds -.

when axial diffusion becomes importantr i.e., as the ratio of mean wind speed,

U, to the convective velocity scale, w*, becomes small, say U/we < 1.5.

Zxperiments should also be conducted in the limit of zero mean wind. The

second and third extensions would then give us a picture of passive tracer

diffusion in the CBL over the full range of stabilities.

A fourth extension is the measurement of the mean concentration field for

sources in the upper half of the CBL. Field observations (Caughey et al.,

1983) show that above z/zi -0.75 the probability density function (pdf) of

vertical velocity is symmetric, the probability of downdrafts and updrafts

being the same. Thus, one would not expect the plume centerline to descend as ..-

it did for releases at 0.24 zi and 0.49 zs. However, these pdf observations

differ from those computed numerically by Lamb (1982). Lamb finds the pdf to -* .

be positively skewed at heights up to and exceeding 0.75 zi. In addition, his

numerical simulations of a release at 0.75 zi show centerline descent.

Finally, we encourage the continuation of concentration fluctuation

measurements for sources at a variety of release heights.

Stable boundary layer. Aside from simulations in the weakly stable

surface layer, laboratory experiments on diffusion in the SBL do not exist

because of the difficulties of producing a strongly stable boundary layer.

However, given the prospects of the Stillenger et al. (1983) facility, such

experiments should indeed be pursued.

In particular, diffusion experiments in a stationary, turbulent SBL could

help determine the applicability of a theory by Pearson et al. (1983). The

theory predicts that at long travel times, the vertical plume width (a ) can
z

" be constant and of order ow/M, where o is the rm vertical turbulence
w.-.

velocity and V is the Brunt-Vaisala frequency. This result differs from

statistical theory (Taylor, 1921), which predicts that o varies as t/ 2 in

the large-time limit.

. ~~~~~: . . .....-
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Pearson et al. found that their theory agrees with diffusion measurements

a in stably stratified grid turbulence (see also Dritter et al., 1983), but

these results have been questioned because of the time decay of the turbulence

in the experiments. They also cite field measurements of a power station

plum exhibiting a constant vertical thickness with distance, however, this

plume was 150 a above ground and may have been in a nonturbulent region above

the SSL. Laboratory measurements in an 8BL with nondecaying turbulence could

i" assess the validity of this new theory.

* " Another area for new laboratory experiments is plume diffusion on the

upstream side of hills in stably stratified flow. Experiments for

axisymmetric hills in a uniformly stratified environment (Snyder and Hunt,

1983) show that the maximum concentration on the hill in approximately equal

, to the plume centerline concentration in the hill's absence, in agreement with

r theory (Hunt et al., 1979). These experiments need to be extended to hills of LI

aspect ratio much greater than I and to other density distributions, e.g., a

well-mixed layer capped by an inversion.

Obstacle wakes. Laboratory experiments have been our principal source of

I ~information on flow structure and diffusion in wakes. & major area has been L

diffusion in building wakes, where the issues range from the minimum stack

* height for avoiding plume downwash to the variation of plume widths with stack

height, building geometry, and distance. Much of this work has been

* summarized by Hooker (1982).

Generic studies have been conducted for isolated buildings, thus enabling

much of this work to be transferred to a variety of situations without the

need for case-by-case simulations. However, for unusual geometries,

especially clusters of buildings, results are difficult to generalize and

probably would require separate laboratory simulation for each new

situation. Thus, experimental facilities (such as those used by Cermak and

* colleagues at Colorado State University) will continue to be needed for these

- problems for the foreseeable future. L

-xperimental investigations of dispersion in hill wakes have been

" performed by Castro and Snyder (1982), with an emphasis on the effect of hill

aspect ratio, stack height, and stack position relative to the "cavity,' the

L recirculating, highly turbulent region immediately aft of a hill. As might be

expected, Castro and Snyder found that the maximum and minimum concentrations

............... *.**- o.. .o" -"o".•°o °_o".. •o-.o*°°. * *.° .. %
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occurred for stacks downwind of ridges and round hills, respectively. The

maximum concentration downwind of the ridge was as much as a factor of 10

greater than in flat terrain. The cavity for the ridge extended downwind to

about ten ridge heights, and surface concentrations were enhanced over an

extensive downwind distance. - -

While these studies have been quite informative, practically all have

*been conducted in neutral boundary layer flows. ZxperLments in stably

* stratified flows, where the potential exists for even higher concentrations,

are needed, especially for the hill-wake problem. Concentrations would be

expected to become most enhanced for moderate-to-large hill Proude numbers

(F 1) when an extensive wake occurs.

Snoyant ples. Laboratory experiments have shown the behavior of

buoyant plumes under a variety of ambient stratifications. Here we will

discuss only the experiments on positively buoyant plumes. Neroney (1982)

discusses wind-tunnel simulations of negatively buoyant plumes, and a survey

of important problems, field observations, and modeling of dense gas .. :

dispersion can be found in a collection of papers edited by Nritter and

Griffiths (1982).

Laboratory experiments of plume rise and dispersion downwind of a tall

* stack have been conducted in neutrally stratified towing tanks (e.g., Hoult

* and Weil, 1972) simulating a laminar crosswind. esults of the man plume

trajectory (rise vs distance) agree with both field observations and a simple

entrainment model for plume rise (Brigg, 1982; Weil, 1982). However, as

' shown by Pay et al. (1970), the pdfs of the entrainment parameter and

individual rise realizations are much narrower in the laboratory than in the

field, undoubtedly due to the absence of turbulence in the laboratory

simulations. As shown by Hoult et al. (1977), a reasonably good match of the

" field and laboratory pdfs can be obtained, at least for short stacks, by

" simulating the atmospheric boundary layer.

The mean trajectory and final rise of a buoyant plume in a stable,

uniformly stratified environment has also been successfully simulated in both

wind tunnels (Hewett et al., 1971) and towing tanks (Lin et al., 1974). Since

. these simulations were done in a laLnar crosswind, they do not display as

broad a scatter in rise realizations as do field data. The above two

.. problem--fLnal rise in a stable environment and the man plume trajectory

• near the source--are now well-understood.

,".......-...-....... ............. .......... ..........-. ,...2................ ;.'...- .... '.".".'..;.. .... .:.'.""..""
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Another important problem that has been simulated in a towing tank is the

penetration of thin elevated inversioni by buoyant plumes (Manias, 1979). The

results show that penetration comences when the maximum plume density excess

at the inversion base exceeds the inversion density iump. Although this

result might have been expected, a previously used, simple theoretical model

(Briggs, 1975) predicted penetration based on buoyancy depletion of the entire

plume cross section at the inversion base; this approach significantly

overestimated the degree of penetration.

Uxtensions of these experiments to a variety of inversion strengths and

thicknesses can bear directly on the problem of predicting stack-plume

" dispersion under an inversion. In addition, experiments need to be conducted

in the presence of convection below the inversion, i.e., in a CBL, since the

convection will surely affect the degree of penetration and the dispersion.

rProbably the most important and perplexing plume-rise problem remaining
to be solved is the effect of ambient turbulence at large distances, where the

• possibility exists of a "final rise" caused by such turbulence (in the CDL or

EEL). Very little field data exists on this subjecti thus, theoretical models

are based on rather simple and speculative assumptions, with little testing.

We believe that this in a problem area where laboratory experiments can lead

to great gains.

Willis and Deardorff (1983) recently completed some preliminary

* laboratory work on plume rise within the CDL. Their results showed the

- looping character of full-scale plums and much broader onsemble-averaged

plume outlines than found without ambient convection. They also suggested

. that the conventional two-part Gaussian model--plume rise plus ambient

dispersion-is inappropriatel i.e., source-buoyancy and ambient-convection

* .- effects need to be considered simultaneously.

These experiments should be extended in a number of ways. First, more

emphasis in needed on plumes with sufficiently low buoyancy flux that the man

rise is terminated well within the CBL, i.e., rise limited by ambient

convection and not by the stable layer capping the mixed layer. Such

experiments will show when and where the buoyant plume behaves more or less

passively. Second, experiments are required on the partial penetration of the

capping LnrsILon by buoyant plums and the dispersion of material trapped

within the COL. Third, experiments are needed over a full range of stability

.2 .2 .2.o°.



conditions--from very light winds (U/w* < 1.5) to near-neutral stability
(-zi/L < 2). Experiments simulating final rise in the limit of a NBL could be

conducted in a wind tunnel. Fourth, measurements of surface concentration

fluctuations should be continued. Deardorff and Willis (1983) have already

made some such measurements and find that the maximum intensity of

fluctuations is greater for a buoyant than a neutrally buoyant plume from an -

otherwise identical stack.

2.4 Al pher:ic UIperiments

Laboratory experiments are an attractive means of studying PBL processes,

in part because experiments in the PBL are so difficult and expensive. Some

of the obstacles to "direct" (atmospheric) experiments are:

1. The averaging times (or lengths, for aircraft measurements) required

to minimize inherent uncertainty (see Eq. 1.1) are often longer than f
allowed by the diurnal cycle (or by local homogeneity). Some (e.g.,

Wyngaard, 1983) have suggested, in fact, that area averaging might

be required for particularly troublesome statistics, such as

stress. As a result, many runs are typically required to reduce -

scatter to acceptable levels.

2. Mesoscale eddies, bad weather, and other unpredictable phenomena

often make conditions nonstationary during PBL measurements and add

noise to the desired signals. Laboratory experiments, by contrast, ---

can often be designed to be precisely stationary.

3. The mch larger range of spatial scales in the PBL makes it

inherently more difficult to measure than laboratory flows. For

example, the vastly larger Reynolds number in the PBL makes its fine -

structure much more intermittent and consequently more elusive.

4. While some have predicted that remote sensing would revolutionize

boundary-layer meteorology, to date it has been useful primarily in

flow visualization and in measurement of gross parameters such as

PBL depth. Traditional (in-situ) sensors remain the standards for

detailed, quantitative measurement of IlL structure. Not only are

these sensors typically more expensive than their laboratory

counterparts (e.g., sonic anemometers cost more than hot-wire -
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observations (U.S.)t (g) Minnesota observations (U.S., U.K.)j (h)
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anemometers), but their use in the PUL also requires expensive

platforms (tall towers, aircraft, or tethered balloons).

S. It can take several years to accumulate the experience, funds, and

'"- equiment needed to carry out a successful ilL measurement

.- program. For example, the benchmark 1968 Kansas expedition (Haugen

Iet al., 1971) of the Air Force Cambridge Pasearch Laboratories was

actually the last of three experiments, the first two serving only

as tests of experiment design and instrument performance. The 1968

version covered most of the sumer and involved about 15 personnel

in the field and perhaps ten full-time over the next three years in L
data processing and analysis. Nonetheless, history will undoubtedly

record these experiments as good value, even though the data extend

only to 32 a height, perhaps 2% of the daytime PBL depth.

rIn spite of the inherent difficulties with direct measurements, they have

given us remarkable insight into the structure of the lower portions of the

. -IL. xperimenters have wisely restricted their studies to idealized cases

(quasi-stationary, locally homogeneous, flat terrain, good weather) and have

'- N carefully detailed the statistical behavior of the surface layer.

The WM0 Working Group on Atmospheric Doundary Layer Problems has charted

(Andr i et al., 1982) this progress schematically in Figure 4. The WMO group

*- advanced two reasons for the steady progress evident from the early 1950s to

the mid-1970os. First, several major field programs (listed in Figure 4)

provided an extensive data base. Second, concurrent theoretical work was

closely coupled to this experimental activity and provided the framework for

interpreting the data. This interaction between theory and experiment led to

effective paraeterizations for many important aspects of POL structure.

The W0 group suggested, however, that progress in this *one-dimensional"

era was diminishing, as indicated by the plateau in Figure 4. While they felt

that progress in one-dimensional problem would continue, they saw the future

challenges and opportunities to lie elsewhere--especially in the three-

dimensional, mesoscale ISL field. However, they cautioned that this

broadening of scope would severely strain the capabilities of experimenters to

generate data bases of sufficient generality. To maintain progress, the 3W0

group encouraged

t*.-
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1. development of more advanced instruments and experimental

techniques i t

2. continued close coupling of theory and experimentl and

3. the integration of numerical modeling into the scientific program

contributing to the data base. .'

The LES Working Group notes# two years later , activity consistent vith

these recommendations. For example, the proceedings of a recent AliM short

course, OZnstruments and Techniques for Probing the Atmospheric Boundary

Layer,* (Lonschow, 1984) have a strong emphasis on now techniques.

Theoretical work in environmental fluid mechanics continues, closely coupled

with experiment (see, for example, ieuwstadt and Van Dop, 1982) in accord

with the second recommendation. With regard to the third point, our group

notes increased use of LS techniques in P1L research (as discussed further in

Chapter Five).

2.S NL td4-i-g

Our previous sections make it clear that much has been learned over the

past decade about the PBL. Some of this now knowledge came from modeling

studies--but, as is usually the case in turbulence research, most came from

i observations, both in the laboratory and in the atmosphere. Detailed

. analyses of data from the Minnesota, Wangara, ANTUX, Koorin, and GATE

atmospheric experiments have been most valuables they have, for the first

time, given researchers detailed insight into the structure of the entire

P1i. Until these experiments, researchers had to content themselves primarily

with data from the 1tower layer,w the first 100 meters above the surface.

These atmospheric data bases also contain inputs from a now generation of

sensors--acoustic sounders, for example--vhich in the early 1970s dramatically

revealed the shallow nature of the nocturnal PBL and the abrupt morning

transition to a rapidly deepening convective PBL. These now experimental

thrusts gave us for the first time a global view of the PBL, revealing through

flow visualization the striking differences between its daytime and nighttime K '

states.

On the modeling side, there were two developments of major importance.

The first was Deardorff's series of large-eddy simulations--the first computer -

-,-
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calculations of the details of convective P3L structure. Although they were

very expensive his simulation of the 24 hours of day 33 in the angara

experiment (Deardorff, 1974) took 360 hours on the NCAR CDC 7600 , they gave

an unprecedented wealth of information. Deardorff soon established from these

-: simulations the turbulent velocity and temperature scales for a convective

PBL--scales which are in standard use today--and effectively put an end to the

controversy about what determines the height of an unstable ISL.

While Deardorff was doing this pioneering work, second-order modeling was

also being applied to PBL flows for the first time. This approach was not new

(the equations are discussed in Reynolds' classic paper of 1895), but large-

scale computers now made it feasible computationally. The rash of activity

which ensued carried through the 1970s. Second-order modeling was soon being

applied to a host of PBL problems, ranging from studies of structure and

r dynamics in unstable, neutral, and stable conditions to PBL parameterization

and turbulent diffusion studies.

Virtually all of this early work with second-order models involved the

wholesale use of closures developed a few years earlier for shear flows. A

- 3 generation or more of carefully made laboratory measurements had given a rich

data base, and the early experience with second-order models tested against

this data base was quite encouraging. It was relatively simple to adapt these

• shear-flow models to geophysical flows by adding the necessary conservation

Se equations for buoyancy variables and adding the explicit buoyancy terms in the

velocity field equations. The closure expressions were not usually modified

to include buoyancy effects.

This combination of experimental and numerical modeling activity over the

past decade had one other important effect--it focused attention on the

* Inherent uncertainty issue. As a result, both modelers and experimentalists

"* are now much more aware of the significance of scatter in PBL measurements,

and much more sensitive in their interpretations of the discrepancies between

model predictions and experimental data. They know that models generally

* . predict ensemble-average properties, while experiments usually yield time

averages, and they understand the complication this brings to model

verification. In fact, as we mentioned earlier, we now recognize a need, in

some diffusion applications, for models which predict the Inherent uncertainty

as well as the mean.[: :Li!i
.1"%
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a. nsombo-evrage Models

Any numerical solution for PBL fields necessarily involves averaged

equations, since the computer requirements are otherwise impossible. If the

basic governing equations (i.e., the equations for momentm, temperature,

scalar contaminant) are averaged over an infinite ensemble of realisations,

one obtains equations for the ensemble mean fields. These equations have the

well-known *closure problem' that prevents their direct solutions it stems

from the nonlinearity of the conservation equations--which, upon averaging in

a random field, leads to unknown ('ROynolds flux") terms involving the

correlations of the random field components.

The ensemble-averaged equations are the traditional ones in boundary-

layer mteorolog, they represent the essence of what we usually want to

know. The averaging process removes a tremendous amount of complicated,

burdensome detail. The closure problem brought on by ensemble averaging is

currently dealt with in two ways: through eddy-diffusion parameterisations

(first-order closure) or through higher-order modeling.

The traditional closure is the first-order type, which assumes the

Reynolds fluxes are proportional to mean-field gradients, just as they behave
in molecular diffusion. The key difference, of course, is that molecular

diffusivity is a property of the fluid, while the eddy diffusivity (K) is a

*' property of the flow. This leads to the principal difficulty with this

closure: specifying the eddy diffusivity. -

One approach is to specify X values at the outset. This is crude and

unlikely to be successful because K, a property of the flow, is not known

before the flow is known in some detail.

A second approach is to specify the functional dependence of K on other

flow variables (e.g., to specify K profile shapes). This is better, but

unfortunately the functional dependence of K on PBL parameters is still a

research issue. Furthermore, these dependencies can be very complicated.

Lamb and Durran (1978), for example, found that for continuous point source

diffusion in the convective IlL, K depends on z, wg, PBL depth zi (all of

which would be expected), but also on the source height.

A third alternative is to specify what eight be called K dynamics, i.e.,

to carry within the model a routine which calculates the K field given the

global conditions, using some dynamical framework. One way to attempt this is
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through second-order closure, whereby one carries a set of equations for the

ltynolds fluxes. This set is based on the exact second-moment conservation

-" equations, but has its own closure approximations. This underlying closure

* problem in turbulence affects moment equations of all orders and has to date --'*--

prevented any completely rational solution to the turbulence problem.

The second-moment equations explicitly contain a good deal of the physics

expressed by K. However, the unknown terss which must be parameterized in

these equations also contain much of the physics. This illustrates at once

the lure of second-order closure and its intrinsic difficulty.

Since second-order models use the ensemble-averaged field equations, they

attempt to predict directly the statistics of turbulence without dealing with

*" its instantaneous, random details. They are much faster computationally than

Obrute force" techniques such as large-eddy simulation, but their closure

problem is also much more difficult, approximations must be made for pressure

covariances, molecular destruction terms, and third-moment flux divergences.

The last ten years of IlL research have taught us that the first two of these
are very important in the second-moment equations, and the success or failure

-- of model predictions can hinge on the accuracy of their parameterizations.

These parameterizations, however, must express the effects of the entire

, spectral range of turbulence, and we know that the energy-containing eddies in

any turbulent flow tend to be very sensitive to their environment. Thus,

- while one might be able to tailor second-order closure parameterizations to a

=. particular type of flow, many researchers now feel that there is no reason to

* expect that the model will perform as well in another type of flow.

Large-eddy simulation, by contrast, needs parameterizations only for the

turbulent motions too small to be resolved by the three-dimensional grid.

. This task is much less demanding, because these smallest eddies are thought to

be more universal, i.e., less sensitive to the details of the flow in which

they are imbeddeds it is also less important, because the flow dynamics do not

depend critically on the details of these unresolved eddies.

b. largs-edr (volms-average) models

An alternative to ensemble averaging is volume averaging. If the basic

conservation equations are averaged over space rather than over the ensemble,

we remove the smallest-scale turbulence components, thereby making it possible V

.......................-.
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to solve these equations numerically on a computer. The averaged equations

govern the large-scale components of the fields-that is, the means plus the
largest-scale turbulent fluctuations. Since the computed fields are still

random, even (statistically) one-dimensional problems require a full four-

dimensional space-time grid. This is also the strength of the technique,

because one calculates explicitly the largest-scale turbulent motions as well L

as the mean fields; thus, it is called *large-eddy simulation" (1.S).

The only closure parameterizations required in LES are those representing

the effects of the subgrid-scale eddies. If the spatial grid is fine enough

(on the order of 100 m in the convective PSL) to resolve the energy-containing L

eddies, the subgrid-scale eddies will not carry appreciable turbulent flux,

however, and their parameterizations are not critically important.

A simple example might help to illustrate the difference between

ensemble-average and volume-average models. Consider a field experiment with ,

. an array of sensors spaced 50 m apart in a cubical lattice, perhaps measuring

temperature fluctuations with a fast response time. Suppose we examine the

readout from each of these sensors only after the data have been time-averaged

for a period of one hour. This averaged data from the sensor lattice would

then have a character very similar to the output from a three-dimensional

ensemble-average model. The averaging removes the turbulent randomness, which

is desirable when we do not wish to deal with enormous detail. If we are to

explain temporal trends in these average statistics, however, we must infer

* (parameterize) the behavior of the turbulent fluctuations that we have

smoothed. The parameterization must account for the total turbulent flux

" divergence.

Now consider another experiment using a hypothetical remote sensor that I

measures the average temperature within a volume 50 m on a side. if this

remote sensor could rapidly scan many such volumes, it would reveal the

thermal structure of turbulent eddies larger than 50 m. If we also had wind

velocity information on this scale, we could compute the turbulent fluxes

associated with eddies larger than 50 a. This experimental output is

analogous to that given by a volume-average model (13). In this case, in

order to explain temporal changes in the volume-averaged variables we need

only infer (parameterise) the effects of turbulent fluctuations whose scale is

less than 50 a. As the volume sampled by our remote sensor increases, we

<-*..::§§ :... ; --- *.-. .--.~.- .** **-** **.. *. .. *-*.-=*
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increasingly lose information on the details of the turbulence field, and the

distinctions between the LIS and ensemble-average models blur.

Yhis analogy illustrates the distinction between LS and ensemble-average

models. Vut what, one might ask, is the primary difference in terms of the

actual coding of two such models? The answer lies in the nature of the

parameterization schemes needed to represent the unresolved turbulent

fluxes. The ensemble-average model, needing to parameterize the total

turbulent flux, generally utilizes an integral length scale that represents

the scale of the large, energy-carrying eddies. Only the subgrid portion of

the turbulent flux need be parameterized in the volume-averaged modeli thus,

its length scale prescription can be directly related to grid spacing. In

practical terms, this mans it should be possible to design a code in which

one can switch from an LBS to an ensemble-average model simply by altering the

length scale prescription.

ILI
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APYADAsE TO MB IbOSMIUG

In this chapter we discuss in more detail the basic P1L modeling

* techniques in order to gain a broad perspective of *where we have been* and

Iwhere we are," and thereby to indicate areas ripe for advancement with LS.

3.1 Integral Models

In some applications one does not need detailed information about the PBL

or about diffusion within it, but instead needs only gross properties. For

. example, one might want to predict the evolution of PBL depth or surface

fluxes or the plume centerline concentration downwind of a continuous point

source of pollution. What are known in engineering as integral models are

I appropriate for such applications.

Boundary-layer meteorologists know integral models by the terms mixed-

layer models, slab models, or PBL-depth models. An in engineering, they are

derived by integrating a governing equation (mean momentum, temperature,

scalar concentration, turbulent kinetic energy. . .) between the surface and

the PSL top. One mast specify certain profile shapes in order to do this

integration, and these are usually obtained from experiments. This general

* approach has been widely used in boundary-layer meteorology in the past

decade, yielding daytime entrainment and inversion-rise models (ahrt and

Lenschow, 19761 Driedonks, 1982); nocturnal PBL depth models (Nieuwstadt and

Tennekes, 19811 Stull, 1983); geostrophic drag law models (Wyngaard, 1983)1 a

nocturnal jet model (Zeman, 1979)1 and a parameterization scheme for scalar

transport through the convective PSL (yngaard, 1984).

Gaussian-plume models for pollutant dispersion are integral models as
C..- welli the mean concentration profile is specified (Gaussian) and the scalar

conservation equation integrated over space to provide constraints on the

Icenterline concentration. Briggs' (1975) plume-rise equations are another

example of the successful use of the integral approach. .

,-/
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As normally constituted, integral models predict only mean properties

and, by their nature, provide no new information on distributions within the

PBL. That information comes from what boundary-layer meteorologists call

Ohigh-resolution" models, which we describe next.

3.2 hmomble-average Nigh-resolution Iobdelso K,, Sond-order Closures

We saw earlier that ensemble averaging of the governing PBL field

equations creates unknown second-moment terms (Reynolds fluxes). By analogy

with molecular diffusion, first-order (K) closures replace these unknown

turbulent fluxes with the product of an eddy coefficient and the appropriate

mean gradient. The closure problem thus is shifted to one of prescribing an

eddy coefficient.

Zarly PL models set X equal to a constant, or some simple function of
b.

heighti this permitted analytic solutions to PBL structure, of which the Skman

spiral is a familiar example. Prandtl mixing length methods set K equal to

the product of a velocity scale and a length scale. The focus then switches

to specification of the length scale I (the velocity scale generally being

determined from the mean flow speed), and a common approach has I - z near the

surface and A constant aloft (Blackadar, 1962). A more modern approach ,.

directly specifies the shape of the vertical K profile throughout the PBL,

with the magnitude of X being controlled by similarity expressions for X in

the surface layer (O'Brien, 1970). The latter technique has been used

extensively by Pielke and his colleagues (Segal et al., 1982, NNider and

Pielke, 1981; Pielke, 1974) in dynamic PBL modeling on the mesoacale.

Other K-closure variations compute the eddy coefficients by using the

local mean wind shear and buoyancy through a local Richardson number and/or a

local mean strain rate. This approach allows the character of the flow, as it

evolves, to determine K.

On balance, however, K-closure has severe limitations when considered

against the real complexities of atmospheric turbulence. Experience with

geophysical flows has shown that only rarely outside the surface layer are

turbulnt fluxes and mean gradients so simply related. A recent L-S study by

ftn gaard and Brost (1984), for example, shows that K-closure is incorrect in

principle for scalars diffusing through the convective PBL. The necessity of

. .. . . -' ' . ..
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providing a length-scale prescription can further restrict its utility. (See

Corrain, 1974, for further discussion of this topic.)

Indeed, it is the surprising degree of success of X-closure models,

despite many apparently valid objections, which ultimately requires quiet

contemplation. Perhaps much of the answer is to be found in the nature of the

problems most frequently addressed in JUL modeling. Until recently the range

of flows simulated by PBL models has been relatively narrow, compared to the

wide variety of flows addressed in the laboratory. For example, in JUL

applications there generally are no recirculation, wake, and separation

'" phenomena, or multiple boundary layers (although buoyancy, phase-change,

*radiative transfer, and terrain-induced processes can add considerably to PL

* complexity). 2hus, often in PBL problems it is possible in a rough way to

specify a single integral length scale proportional to PL depth. Once the

proportionality factors appearing in the eddy coefficient expression have been

- adjusted to transport roughly the correct amounts of momentum and heat for

* this simple class of PL flows, then one generally has a model which will give

useful answers for different wind speeds, shears, and stratifications, as long

- nas the overall character of the flow being simulated is unaltered.

The failure of K-models to handle more complex flows, particularly those

: - - in the laboratory, coupled with the increasing availability and power of

* " computers in the 1970's, provided impetus to the development of second-order

* closures. Major production terms that require no approximation appear in the

second-moment equations, thus making it attractive to add these to the set of

equations for the moan field. One is thus able to carry expressions

describing the time history, turbulent transport, and nonlocal effects missing

in K-closure. However, unknown terms (some rather obscure looking at first)

" .,also appear in these second-moment equations; these terms must be modeled to

achieve a closed set of equations, and it is the fidelity of such

parameterizations to the true turbulence dynamics that ultimately determines-.
the accuracy and reliability of a second-order model.

As with K-models, second-order models must be calibrated against well-

* documented flows. This has been done extensively in the engineering

community, where a variety of high quality, well-defined laboratory data sets

can be used for judging model performance. The goal of some modelers has been

to achieve a universal" model which does not require new closure expressions

S----. -.
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or new closure "constants" for each new flow type. While some workers feel

that turbulence itself is far too complex to permit universal modeling of this

type, some do feel that progress in this direction has been made. Lewellen

(1977) describes numerous flow simulations, both laboratory and geophysical,

that have been made with one second-order model.

Perhaps the most widely used second-order model in meteorological

applications is that developed by Mellor and Yamada (19741 hereafter, M-Y).

They present a hierarchy of different closure model formulations, differing in

the number of approximations made in the second-moment equations. The K-Y

hierarchy of models has been used by different investigators to simulate

laboratory shear flows, stabilization by flow curvature, the stability

dependence of turbulence within the atmospheric surface layer, free convective

growth of the PBL, the diurnal PBL behavior, pollutant dispersion, two- and

three-dimensional flow with orography, stratus-capped, foggy, and cumulus-

containing boundary layers, the behavior of the oceanic mixed layer, vertical

turbulent fluxes for a general circulation model, and operational forecasts of

microwave refractivity. In a recent review article (Mellor and Yamada, 1982)

the authors point out that this modeling success has been achieved, even

though the empirical constants appearing in the closure expressions are

derived from neutral laboratory flow data.

And yet, as might be expected of a model which has been in existence long

enough to have received such heavy use, the Mellor and Yamada formulation is

now known to have deficiencies in several of its closure assumptions. As we

mentioned earlier, second-order closure models require parameterization of

'" three types of terms: triple-moment, pressure-strain rate covariances, and

molecular destruction rates.

Most second-order models (including the M-Y) treat the triple-moment

terms as a downgradient diffusion process, since this has been found to work

* well for laboratory shear flow simulations. In geophysical flows, however,

buoyancy forces often play a very strong role in turbulent transport, and

" Wyngaard (1973, 1980) shows that in the convective surface layer downgradient
diffusion is a particularly poor approximation--with quantities such

.as w, being transported up-gradient. The vertical flux of turbulent kinetic

energy, wq , is everywhere positive in the convective PEL, whereas

downgradient-diffusion models predict negative wq near the surface and

* *~ * "..
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positive values aloft. This has led Lumley et al. (1978) to state that

* * •a layer powered by a gradient-transport model cannot behave properly,

* and in fact the rise of the Inversion base is very poorly predicted, while the

vertical distribution of turbulent energy in wildly in error."

HMst second-order closures for the pressure-strain rate covariance use

heuristic arguments drawn from examination of a Poisson equation for

fluctuating pressure, which in turn is derived from the avier-Stokes

equations. This Poisson equation indicates that (in neutral shear flows) the

pressure-velocity correlations are governed by two contributions: turbulence-

turbulence interactions and turbulence-mean shear effects. The former term is

invariably modeled in a manner suggested by Rotta (1951), i.e., as a "tendency 1
towards isotropy" term. This term acts to redistribute energy components

towards an isotropic state without altering the total amount of turbulent

tkinetic energy. However, Wyngaard (1980) found that this Notta

parameterisation does not properly represent the observed behavior in the

atmospheric surface layer.

There are several methods for parameteriuing the turbulence-mean shear

5 contribution to the pressure-strain correlation. Perhaps the most widely used

form is that proposed by Launder et al. (1975), which also takes on the form

of a "tendency to isotropy'--but in this case it is the production tensor

(shear plus buoyancy) that is being redistributed towards a more isotropic

* state. Nellor and Yamada use a form of this term that contributes only to the

off-diagonal elements of the stress tensor, and further modify it with a very

small coefficient that reduces its importance. However, most parameteri-

sations ignore buoyancy effects.

The final type of term requiring closure, the molecular destruction term, __..

3d

is usually parameterized as

au Bu
2v < 3 /1 6 (3.1)

. in the case of the aynolds stress equations. ere q2 is twice the turbulent

kinetic energy, v the kinematic viscosity, and i is a length scale

characteristic of the energy-carrying eddies. However, WVygaard (1980) shows ..

* L that this parsameterisation requires ad hoc adjustment to account for observed

P1i behavior over a range of stabilities.

* .. •."
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The results from second-order models under convective conditions seem

considerably better than one might expect, given the weaknesses in their

closures. Figures 5-7, from Mellor and Yamada (1982), show some results of

their second-order model simulation of the laboratory convection tank

experiment of Willis and Deardorff (1974). The agreement with the

measurements is good. This illustrates that the overall performance of a

second-order model can be better than that of its various closure

paraeterizations, because these parameterized term are not always vitally
2i important. For example, near the surface, where the sign of wq is wrong when

it is parameterised as downgradient diffusion, production and dissipation

terms dominate, and transport plays a relatively minor role. Perhaps the

* biggest concern arises from the underestimation of the downward heat flux at

the top of the convective layer in models using downgradient transport.

* Nodels which carry dynamic equations for the third-order transport terms have

been developed and applied to a limited set of convective situations (Lumley

et al., 1978; Sun and Ogura, 19801 Andre et al., 1976). The resulting

distributions of third-order quantities are clearly improved in these models,

whereas improvements in lower-order terms are more difficult to discern.

We must add, however, that second-order modelers of the POL do not have

access to "calibration" data sets of the scope and quality that laboratory

flow modelers routinely expect. As we discussed in the previous section, much

of this is due to the inherent uncertainty problem and to the great difficulty

* and expense of making PBL measurements. As a result, we actually know very

little about the true behavior of the terms that are parameterized in second-

order models, and not enough about the structure of the PBL to make definitive

assessments of model predictions. Some researchers suspect, in fact, that

- sow of our parameterizations are rather poor descriptors of nature, and that

they (and perhaps some of our current models) survive only because of our

ignorance of the real behavior.

The second-order modeling of Lumley and his colleagues is quite different

from that generally practiced. Lumley has developed a more general approach

to closure, one that emphasizes realizability constraints and tends to give

more oomplicated closure expressions. This work is still in its relatively

early stages and has yet to be exhaustively tested, but Lumley remains

optimistic about its potential.

* * . . . . . .. . . .
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Lumley has sumried his perspective of second-order modeling in a 1983

review paper. His section 3, UPerformance of Misting Second Order Nodels,S

is particularly relevant here:

Just as in the case of the first order models, such as mixing '
length or X-theory models, we are dealing with a calibrated
surrogate for turbulence, albeit one that contains a little
more of the physics. We would thus expect that the models
would work satisfactorily in situations not too far removed ,
geometrically, or in parameter values, from the benchmark
situations used to calibrate the model. To the extent that
more physics has been retained, we might expect the range of
satisfactory performance to be greater. if the modeled terms
behave correctly physically, there does not seem any reason
not to hope for a very extensive range of satisfactory
performance, supposing that the relevant physical mechanisms
have been retained in the equations.

In 1981-82 a competition was held (Kline et al., 1981) between
various methods for calculating isothermal flows of
engineering interest. Nearly all the methods in competition
were either k-S (. . an eddy viscosity model in which the

" - local value of the eddy viscosity is calculated), algebraic
stress (. . . the Reynolds stress is given by an algebraic
expression somewhat more complex than an eddy viscosity) or
second order . . . . The conclusion of the judges was that
the range of satisfactory performance of the models was rather
narrow, and that we should probably expect to use for some

.:- ~:time a variety of models optimized for particular geometrical
- situations and parameter ranges. The judges were split on the

likelihood of ultimately improving this situations the
SE pragmatists felt that there was no objective evidence for

putative universality, while the optimists (including the
present author) felt that improvement of the physical behavior
of the modeled term hold considerable hope. Most of the
models have been constructed in a somewhat haphazard manneri
as we shall see below, there are many restrictions which they
should satisfy which are generally violated. Much of the
modeling is not based on first principles, but is almost
completely ad hoc. It seems there is enough room for
improvement here to justify a certain optimism.

Many of the initial successes of the models (in comparison to
first order ones) have been in more complex flows, involving
heat transfer, buoyancy and the like, because the relevant
physical mechanisms are included. In addition, sma of the
successes have been in flows dominated by inertia o mean
buoyancy, where the details of the turbulence model are

Smirrelevant. Thus emboldened, the modelers have been
overenthusiastic in promoting their models for other complex
situations, often without considering at depth the difficult

:~ F::.:
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questions that arise. Consequently, there is some
disillusionment with the models, a feeling that they embody
too many ad hoe assumptions, and that they are unreliable as a ,
result . . . . This reaction is probably justified, but it
would be a sham if It resulted in a cessation of efforts to 7-1

put a little more physics and mathematics into the models.

Lumley refers to the split between pragmatists and optimists on whether "

I second-order models can achieve universality. In the engineering community

there seems to have been a marked shift (numerically, at least) toward -

pragmatism. As research revealed the complex details of engineering flows,

many researchers have concluded that there are as many kinds of turbulence as

there are kinds of flow, and that it is unlikely that a single

paramoterization can apply to all situations. This pragmatic view has led to -

the concept of szonal" modeling (Kline, 1981).

3.3 olume-average Rugh-resolution Nodels: Large-eddy Simulation

LZS models are computationally demanding, requiring a three-dimensional

grid in space plus stopping in time. In fact, they can easily require several

orders of magnitude more computer time than integral models, K and second-

-B order closure models lie in between. This spread is so striking that one

-' would expect each to have its own optimum area of application, and this is

" broadly the case. Within some problem areas, however, there still is some

healthy competition. For example, both integral and high-resolution PBL

modules are used within current dynamical mososcale models. As another *

exaple, second-order closure and LES compete in certain research

applications, including some problems in turbulent diffusion.

Nonetheless, LES models are more faithful to the underlying physics than

any other type of POL model. Given that reality, our working group saw that

one profitable use of LUS is in testing and refining the simpler, faster

models. For example, integral models require specification of mean profile

shapes, which Ls can provide. The Wyngaard-Brost (1984) LES results give

scalar concentration profiles in the convective PDL as functions of the scalar

fluxes at top and bottom and certain PBL turbulence parameters. Wyngaard .

(1964) used these results to develop a scalar transport module (an Integral

model) for the convective PBL. This could be extended to momentus profiles

and to neutral and stable states. As another example, Lamb (1982) used

* *,'..~ - ' ~. - *--* -* -* -* *-*

e A L t.*- -



35

Deardorff's LES convective PBL velocity field to do continuous-point-source

diffusion calculations. His results, (and those from the Willis-Deardorff

tank experiments) are now being used to improve the Gaussian-plume models. It

would be worthwhile to extend these LZS studies to concentration fluctuations

in order to quantify the inherent uncertainty in the predicted mean

I * concentration fields.

We also see considerable potential for using LES models to develop

improved second-order closure parameterizations. Since LES models can

directly compute many of the details of the turbulence field that mast be

parameterized in second-order closure models, LES could provide a Onumerical

laboratory" for testing closure parameterizations, mch in the same way that

Deardorff's LBS results have been used in developing turbulence scaling

expressions. This could be particularly valuable, for example, if the LBS

i resolution were sufficient to resolve directly most of the flux in the

entrainment zone at the top of the convective PBL, since this is a region that

has given ensemble-average models particular difficulty. In addition, the

systematic study of turbulent pressure covariances through LES (some of which

3was attempted by Deardorff, 1974b) has the potential for improving their

current parameterizations in second-order models. These very important terms

are impossible to measure directly, and nearly impossible to parameterize

rationally by other techniques. Rogallo's (1981) simulations of homogeneous
I I turbulence provide an excellent example here. For a range of values of flow-

parameters, such as Reynolds number and mean strain rate, he has tabulated the

numerical values of terms in the Reynolds-stress equations, using his results

from simulations on a 128 x 128 x 128 grid. These results provide an
I extensive data base for evaluating second-order-closure models. The

improvement of second-order models based on LS results would also permit one

to address more confidently some complex geophysical flows (e.g., flow in

.- complex terrain; long-range dispersion) with ensemble-average models.
Selection of subgrid-scale parameterizations for LBS models has often

taken its guidance from techniques developed for ensemble-average closures;

S"thus, improvements to second-order-closure schemes would hold strong promise

• .- for potential improvement in LES subgrid parameterizations. This, in turn,
P- could permit the LBS modeler to relax the grid-volume restrictions, if he had

a more reliable subgrid-scale formulation. Generally the tradeoff of extra

L'.
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model complexity for reduced resolution requirements is a good one, since

doubling resolution in three dimensions can lead to a 24 increase in computing - -

requirements (assuming that the time step is also linked to the grid spacing).

I
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.- "
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The origins of vhat became large-eddy simulation (LES) lie in the early

global weather prediction models. In developing these models, meteorologists

quickly realized that the computer resources would permit only extremely

coarse grids; in the early codes, the grid could hardly resolve the largest

structures of the atmosphere. The unresolved scales require modeling or

* parameterizations, and considerable effort has been put into the development

- r of these.

The first engineering application of LES was made by a meteorologist:

Deardorff's (1970) pioneering paper provided many of the foundations of the

subject and influenced much of the later work. Until now, application of LES

I has been limited to a small number of groups with access to the required

resources. The increasing availability of large computers is allowing more

groups to participate in LES.

The first work after Deardorff's was U. Schumann's thesis of 19731

*following that, Schumann led a group at Karlsruhe that specialized in LES of

convective heat transfer. W.C. Reynolds and J.H. Ferziger of Stanford began

* work in 1972 and have concentrated on developing the fundamental formulation

of the subject, systematic extension to more complex flows, and application of

the results of the investigations to turbulence parameterization. The NASA-

Ames group, which began work in 1975, has specialized in state-of-the-art

simulation of simple flows and on full turbulence simulation (see below).

D.E. Leslie and his group in London began in 1976 to look at a number of

issues, including the use of turbulence theories in developing subgrid-scale

models. in the last few years, several French groups have begun to apply LZS1

these include those at Ilectricite de France, ONERR-Chatillon, Lyon, and

* Toulouse.

LFull-turbulence simulation (FTS) simulates turbulent flows without any

* modeling. The number of accessible flows is much more limited with this

* approach, and the Reynolds numbers oust necessarily be very smiall. The
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p..
pioneering work in this field was done by Orstag and his group at NIT in

1972. The method has since been applied by a number of other groups,

principally those which also employ LIS.

Due to the cost of the method, applications of LES to practical

engineering flows have been almost entirely indirect until very recently.

Recent advances in Very Large Scale Integration (VLSI) technology are

producing dramatic reductions in the cost of a given computation; large

computers should become available to a much wider group of users in the near

future. This will make it possible for new groups to begin to use LES. The

coming supercomputers will also open up new directions for research in this

field.

4.1 MEgineering Contributioms of MB•

As noted above, the cost of LES is very high. Consequently, runs have

had to be selected with care. The choices have generally reflected the goals

of the particular research group; to date, most simulations have been aimed at

demonstrating potential and at exploring capabilities and limitations rather

than at simulating flows of direct engineering interest.

This work has established that the conceptual basis of LES is sound. At

very low Reynolds numbers, it is possible to do FTS where no modeling is

needed. At somewhat higher, but still low, Reynolds numbers, LES captures .'--,

most of the turbulence energyt the results are not sensitive to the subgrid-

scale model used, and LZS works well. Unfortunately, most applications

require uch higher Reynolds numbers, and here even the largest LES programs

that can be run on present (or the anticipated next-generation) computers can

capture only a small portion of the energy in some regions of the flow. In -

these cases, one will be asking much more of the subgrid-scale model, and a -.

premium will be placed on the quality of that model.

In the reminder of this section, we will review some of the -

accomplishments to date with an eye towards results which are most likely to

be of use in the future.

a. method Demonstration

The first demonstration of the soundness of LES was Deardorff's 1970

paper. He showed that many features of turbulent channel flow could be

simulated on a relatively coarse grid. The small-scale turbulence in the

•2" 2""..'/ .". -'--'.-'. " ".-'--'--" < " . "-. . . . . -. . *, -" --.-':
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center of the channel and the entire flowe near the vall were treated by the
subgrid-scale model.P The concept of filtering as a means of def ining the large and small

scales was introduced by Leonard (1973). umerical approximations are
completely separated from the filtering process in this approach, which the

Stanford group has continued to use. others prefer Deardorff and Schumann's

method, which combines filtering and numerical approximation in a single
* step. The principal advantage of the two-step approach is that it simplifies

thinking about what is to be computed and permits insights into the nature of

subgrid-scale modeling that would be difficult to obtain otherwise.
- 9 The first flows considered by the Stanford group were the simplest, I.e.,*

the various homogeneous turb'ilent flows. Iuak et al. (1975) and Shaanan

et al. (1975) showed that LES could simulate isotropic turbulence with a model
that is ineednt of grid size and the number of points used a this provided
the faith that the subgrid-scale model was able to perform as intended.

Ose of PlS to test subgrid-scale models was proposed by Clark et al*
(1975) and was followed up by Nomillan and Frsiger (1979, 1961). this work

showed that Sagorinsky' s model (which uses the local, resolvable-scale

deformation rate and the grid size) represents the interaction between the
large and small eddies well on the average, but poorly in details moreover,
the model becomes worse when applied to sheared or strained flows. A scatter-

plot test of this model for strained turbulence is shown in Figure 8. Its

* - shortcomings led to a search for new models, which resulted in the scale-

* similarity approach proposed by Sardine. et al. (1993) and the two-point
turbulence closures of several French groups (Dertoglic et al., 1983 and

Aupoix et, al., 1983). These models are relatively nowe and untested, but hold

promise for the future. A scatter-plot test of the scale-similarity model is

given in Figure 9# it shows considerable imrVemn over the Sagorinsky
model.

-* Ueon, it was decided to attack flows which are homogeneous in two

directions--the time-developing free shear flows and the channel flows. The

* 1 former were done by Naensour et al. (1978), Cain et al. (1961), and by Riley

and Netcalfe (1961). I he latter have been done by Schumann and members of his

group, by Noin et al. (1978) and as described in a series of later papers, by

Noin and Kim (e.g., 1981).
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:: It was thought that free shear flows would be easier than wall-bounded

ones because their physics is simpler. lowever, they are the most energetic

turbulent flows, and their length scales grow rapidly; they eventually become

. larger than the computational region, at which time the simulation must be

-- stopped. Cne would like to use a grid which grows with the flow, but

unfortunately no one has yet found a method which accomplishes this without

severe approximations. Some progress has been madei examples are Cain's

method for infinite domains, which allows him to simulate the transition of a

• . mixing layer almost to the point of full development, and the Riley-Metcalfe

work on fully developed free shear flows.

In the area of wall-bounded flows, there has been considerable

progress. Schumann and his co-workers, Grotzbach and Kleiser, have, in a long

series of papers, extended Deardorff's method and consequently computed forced

convection heat transfer and natural convection flows in both planar and

* annular geomtries. Comparisons with experimental data have been impressive.

The Deardorff-Schumann approach uses artificial boundary conditions to

* represent the physics of the regions closest to the wall. Since much of the

interesting and important physics of wall-bounded flows occurs in these

* regions, the Stanford group felt it important to simulate this region as

exactly as possible, no-slip boundary conditions were used. Moin et al. C-
(1978) demonstrated the feasibility of this approach and Moin and Kim (1981)

refined the method so that it can be used to study the physics of turbulent - -

* flows in the vicinity of walls. They used 64 x 64 x 128 grid points and

* examined the structure of the flow in considerable detail. Their calculations

- agreed well with experimental data on the mean velocity profile and higher-

order statistical correlations. They showed, through a computer-generated

motion picture, that the computed flow field displays the streaks, bursts,

sweeps, and ejections observed in laboratory experiments. & major portion of

the LIS effort in the engineering community is directed at the turbulence

structure in wall-bounded flows. -

Recently, the group at Zlectricite de France has applied LUS to flows in

geometries more complicated than any considered previously (Baron, 1983). The

S0.grids used are coarse, relative to the size of the eddies in the flow, but

satisfactory results appear to have been achieved.
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b. mpeat an Tarblenoe nodeling

B LES is currently too expensive for engineering design use; simpler models

are used for this purpose. These include integral methods and, to an

increasing degree, two-equation models. The increasing sophistication of

these models requires a considerable body of quality data for the -

establishment of their internal constants. Such data are expensive to

acquires in some cases, experimental techniques either do not exist or are not

sufficiently accurate. This creates a gap which can be filled in part by LS;

this role has long been on the agenda of LBS workers. Some success has been

achieved.

Using either FTS or LES it is possible to compute both the value of a

quantity that must be represented by first- or second-order closures, as well

as its model representation. By comparing these, it is possible to gauge the

rvalidity of the model and to estimate the constants appearing in it. For

homogeneous flows, considerable information relating to Reynolds stress models

- has been obtained by Rogallo (1981), Feiereisen et al. (1981), and Shirani

et al. (1981). The fluctuating pressure is particularly difficult to measure,

a and there are little accurate data about the terns that contain it-e.g., the

* pressure-strain correlations. These terms are usually modeled in two parts,

. one associated with the mean velocity field (called the rapid terms) and a

o* second deriving strictly from the turbulence (the slow terms). Using FTS,

these authors showed that (at least for low Reynolds numbers) the Rotta model

." for the slow terms is not very accurate. These models also assume that the

"" dissipation is isotropic (see sq. 3.1)1 this is found not to be true in these

. flows. However, when the anisotropic component of the dissipation and the

slow pressure-strain term are combined, the model actually works fairly

well. Tables 1 and 2 give the model constants for the different tensor

indicest if the model were correct, the values for each index would be the

same, and greater tha 2. Models for the rapid pressure-strain do not fare

well at all. Table 3 shows how unsatisfactory the results arei attempts to

-.- find improvements were unsuccessful. Therefore, either different models for

'' "these terms or a different approach to modeling is needed.

Shirani et al. included a passive scalar in their work and made the kinds

L~ of tests described above with similar results. The unique aspect of this work

was the testing of several popular turbulent Prandtl number models. All were

found lacking in qualityl Figure 10 shows a typical test. They suggested a

* . * .. . . . . .. . . . . . . . . . . . . . . . . .. ,
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new model which their tests indicated to be such better than the others,

Fig e 11 shows these results. This now model has not yet been tested In

simulations of flows.

Less model testing has been done for inhomogeneous flows. more one needs

to average LOS results over homogeneous directions and, possibly, over time.

One can compute values of the model parameters as functions of the

inhomogeneous coordinate and the tensor indices. models assume these

parameters to be constantl if they are found not to be constant, this is

evidence of weakness of the model.

Schumann and his co-workers have done much of the model testing work for

wall-bounded flows, they considered mixing-length, two-equation, and Reynolds-

stress models. They found that these models are not as accurate as had been

hoped. The current generation of such models is probably not accurate enough

to be used in engineering design work without tuning to the particular flow or

region of the flow. Schumann's group tested heat transfer models in many of

their simulations, they concluded that they are no better than those for

moontum transfer.

Riley and Ntcalfe have tested Reynolds stress models for free shear

flows. Again it was found that the quality of the models left something to be

desired.

46.2 Fuure Directions of Large-edfy Simulation In Nagifteeuiag

a. Mamones in omputer te~oouf

The preceding sections show that while much has been accomplished in LS,

much remains to be done. Since LS requires considerable computer resources,

future directions will be largely determined by trends in the development of -

large computers. The supercomputer projects sponsored by the governments of

the U.S. and Japan have been well publicized. Fluid dynamics computations

including engineering, meteorology, and oceanography will undoubtedly consume

a large fraction of the resources of these machines. We therefore anticipate

a large stop forward in the use of LZU in the next five years.

VLSI technology is making it possible to build chips with ever-increasing

numbers of circuits. This technology already dominates fast computer memory

applications and is becoming an Impoitant factor in secondary memories. in -

just over ton years since the introduction of the first four-bit micro-

processor, we have seen progress through eight- and sixteen-bit system to

........................ **--,' .. .. .-*.
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Table I

S~~ Fitn2C)) (as dFtigfunction: f -d (S~a (1+bMd

X ndices c

1 1 j-1 1.114 *0.723

1-2, j2 1.730 0.899

I -3,j-3 0.680*0.583

i = 1, j-2 1.559 *1.090

rTable 1. Th paaeeRlotindb itn otta's model for the "slow*m

*simulation of homogeneous shear flow. A correct model would yield a parameter
* . which is greater than 2.0 and independent of the tensor index. From

Vaereisen et al., 1981.

I 8 man shearing rate

q -rm turbulent velocity

L -integral scale

K turbulence Mach number

CRe 1 - Reynolds number based on Taylor microscale

........ . * *** ***.*... *.



Table 2
Rotta Term vith Dissipation Anisotropy (* -2ed )

Indices c

i- 1,-1 2.886* 0.722

1 2, j - 2 3.727 *0.824

1 3, j-3 1.719*0.921

i-i 3-1 2 3.035*1.122

Table 2. The. parameter c1 obtained when the anisotropy of the dissipation is
included in the model tested in Table 1. Considerable improvement is noted.
Source: as in Table 1.



II bfble 3 .

Fitting function: f d 8 ILa (b42) a

q

Equation A2

i-, j -1 0.324 1 0.061

1-2, j -2 -0.134* 0.052

1 3, j -3 0.289 a0.0988
1 1 j-2 0.198 *029

Table 3. Th. parameter A2 obtained by fitting a commonly used model of the
rapid pressure-strain correlation to full simulation data. Source: as in

Table 1.
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thirty-two bit microcomputers. The current generation of chips makes it

feasible to build a desktop computer which matches the mainframe of ten years

ago In both computation speed and memory. When these chips are used in clever

architectures, significant decreases in the cost of making a given computation
can be expected. Again, there are important consequences for LBS that we will "

consider next.

-b. ZX a w~sool"e

- .The present generation of large computers--the CRARY X-P and the CYBER

205--are capable of approximately 100 million floating point operations per

second and have 1-4 million words of fast memory. In the next few years,

machines with ten times the power in both speed and memory are expected to

become available. Machines with still another order of magnitude in speed

(with as yet unspecified memory sizes) may become available not long after

that, say in five years. Because these machines will cost as much as the

present large machines, access to them will remain restricted to a small

number of users. They will, therefore, be research machines and the tasks

assigned to them will likely represent the natural extensions of current LZS

S work.

Work on homogeneous turbulence will continue. The new machines will make

It possible to use grids as large as 256 x 256 x 256 and, in a few cases,

512 x 512 x 512. One will finally be able to simulate flows at the Reynolds

numbers of the experiments, including cases with a clearly defined inertial

" subrange. Since most applications flows have high Rynolds numbers, this will

-. permit the study of subgrid-scale modeling under conditions close to those

that one really wishes to simulate. Also, it my becom possible to study

sheared and strained turbulence for distortion times long enough to answer

* - questions that have perplexed turbulence theorists. Thus, the new machines

should lead to exciting advances in the state of turbulence theory.

The new machines should provide the capability of simulating free shear

flows and some wall-bounded flows from the inception of instability to the

fully developed turbulent state. This will permit the study of various

perturbations on the initial stages of free shear flows; many technological

applications require the ability to do this. Bound generation by turbulent

flows, which can be dealt with crudely at the present state of the art, will

be open for Investigation. We will be able to simulate spatially developing

S'. free shear flows and study the pressure-feedback effects that have been

difficult to look at in the laboratory. 'S

i * a -. t *:P J:.+x:: .Z:s;_.A:::: 2: a,. .''-2- -.'-_a', -.. -. :,;:?_'::::a' . ,:.:-". ,,.', .• .,'.+
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Combustion is an area of great and obvious technological importance.

Application of L38 to combusting flows has been slow in coming for several

• :reasons. First, since chemical reaction requires mixing at the molecular

level, the small scales of reacting flows mst be treated accurately. When

this is coupled with the necessity of carrying additional equations

representing the conservation of each chemical species and the notoriously

* stiff equations for the chemical kinetics, one sees that the task is " --

formidable. nevertheless, the new generation of supercomputers should make it

possible to begin work on the simulation of turbulent combusting flows. The

potential in this area is enormous.

For wall-bounded flows, the new generation of computers will allow full

simulation of turbulent channel flow and the flat-plate boundary layer. A by-

* product will be the possibility of fully simulating laminar-turbulent

transitions this opens up many opportunities. It will also be possible to add -

* other phenomena (for example, unsteadiness and adverse pressure gradients) to

" boundary-layer flow. This will lead to a new way of studying and developing

practical turbulence models.

G. LM in imAstzy

Just as the coming generation of supercomputers will open up new areas of

LII research, new VLSI technology will make machines equivalent to the present

generation of supercomputers much cheaper and therefore much more widely

available. There may be instances in which engineers will choose LES as a

tool for final checking and testing of designs. As with any other new method,

there will first be exploratory investigations to test whether the idea is

sound and to refine the method. If these work out, there should then be a

slowly increasing use of LlS as an applications tool. -

LI8 may find early application in flows that are inherently three-

dimensional and time-dependent. Traditional turbulence models for such flows

. are based on ensemble averaging. On the other hand, a three-dimensional,

time-dependent solution may be either an ensemble-averae calculation or a

- large-eddy simulation. Which should one choose? The answer depends on the

questions one is trying to answer. As an example, consider the in-cylinder

* engine flow. mome questions, such as the pressure history through a cycle

and, perhaps, the choice of optimum spark timing can be answered with an

*" ensemble-average model. Others, such as the prediction of misfire, probably *.

* require analysis of individual cycles via LIR. Operationally, the major

. . ...................... .
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difference between the two approache can be simply the length scale appearing

in the turbulence models otherwise the sme code can be used in both

approaches t

There are many free shear flows of technological interest, Including

Scambusting flows. In this area, the future of L.8 is not yet clearl many

research issues need to be resolved before we can contemplate using US3 in

such applications. Development needs here include a method for producing

inflow conditions appropriate to LilY accurate boundary conditions for the

computational outflow surfacey and, finally, a method for dealing with the

rapid growth of length scales in free shear flow, I.e., a method which adapts

the grid size to the local eddy size. These seem to be the primary Issues

needing attention in the next few years.

Similar issues enter in wall-bounded flows. Spatially developing wall-
bounded flows will require methods of dealing with the inflow and outflow

boundaries. These flows are less turbulent and less rapidly developing than

free shear flows, so the problem is not one of scale growth, but rather one of

" "considering a sufficiently large part of the flow while using a grid mall

enough to capture the Important eddies. To be able to do this at Reynolds

.- numbers of technological interest, it will be necessary to eliminate the

layers closest to the wall from consideration. This requires artificial

boundary conditions of the type used by Deardorff and Schumann. First, the

accuracy of these models needs to be checked and new models developed. we

.* , believe that this can be done by using 38 at relatively low Rsynolds

numbers. Many phenomena which occur in boundary layers in applications should

also be studied; these include heat transfer, blowing, suction, curvature, and
rotation. All of these effects can be studied in geometrically simple flows.

-

'3.
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- "Large-eddy simulation has proven useful in a nusber of meteorological

applications, ranging from boundary layers to severe convective storms. The
. spatial resolution of an LBS model is very fine, by meteorological standards,

ranging from perhaps 100-300 m in PBL applications to typically 1 ke in cloud --

. .. simulations. As in engineering applications, the intention is that this

* cutoff scale should lie within the inertial subrange, so that the unresolved

-" "'" eddies are primarily dissipative and relatively simple to parameterize. The p,..

large-scale turbulence, which does the bulk of the turbulent transport in the

"UL and is responsible for severe-storm evolution, for example, is resolved

explicitly.

* The major strength of the LBS technique, clearly, is its ability to

resolve the mean and the largest-scale turbulent fields, with minimal reliance

on closure models of unknown validity. As a result, the credibility of LU.

. -results tends to be relatively high, which is very important in boundary-layer

meteorology where definitive observational data are scarce and expensive, as

. !we saw earlier.

5. I smudary-layer ftufLes

In Deardorff's first LBS studies of the boundary layer (susmarised in

Deardorff, 1973), he used a rigid lid and simulated neutral and convective

cases. Ns found that stable stratification eliminated the largest eddies and

forced the turbulence to be subgrid scale, and so reported no results on the

stable MUL. Iile in principle a grid-adjusting scheme should allow

_ sinalation of the evolution of a stable PIL by changing the grid size with

time, we know of no published results.

Deardorff later replaced the rigid lid with a capping inversion layer,

and in two 1974 papers presented the results of an LBS study of day 33 of the

W angara experiment in Australia. Nis mean-field results (paper 1) agreed well

with observations, but the more remarkable aspect of his study was the detail

-' ** , , ,".; "' . " "" "" ." ." ,' ."* % , * * "."S.'. - . - -. -'." - - - " "-"* "- "- "* ". ". """- " -" "*. -. . ". . . . . . . . . . . . . . . . . . . . .
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it revealed about the turbulence structure (paper 2). %hese turbulence

results far outstripped the observations. He presented mean profiles, second-

moment budgets, and even a comparison of calculated pressure covariance

profiles with current parameterizations.

.ommeria (1976), working with Deardorff, extended this LB8 model to

include most of the physical processes occurring in a moist boundary layer in

the absence of precipitation. Rfineoments included a water cycle, with cloud

formation, and infrared radiative cooling in clear and cloudy conditions.

Ssommria and LeMons (1978) used a further improved version of this model to

simulate conditions in the fair-weather PEL over the typical ocean observed in

the 1972 Puerto Rico experiments. The comparisons of second-order turbulence

moments, the PBL roll-vortex structure and the clouad structure wore generally

satisfactory. Later, Nicholls ot al. (1982) used this model to simulate a

fair-weather marine boundary layer in OATS and found quite encouraging

agreement with the observations.

Deardorff (1980) presented results from an LEM study of stratocumulus-

topped mixed layers. He was able to study the nature of the cloud-top

radiative cooling which helps to drive the mixed layer and to develop an

expression for the entrainment rate in the presence of variable

stratocumulus. Again, he presented details on the turbulence field which are

far beyond our experimental roach. Lamb and Durrn (1978) used the velocity

fields from Deardorff's LBS work, plus an innovative numerical scheme, to

* infer eddy diffusivities for continuous-point-source diffusion in a convective" *

- lqL. While the diffusivity did scale with Weza, as expected, it also depended

* strongly on the height of the pollution sourcei this contradicts the

assumptions underlying conventional Gaussian-plume models.

Wyngaard and Brost (1984) studied scalar transport in a convective PBL

with Brost's LS model, which was patterned closely after Deardorff's. They

studied what they called ftop-down and wbottom-upm diffusion, or the

transport of a scalar whose flux is zero at the IaL bottom, but nonzero at the

top, and vice versa. They found that the bottom-up eddy diffusivity was more

than twice as large as that in the top-down case, which indicates that current

K-closures are fundamentally wrong.

Nosng (1964) has produced a new LE code for P9L studiest it uses peudo- t
spectral techniques in the horizontal, which are computationally more

efficient than finite differences. She has recently verified and extended the
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Uyngsard-Brost results and has completed a study of the statistics and

dynamics of the top-down and bottom-up scalar concentration fields in a

convective 1IL (Noeng and Wyngaard, 1984).

" This pro&active L38 work could be profitably extended in a number of

ways. The influence of differential (i.e., height-dependent) mean advection

and baroclinity on mean profiles, which can be important on the mesoscale,
p could be studied and parameterized through LIS. The influence of variable

surface properties and cloud cover on PBL structure could likewise be

. sudied. A pressing need is the extension to stable stratification and the

: nocturnal PL whose physics remain elusive. US3 should also be used to study

the PBL during the morning and evening transition periods, which are also

" i. poorly understood. Other extensions include the 13L in near-neutral
conditions, and over complex terrain.

5o2 I fusiom Studles

:. . .L38 velocity fields have served as the basis for some landmark diffusion

studies. In such applications one assumes that the pollutant concentration Is

not so large that it alters the radiation fluxes through the PBL and, hence,

affects the 13L dynamics. In most applications this assumption is valid.

Thus, Limb's (1982) diffusion calculations for a convective PL used the

. ";output of Deardorff's (1974) LE.8 runs.

In his 1982 review paper, Lamb described a method for using an 1.S

" velocity field to calculate dispersion. in his notation, i (t) denotes the

vector position at time t of the particle (assumed neutrally buoyant) released

at (z. y], zl), i*e. X (X * ', t*0

PFm By definition,

d, m

-~. dU +( " ' (
S

where uis the velocity field resolved by the LI3 model and ul is thei i h
* -. unresolvable (subgrid-scale) field.

Lamb's process for determining ul is described in detail in his 1981
paper. Briefly, his approach is to delineate a set of functions whose set-

mean statistics are identical with the known statistics of u', and then to

pick members from this set at random for each of the N release points. lr

4.: "": "
-
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example, the subgrid-scal* paramterixation scheme of the LIS model provides

an estimate of the local mean square of u' * We also know that W' is
i I Pk

approximately isotropic, that its wavenumber components lie within the

inertial subrange, and we can make educated guesses of its temporal

autocorrelation and integral time scales. This information does not uniquely
specify ul, but does servo to constrain the range of choices.

Lamb generated his uj through the algorithm

uiCiet - UI(t -26t0 + Oul(t -At) + (5.2)

*where 0is a computr-generated, isotropic random vector with zero mean and

* variance

2~~ 2
-i 3, i L x, ye or So (5.3)

where I is the subgrid-scale turbulent kinetic energy at xiet, from the LES

* model. Lamb also showed that the parameters a, 0, and y in (5.2) must satisfy

two constraints.

Lamb (1982) showed that his scheme gave good agreement with both

*atmospheric and laboratory convection tank observations for neutrally buoyant

* cases. Bs has also extended his calculation technique to buoyant sources and

* found that source buoyancy has surprisingly large effects. Much more work

* remains to be done on source-buoyancy effects, however.

So .3 ~M f tAltIAMM Details

a. o erta ealps

Integration techniques available to the L3S modeler include finite-

difference schemes, spectral and pseudopectral methods, and finite-lement

and interpolation schemes. Pielke (1964) has recently described these

techniques and considered their application to mesoscale problems. We will

* briefly sumimrixe them as they bear on LZ8 models for transport and dispersion

in the P5L.

lmite-dfferemoe sdiems. This approach involves approximating the time
and space derivatives by one or more terms in a Taylor series expansion. In ~U

meteorological applications, the expansions have generally been limited to

first or second order in time and second or fourth order in spatial
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derivatives. Care oust be taken in the design and ose of fiLnite-difference

schems such that they remain linearly, computatLonally stable. Also, casting V

of the spatial derivatives in the so-called flux-conservative forms (i.e.,

Arakawa, 1966) will prevent the developnent of nonlinear instability doe to

. ~the accmulation of energ at the grid truncation scale (A). Using terrain-

following coordinate transformations, the schems can be applied to quite

complex terrain mappings, and they are adaptable to a variety of lateral

boundary conditions.

'e~ra and S eiosgeotral metbods. he spectral method involves the

transformation of the governing equations through the use of global basis

functions, such as a truncated Fourier series or spherical harmonies (the

.. latter being useful in hemispheric or global atmospheric models). The

pseudopectral method involves performing a part of the required operations--

- say those involving the horisontal coordinats-in spectral space, and than

transforming to finite-differnce Cartesian space for vertical advoctLon and

other physical processes. For the same number of degrees of freedom, spectral

methods are more accurate than finite-difference schemes, provided that the

" :flow field is sufficiently smooth (well-resolved) (Fox and Deardorff, 19721

Orszag, 19711 Machenhauer, 1979).

', .; 1inite-elemsnt methods. he finite-element technique differs from

spectral or pseudospectral techniques in that a local rather than a global

basis function is employed. 3xamples of such basis functions are the Chapeau

or linear-basis function (Long and Pepper, 1976) and the quadratic function

(linder and Gray, 1977). For the same number of degrees of freedom as a

. finite-difference scheme, the finit-element method is more accurate and

eliminates the possibility of aliasing energy cascading onto the truncation

scale and then back into the larger resolvable scales. Furthermore, it can be

1 .readily adapted to arbitrary lateral boundary conditions and to relatively

*.' -. complex topography. ,"

If the finite-element and finite-difforence techniques are matched in

terms of computational demands, no clear-cut advantage of one over the other

has been demonstrated. Longer time steps can be used than with finite

differences, although for larger values of At, phase errors may be introduced

in the solution. Rom saving in computational demands can be made by using

*; one-dimensional basis functions in each coordinate direction, rather than

using a local maltidimensional basis function.p S :g

- . %
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"-tempolaton schomes. Interpolation schemes or somi-Lagrangian schemes

basically estimate the time derivative due to advection by interpolating to .

evaluate the advected quantity at a distance U At from a given grid point at
L

the time level T. The interpolation formulas range from the bilinear (or

trilinear) interpolation formula used by Nurray (1970) to Nahrer and Pielke's

(1978) spline interpolation formula. Interpolation techniques completely

eliminate the 2&x wave, thus preventing aliasing or nonlinear instability, and

are convenient for variables which remain conserved in a Lagrangian sense

(e.g., total water mixing ratio in a nonprecipitating cloud).

The above techniques have a common problem when simulating the dispersion

of sharp-edged plumes of a scale comparable to the trunaction scale of the

numerical operators. In such cases, positive-definite quantities (such as

concentration) can become negative. This problem is frequently met in cloud

modeling, where workers have resorted to various techniques to assure positive "

definiteness (e.g., Clark, 19791 Tripoli and Cotton, 1982). interpolation

schemes and spectral techniques are particularly troublesome in this regard,

as are finite-element techniques and some finite-difference methods such as

leapfrog/quadratic conservative space operators. There are finite-difference

techniques under development which can minimize this problem at additional

numerical cost (Smolarkiewicz, 1983, 1984).

b. Evaluation of pressure

The pressure field in an LES model must be evaluated nonhydrostatically, 2
and there are currently two approaches. One, used by Deardorff (1972) and

cloud modelers such as Clark (1979), assumes the flow is incompressible.

Pressure is then evaluated by taking the divergence of the equations of motion

and forming an elliptic or Poisson-type diagnostic equation for pressure.

Since sound waves are eliminated from the system, the time steps of explicit

integration schemes are limited by slower moving internal gravity waves and

advection time scales, rather than by fast moving sound waves.

The second approach, used by Xlemp and Wilhelmson (1978a) and Cotton and

Tripoli (1978), is to retain compressibility and to evaluate pressure by a so-

called time-splitting procedure. In this procedure the terms in the equations

of motion contributing to sound waves are separated from the long-tLme-scale

terms. The sound wave generating term and a simplified equation of

continuity or pressure tendency are integrated on a small time scale which

resolves sound waves, while the terms and equations governed by internal waves

and advection are integrated on a time step some 10 to 30 times longer.

,,= ,.. . . .. . ..,.,,. ... . . . . . .
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Neither technique for evaluating pressure exhibits clear superiority in

tem of computation speed. Since the compressible part of the tine-spift

procedure is readily vectorimed, it is a fast procedure on modern super-

computers. On the other hand, inversion of a Poisson equation is not a

particularly efficient procedure on these computers. Nowever, the procedure

need only be exercised at 1/10 to 1/30 the frequency of the compressible,

time-split calculation. Preliminary results of a comparative study among

time-split ompressible and anelastic nonhydrostatic models, as well as

hydrostatic models by Tripoli and Tremback (Cotton, personal communication),

reveal that the anelastic approximation (or incompressible approximation) has

a consistent damping influence on vertical motions. In a deep convective

situation the anelastic model underpredicts peak vertical velocities by as

much as 30% relative to the elastic model. Thus, it appears that the greater

freedom of an elastic model allows the formation of higher amplitude

convective velocities. This may have significant bearing on L.S model

simulations of boundary-layer transport processes.

I*o. Boudary onditioms

In any limited fine-mesh model, the prescription of boundary conditions

at the top, bottom and sides of the domain has a significant influence on the

solutions. In LOS models the common approach is to employ periodic (cyclic)

lateral boundary conditions (see Deardorff, 19721 1980). The advantage of

this technique is that eddies which propagate through an outflow boundary will

" ** re-enter the model domain on the inflow boundary. This allows continuous

Sevolution of the statistics of the simulated turbulent elements, since the

"" i' : velocity fluctuations of eddies entering the inflow boundary will be the same

as those created in the model interior and then propagated out the outflow

, .. boundary. This is only true for eddies which are fully contained within the

limited domain of the model. Periodic boundary conditions can distort larger-

.scale eddies such as boundary-layer roll vortices, which may be only partially

captured in the model domain (Someria and Leoone, 1978)

In LO3 simulations with inhomogeneities in roughness, terrain, or heating

.- functions across the domain, it would be incorrect, for example, to advect

into the upstream boundary eddies which have formed over terrain with

t different features. n this case it may be desirable to use open, "radiative-

type" boundary conditions such as used by Klemp and Wilhelmson 1978a) or
(oi

,." : Orlamnski (1981)•* The boundary conditions allow gravity waves generated in the ..

*:%7
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model domain to propagate freely out of the downstream boundary. The inflow

boundaries are prescribed, however. Thus, the turbulence field most evolve

from a nonturbulent inflow state; this means that the inflow boundary must be

well removed from the region of LS analyses. This is a familiar problem in

meteorological modeling and could represent a serious limitation to U-ES in

some applications.

The bottom boundary conditions most treat near the earth's surface the

energetics and fluxes generated by eddies smaller than the resolvable scales

of the model. The conventional approach is to use surface-layer similarity

(Deardorff, 1972). The major difficulty is formulating the similarity laws

and the subgrid-scale closure schemes such that they are compatible at the

interface between the surface layer and the model domain (Manton and Cotton,

1977).

The rigid lid used in early LES models (e.g., Deardorff, 1972) is

appropriate as long as the boundary-layer eddies do not advect near the upper

boundary and do not trigger internal gravity waves in the overlying stably

stratified free atmosphere. However, since vigorous boundary-layer eddies

perturb the overlying stably stratified free atmosphere, they are likely to

excite internal waves which can reflect their energy back into the model

domain causing perturbations in z£ and, as a result, in the boundary layer

statistics. Thus, the optimum upper boundary condition is a "radiative-type"

upper boundary condition, such as described by Klemp and Durran (1983). Such

a boundary condition allows gravity-wave energy to pass through the model top

without reflecting energy into the model interiorl this can contaminate

boundary-layer statistics.

Radiative top and lateral boundary conditions are most desirable when the

terrain is irregular and/or the overlying free atmosphere is quite stable an4

the winds are strong.

1. Closure s- ,,

LIS models are intended to resolve the energy- and flux-carrying

turbulent eddies explicitly, and therefore allow the use of a simple subgrLd-

scale closure model. Nost of the subgrid schemes now in use have their roots

in the second-moment. conservation equations for the subgrid-scale

turbulence. Deardorff (1973) has given a lucid description of this topic.

Some insight can be gained from theory here if the gridecale is

sufficiently far into the inertial range that one can assume local isotropy.

* * A. . . . . .. . . . . .. -



Lilly's (1967) early calculations of this type provided such of the closure

oundations for Deardorff's L38 Models.

Jktempts have been made to carry a OfUfL" set of subgrid-amle moment

equations (Deardorff, 1974a), but this in caumtatioal1y demanding. Later

engineering L3 experience, based on comparisoms of La3 and full turbulence

simlations. suggested that these nore sophisticated subgrid-soale closures

did not actually represent the unresolved dynamics appreciably better. Thus,

current atmospheric LI3 models usually carry only a subgrid-scale turbulent

kinetic energy equation to provide a subgrid velocity scale. The subgrid

length scale is the grid spacing A (which need not be uniform throughout the

domain), and these two parameters together with standard turbulence scaling

arguents (Tennekes and Lmley, 1972) provide the subgrid-scale closures.

0 omai. a resolution, ad emuter time
the Colorado State University Regional Atmospheric Modeling Systen (PASS)

is useful as a guide for obtaining estimates of 1.3 model timing on modern

N] class-6 computers, such as the CRAY-IA. For a model having resolution

• of Ax - Ay - SO a and As - SO m and a domain of 29 x S x 59 points

(1.4 x 8.6 x 5.6 ka), the ratio of @sulated time to computer processing units

(CPU) is 1 /3.5. 2hus, a two-hour simulation plus one-hour start-up time will

require 10.5 hours CPU-CRAY. Do-ever, this represents only one independent

realization. To obtain statistically significant ensemble-averaged data,

p several realizations are required. This may Increase by a factor of 10 the

CPU time needed for a "representative* 138 ensemble-averaged result.

Unfortunately, a horizontal domain length of 8. ka is not large enough to

accomodate 10 km moscale * ds, which (at least in some circumstances) are

dominant contributors to the horizontal wind variance.
,- 21o increase the horizontal domain to 15 km and maintain a practical

1 computational level, one is forced to increase the grid truncation scale. For

exwl0, a 28 x 59 x S9 point domain covering 15 km in the horizontal and

having resolution of As- Ay - 2S0 a and As - 100 a will have a

ratio - simlated time 1/2. hus, a single two-hour simulation plus on*-

hour start-up time will require six hours CPU-CRAY.

r-%'R
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f. copte Rectatms

The future growth of LES studies of the PSL depends heavily on two major

developments. The first is improvements in subgrid-scale closure theory which

will permit coarser-resolution simulations. The other is expanded computer -. -

power.

The speed-domain estimates we gave above were based on the CRAY-lA

computer system. This system has 106 words of central memory and is capable

of speeds in the range of 10 to 140 million floating point operations per

second (aflops). Normally, Fortran-coded problems operate over the speed

range of 30 to 85 mflops. The CYBR 205 has a slightly broader range of

*ooptational speeds with most Fortran-coded problems running on the low end

of the CRAY range. The central memory available on the CTIDR 205 ranges from

2N4 words full 64-bit memory to 4 half precision words. CRAY Laboratory is

currently marketing the CRAY X-HP, a multiprocessor, vector-based computer;

however, software for linking the multiprocessors is not available. By the

end of 1984 we may expect this system to be operating on Fortran codes in the

range 120 to 400 mflops.

By 1986 several major advances in supercomputers can be expected. These

could come from one of several U.S. vendors or Japanese supercomputers looming

on the horizon.

It is likely that computers operating on Fortran-coded problems will

operate in the range of 700 to 1000 mflops, or slightly greater than a factor

*of 10 faster than class-6 computers. The greatest advances are expected to be

in the area of high-speed memory if its cost goes down and the speed of the

computers goes up, while input/output (I/0) speeds remain the same or show

modest improvemnts, we can expect vendors offering computers with as much as

256 N 64-bit-word memories.

Thus, by 1986 it should be possible to operate LEB models well into the

meso-y domain (I.*., 10-25 ki) with resolution A u 50 a and at speed equal to

or faster than real time.

Figure 12 is a plot of past and projected computer speed and memory. The

historical data are adapted from Chapman (1979), while the projected data are

aid-range values of the estimates in this report.

-. . . . . . . . . .*****..- - - - -- .- * - ..-.- _..
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Figure 12. Past and projected computer speed and memory. Historical data
from Chapman (1979); projected data are mid-range values from
this report.
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ST he various applications of L.3 to problem in -all-scale meteorology

over the past 15 years have also revealed some limitations of the technique.

The 15L, by its nature, tends to be confined from above by an inversion

whose stable stratification reduces eddy sizes in the turbulence at the 131.

top. The lower surface also acts to reduce eddy sizes in its vicinity. As a

result, LES resolution is worst near PBL bottom and top, where important

transfer processes can take place. Transfer at the bottom is well understood

from surface-layer experiments and, can probably be adequately parameterized

for most problems, but the same is not true at the top. The interfacial layer

which buffers the convective PSL from the free atmosphere is still largely a

mystery in its dynamics, and it is not clear that it can easily be studied

with 1.S. increasing the vertical resolution might not solve the problem,

because one would expect the three-dimensional nature of turbulence to dictate

a reduction in horizontal grid size as well.

. *.. There is also evidence that eddies of scale larger than typical 1.S3

domains can be quite important in small-scale meteorology-i.e., that the

domain size does not often fall in a "spectral gap." For example, Somieria

and LeMone (1978) and Nicholls et al. (1982) found that their 138 results

,. underestimated the variances of specific humidity and horizontal wind, because

the horizontal scales contributing the most to these variances was of the

* S order of 10 k1, larger than the 1.3 domain size.

" . The exclusion of eddies larger than the domain size is a fundamental

S.limitation of the 3S technique, because the atmosphere contains energy in the

* .horizontal component of turbulence at all scales, limited only by the

circumference of the earth. This lateral *turbulence" is known as long waves

to global forecasters, as traveling high and low pressure systems to synoptic

meteorologists, as frontal zones and squall lines to regional meteorologists,

as cloud complexes to cloud physicists, as convective eddies and longitudinal

roll vortices to planetary-boundary-layer researchers, and as small-scale

isotropic turbulence to surface-boundary-layer specialists. Lilly (1983)

*i points out that much more mesoscale energy exists than can be predicted by the

decay of geostrophic turbulence, and reasons that saw of this larger-scale

turbulence is produced by up-scale transfer from generation by gravity waves

and stratified turbulence. Tigure 13 is an example of a horizontal energy

' speatrum whioh confirms that no spectral gap exists.

- .. ' S. "
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Because of this exclusion of eddies larger than the 18 domain size (d),

the standard deviation of the lateral distribution of pollutants, a ,

y
calculated using the LES model output, will grow in proportion to the square

root of time at larger travel times. owever, atmospheric measurements show

that a is proportional to travel time, for travel times out to several days
y

(Gifford, 1982b), as shown in Figure 14. One mast recognize this limitation

* and interpret diffusion results in term of the time and space scales imposed

*% by the domain of the U-3S model.

The LES approach is also inherently expensive, particularly in dispersion

applications, because it yields tremendous detail which can only be made

statistically meaningful by averaging over time and over several runs. For

example, a single LB8 run and its associated diffusion calculation might

correspond to a one-hour experiment in the atmosphere. We know from

experience that stable statistics approaching the true ensemble average ones

are likely only if this exercise is repeated 10 to 100 times. At current

computer rates, therefore, it night cost on the order of $100,000 to produce a

reasonably stable average with 1.8 techniques. This is very expensive

compared to other modeling techniques, but should properly be compared to the

costs of field measurements.

Boundary conditions can also be troublesome. Periodic lateral boundary

conditions are often used, as we discussed earlier, but are not appropriate

for many problems, including some in dispersion. Umoiria and LXaone (1978)

found sos evidence that their ease of periodic lateral boundary conditions

influenced the evolution of clouds in their model. Open boundary conditions

are an alternative, but are difficult to implement properly when one does not

know the behavior outside the domain.

Numerical techniques need to be developed for the explicit simulation of

the dispersal of sharp-edged plumes while maintaining positive definiteness of

concentration and preserving the sharp gradients.

Diverse and important P3l phenomena are triggered by local structure at - - -

the lower boundary. Spatially varying albedo, surface roughness, surface

elevation, and other properties can all influence the POL flow above. Proper , .

representation of these influences in 1X8, in a region where mch of the a *

structure is subgrid scale, remains a challenge for future workers. Perhaps

some of the innovative nested-grid techniques of mall-scale meteorology

*' (e.g., Clark and Farley, 1984) could be used.

.................................................... ,.............+....-..-.-,.............. .........".. ... . .. .......... . . .. +.
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Figure 13. Horizontal energy spectra over the wavelength range from about 5
km to the earth's circumference. The Balsley-Carter and
Vinnichenko spectra were originally produced from time records,
while the Wastrom-Gage and Lilly-Petersen data were obtained from
jet aircraft records. From Nastrom and Gage (1984).
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IYL3S FOR LES In ML 5AMY3

Some major points regarding the current status of PBL research emerge

from our previous chapters. Briefly summarized, these are

1. Inherent uncertainty is a major complication in PUL research,

strongly influencing both experiment and modeling. There have been

few attempts to generalize models to include prediction of inherent

uncertainty, in general this remains a challenge for the future.

Developing a new generation of models which predict inherent

uncertainty along with the mans requires a broader, more reliable

PBL data base than now exists.

2. Because of their cost, difficulty, and limitations, field

experiments cannot be relied on to provide the improved PHL data

base necessary for the next generation of models. However, this

* data base would benefit greatly from measurements in carefully

designed laboratory experiments which simulate certain aspects of

L the PBL.

3. LUS experiments also have the potential of contributing

substantially to this data base through *field programs* on the

computer. Although LES has some limitations in PBL applications

(e.g., loss of eddies larger than the domain size, poor resolution

near bottom and top, difficulties with boundary conditions), the

advances which we expect in supercomputers over the next several

years should ease these somewhat. LBS experiments also have some

unique advantages, such as allowing the experimenter to control

individual variables in order to study their effect on the flow.

In assessing possible roles of LBS in future PUL research, our committee

considered carefully the recent history of LBS in small-scale meteorology

* L (Chapter Five), but also weighed heavily its role in engineering fluid
mechanics (Chapter Four).* LBS has been very vroductive in these engineering

research applications, and our committee feels that LBS can become as

,% - . 4 - . . . . . .y :.:. .- . . 4 .. . .
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1ortant an influence in I3L research. This chapter discusses acme of the
roles that we feel L8 can play in the PDL research of the future.

I 6 M and M beremt Usrtainty

inherent uncertainty-the inevitable difference between the behavior of a P

13L field in a given realization and its mst likely (i.e., ensemble-average)

behavior--is particularly important in dispersion applications. Today, the

dispersion modeling ocomunity tends to agree that a prediction of Inherent

uncertainty can be just as important as a prediction of nman values. "

in dispersion problems, inherent uncertainty involves the statistics of

concentration fluctuations. As we discussed in earlier chapters, these are .* "

rarely measured in the atmosphere; most existing data coms from laboratory

experiments. LZ3 models have the potential of contributing substantially

here, because an ensemble of 18-predicted realizations of a given dispersion

problem would yield both the man behavior and the inherent uncertainty.

Thus, It should be possible, for example, to use LB8 to generate many of the

probability distribution functions needed in dispersion applications.

6.2 1= and Data Nases

Large-eddy simulation can, in principle, yield detailed data on I5L

structure and processes, and as we have discussed in earlier chapters, these

data have a wide variety of potential uses. We will briefly sumarize what we

judge to be the more important ones.

a. Profes for Integral models

As we discussed in Chapter Three, integral models have applications

ranging from turbulent dispersion to heat, mos, and momentun transfer.

Whatever their Intended application, they are based on specified forms for

certain mean profiles. Gaussian-plum dispersion models, for example, are .

based on the assmption that a plume from a continuous point source has a _

Gaussian mean profiler mixed-layer models for the MIL ass that the mean ..

wind, temperature, and scalar mixing ratio profiles are "ell-mixed," or U

flat. hile thes profile form are traditionally based on direct

measurements,.36 could, in principle, be a better source of data in sacme

oases. Lmb (1962) has discussed this approach in dispersion problem and

shows how the Gaussian model can be improved with L38 profiles. As another 4.

;.F
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example, Vyagard (1964) ha used LIN profiles of scalar mixing ratio In the

c€nveOtive lUL to develop an Integral model for scalar transport.

b. Mmdim a qamim

Ike studies of severe storm by J. alhmp, R- Vlhlmon and oolleagues

provide excellent examples of the use of L98 results to study the basic

dynamics of atmospheric processes. They studied storm splitting (Llp and

ilbelmon, 1978ab), long-lived storm (Wilhelmon and ]emp, 1978), mature

supercll Storms (emp et al., 1961), and the early stages of tornadogenesi-

L4 (X:e and iltunno, 1983). This Illustrates that L98 results, like direct

measuremnts, can be analysed in the context of the governing equations to

yield insight Into the underlying dynamics.

a* -I ie for 49ghr-order-closure models

As we discussed In Chapter Three, higher-order-closure models rely on

parameterisations which, for lBL applications, are not yet fully tested and

verified because of the lack of suitable data on PM. structure. IX8 results

have the potential of providing data suitable for this testing process. for

k example, the fluctuating pressure field in the energy-containing range is

resolved explicitly in LMI, so that the various pressure covariances in the

second-moment conservation equations can be calculated directly# in fact, they

can be separated into contributions from man strain, buoyancy, rotation, and

turbulence, as they sometimes are in second-order modeling. in this way,

paramterisations for these terms could be tested, and new ones developed as
;, needed. Turbulent transport (third-moment divergence) parameteriuati could

be assessed in the sm way.

4. Nm-mt-risatlams for -- teorologicl models,

Any three-dimensional meteorological model needs parameterisations for

subgrid-socale process within and above the PBL. Like any turbulence

parameterization, these are difficult to generate rationally. Thus, these

subgrid pameterizations tend to be crude, although they might represent very

* Important effets-such as the turbulent chemistry in long range transport#

the turbulent dispersion on the mesooscale, or the transfer processes within

individual cmulus clouds. LZ8 can be an excellent way to generate these

parmeterisations.

g
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Some IDEL prob2.ins--perhaps ones with particularly complex physics, or

one which are site-specific--require direct measurements, in spite, of the P 7

difficulties they entail. In such cases, in order to make best use of

* resources, one needs to design the experiment carefully. we feel that 1.38

modeling of proposed experiments could be of considerable benefit in this '

design phase.

US3 could also provide meteorological test fields for the evaluation of

*now remote sensing techniques, such as the method proposed by Lilly and M~eng

* (1984). It uses the three-dimensional, time-dependent field of a single

(radial) component measured by a Doppler radar, plus the constraints provided

by the continuity and vorticity equations, to extract the full velocity field.

':"y. z



Our previous chapters make It clear that M.3 has bee" used to study a

wide range of M61 problems, Including turbulent dispersion. Novever, It Is

also clear that associated theoretical, co'mputatnal and eIeimna work

needs to be done before our confidence in its pefomx c in general M61

applications reaches the level it now enjoys in engineering shear flow

applicaticns, for example. Thusocur omemittee feels it iS Apportant to

establish some general guidelines for long-term development of 1. models for

the planetary boundary layer, in order that investments in 1.33 research can

provide optium returns.

Ourcomite feels that an optimum progra to develop 1.3 techniques for

application to planetary boundary layer problem, with an eventual focus (on a

* several-year time scale) on turbulent dispersion, should have theoretical,

* coputaiona, experimental, and technology-transfer components. the progress

of the USAl Ame-Stanford University coalition in developing M.3 models for

shear f lows, using this broadly based approach, has been very rewarding.

Although a specific strategy for IS3O development is beyond the scope of our

study, we will offer general guidance on a nuber of research issums.

as we discussed in Chapter Five, 1.3 has been applied to a umber of
small-scale problems in meteorology over the past 15 years* Including studies

j ~~ of M31 structure, diffusion, and severe storms. Some of these applications
A baye been strikingly successful. Nonetheless, our committee has identified a

4 naer of Important but unresolved theoretical issues associated with 135 and
Ron eguent1y feels that it is not yet a completely reliable, general-purpose

toot for solving 361. problems.
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Some of these issues relate to the parameterization of the subgrid-scale

eddies mearring (1979) has given a theoretician's view of sme of the

principal problems here. Some progress has recently been made for shear-flow

applications, as we suaried in Chapter Four, but the optLnms approach to

subgrid buoyancy effect , for example, is still not clear. Possibly spectral a

* closure theory could provide useful insights, judging from recant work

(Larcheveque et al., 19801 Chollet and Lesieur, 1981).

Bubgrid-scale parameterization is particularly important in dispersion

applications, as we discussed in Chapter Five, since it must represent the '. -,

early stages of two-partLle diffusion in their entirety if the initial "-

separation is less than the grid spacing. Lamb (1981) has made some .:**

theoretical progress here, but much remains to be done, particularly for -"

buoyant sources.

Iraichnan (personal conmunication) is currently studying nonlinear

systems with many modess his intent is to develop a rational technique for

.- calculating the system evolution by carrying only a few of the modes but using

- the moment constraints given by the full set. His results to date are

"" preliminary, but give some encouraging indications that a few well-chosen

modes plus a moment constraint can accurately represent the full, nonlinear

system. One Implication for turbulence modeling could be that a finite number

of wavenumbers, distributed through the turbulence spectrum (including the . ,:;.

inertial and dissipative ranges) might ultimately allow better predictions

than the current LS approach (which concentrates the modes in the energy-
containing range and does not resolve structure at larger and smaller
wavenumbers). ... ,

There are also unresolved theoretical problems in the specification of

lateral boundary conditions, particularly in dispersion applications. A

related problem is the proper accounting for eddies larger than the LES domain

size, which me showed in Chapter Five can also be very important for -. .

dispersion. Finally, there are also numerical problems in the simulation of a

the dispersal of sharp-edged plumes of material.

b. ooauta.";

We showed in Chapter Four how the engineering LOS community is continuing

to use full turbulence simulation (WTS) as a tool for developing 13. it has

been extremely valuable, for example, in testing and refining subgrid-soale

parameterizations. xending ?TO to turbulent dispersion, and to stably and

ZL'J.? ,."- ,,' ," ,,"" ,.." .." ,_ " ,." _? ,'T .- "..'5? ".,,.'" Z .-" '.'_''_ ''_ '.. "' ." :.. " '. ,'i", " "'_ ..................,.............,...."....,.............................."....... t,. 't'



unstably stratified flows* is an Importnt and necessary step toward the

Optimum develoment of Mg for PSL applicatioe, in our view. aven though the

1M8 ted hinn Is lmited to low bynolds numbers, It ean give data bases all

but impossible to obtain In any other way.
e. eimmt

By its nature, an LXI model predicts a large array of flow properties.

e feel that as many of these properties as possible should be tested against

measurements from both the laboratory and the atmosphere. in Chapter Two we

described a number of specific laboratory experiments which should be done in

stably and unstably stratified flows. Testing against such data bases has

proven to be a very powerful technique in the development of engineering LIS"' models. -

Although there are indications that the days of large-scale, AntensLve

IL experiments yielding vast, research-quality data bases may be past, there

is a possibility that POL experiments will be carried out &&ring the proposed

8TONt program of the late 1980s. If so, we would recamend that the data be

used for testing LZB predictions, to the extent possible.

h Ideally, atmospheric measurements for the testing of LU predictions

would Include not only the usual properties (mean profiles, surface fluxes,

cloud cover and type) but also saw not often measured (e.g., flux profiles,

mesoscale variability, structure of the inversion) . Not all of these

properties are easily measured, however, and when coupled with the general

difficulties of direct measurements in the IL (sunmarized in Chapter 2wo)

4 this makes a definitive comparison of LII predictions with PL observations a

formidable challenge. Perhaps the innovative use of modern Doppler radars and

other new instrumentation will be needed to attain the detailed 1UL data

necessary for assessing LZI predictions.

Doe to the difficulty and expense of making measurements in the IlL, the

design of ML experiments has its own formidable challenges. We felo that MI8

can be useful in this design, particularly in the case of flows (such as those

over caplex terrain) rich in Olarge-eddy* phenomena that are difficult to

understand or even anticipate a nriorL. 2his illustrates what w see as the

potentially strong Interactive coupling between LII and IL observations.

limos dispersion experiments in the atmosphere are very difficult and

expensive, that aspect of L performance should be first tested against

laboratory mesuremonts, in our opinion. As discussed in Chapter Two, the

, i
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Willis-Deardorff masurements of dispersion in a convection tank already stand

as a suitable data base for both neutrally and positively buoyant releases.

4i. Temlogr transfer ~.*
Because I=E models are intricate, oomputationally demanding, and

expensive to use, we do not forsee their availability for routine PBL

applications in the near future. nonetheless, v have identified in Chapter M

Six several areas where LBS studies could almost immediately stimulate

technology transfer from PaL research to applications. Thus, we would

recommend that an LES development program have an applied component in which

LMS would be used in

C studying the sources and physics of inherent uncertainty, and

quantifying it in dispersion applicationsi

e developing parmeterization* for higher-order-closure models of the

PUL#

C developing subgrid-scale parameterisatLons for larger-scale

meteorological models.

7.2 2M. Waag a lem"e

This LS program would ideally be carried out, in our opinion, by a group

w vith a 'critical mass

C in contact with the small-scale meteorology community

i in contact with the engineering LBS community ,

e with a supercomputer

" with sustained funding

* free to work to high standards.

It is not clear to us that an institution capable of fostering this LBS

program now exists in this country. While we feel that an Institute for

Environmental Fluid Mchanice, perhaps patterned after NCAR, could provide a

suitable environment, the realities of today's funding picture make such

substantial new starts seem unlikely.

Large suns have been spent on atmospheric dispersion research in this

country over the past 20 years, and yet in the perception of some observers

* the applications of the resulting basic science to practical problem remain

disappointing. Some would give high priority to funding realignments which -

could expeditiously rectify this situation. hile our committee does not feel

that a *crash iLS program is such an expedient, it does believe that a '., *".\

.... ,- .'-"." -" - ; -...........................................................................-..... ;...,....,
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careful desIsme, ell-halanoe progrm having the c e ws listed

ool4 make the next t0 years such move productive.

Ou committee feels, therefore, that dboosing appropriate roles for LiE

in the ba1undex-layer problem of the future, fostering its developent for

theme roles. maintaining an appropriate balance among basic resetroh,

developnt, and applications, all within an ustore funding climate, is a

formidable -mnagent challenge. e will next offer ecas guidelines, drawn

from th e perience of the engineering 8 and the meteorological cmmunities,

on how this challenge could be met.

1.3 Nuagmast Gellu

our ommittee feels that oatin mnagement strategies could stimulate

the LZ= development w recommnd# even with the initial absence of a ready,

coherent omminity. OpeoLfically, we feel that

1. Periodic conferences on turbulnt geophysial flows, patterned after

the 190.-81 APOSR-M!S6t-ftanford Conference on CoqWlex 2urbulent

Flms (Xline at al., 1981) could greatly stimulate the growth of an

5 envircrontal fluid mechanio s em unity.

2. Post-doctoral programs in supercapuater environments, designed

specifically for environmental fluid mechanics, could being talented

new workers into the field.

3. Noftlarisation and dissemination of rT8 and LE8 codes and the

development of efficient software for managing out-of-core

calculations could greatly simplify the task of building Z mdels

for PSi applications.

4. fnhancement of laboratory facilities for the simulatLon of

gepysical turbulence could provide some of the data bases needed
for the optimm development of LEO codes.

s. Our national consciousness about suprbomputin i eing raised.

2here is a growing realLsatLon that computers can greatly enhance

our understanding of the athematics of nonlinear dynamical

processes such as turbulence. Movements are ander may at the

federal level to facilitate access to 9upercpters. UiiL seems a

particularly good time for lobbying efforts on the behalf of L36

development for environmental fluid mecha cs.
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6. Substantially enhanced computer graphics software could provide

supercomputer versions of the flow visualization techniques which

have traditionally been used in laboratory fluid mechanics. These

techniques are dramatically displayed in Van Dyke's (1982) An Album

of Fluid motion, a collection of photographs of fluid flow which is

attracting wide attention. Flow visualization is recognized as

vitally important to fluid mechanics research, and we believe that

computer graphics will be just as important in the computational

approach.

S7.4 A View of the future

Supercomputers are not only revolutionizing turbulence researchl they are

impacting the entire field of nonlinear dynamics. Describing this impact in

his article, "Computational Synergetics," Zabusky (1984) stresses their use in

what he calls the heuristic mode, in which, he says, computers can "shine the

light of inspiration into areas which had been thought devoid of new concepts

or fundamental truths."
Through a number of striking examples, many from fluid mechanics, Zabusky

convincingly demonstrates the power of computers in mathematics and physics.

near the end of this article, he looks ahead:

I believe that computational studies will be as useful in the

future development of nonlinear science as the accelerators of
the past were for nuclear and particle science. It is only a . .
historical accident that supercomputers became available later
than the superaccelerators. An important asset of the
computational physicist or mathematician is the will to use
the computer resources to the limit when the algorithms are
working and the physics is puzzling.

The most direct and powerful application of supercomputers to small-scale

meteorology is, in our opinion, large-eddy simulation. Its impacts to date,

while substantial, could be dwarfed by those over the next decade. in order

for that to happen, however, we feel that techniques for manipulating and

displaying LS results will have to be substantially improved. Zabusky

perceives the same need and in his article lucidly describes what he see as

the necessary attributes of a nw generation of facile, interactive graphics

software.

Furthermore, we mst expect that many of the exciting advances yet to

rcome in LIS will be made by young researchers, perhaps some not yet out of - -

school. Zabusky asks:

-p
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I Are we providing the kind of training in our universities that
our atudents will meed to undezrake thiLs style of work at the

nonlinear frontier? I belie" not. We will need to find new
methods for teohing students to experiment with coauters the
vay we now teach then to experiment with lasers or cyclotrons.

Clearly, then, the challenges and opportunities for LUB in -all-esel

meteorolog are, to a large extent, those of supercomputing In physics. An

qim response will require the participation of a broad group of

indiwvla81s and institutions, but vill, we believe, bring great rewardp.

5

I
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NUMERICAL SIMULATION OF
TURBULENT FLOWS'

Robert S. Rogallo and Parviz Moin
? Computational Fluid Dynamics Branch, NASA Ames Research Center,

Moffett Field, California 94035

1. INTRODUCTION

A century has passed since 0. Reynolds demonstrated that fluid flow
changes from an orderly and predictable state to a chaotic and un-
predictable one when a certain nondimensional parameter exceeds a
critical value. The chaotic state, turbulence, is the more common one in
most flows at engineering and geophysical scales, and its practical
significance, as well as the purely intellectual challenge of the problem, has
attracted the attention of some of the best minds in the fields of physics,
engineering, and mathematics. Progress toward a rigorous analytic theory
has been prevented by the fact that turbulence dynamics is stochastic (often

having underlying organized structures) and strongly nonlinear. There are,
however, rigorous kinematic results that stem from tensor analysis and the
linear constraint of continuity, and these allow a reduction of variables in
the statistical description of the velocity field in certain cases, especially for
isotropic turbulence. Rigorous dynamical results are available only for
limiting cases where the governing equations can be linearized, and
although the required imits are seldom approached in practice, the linear
analysis provides guidance for model development. In spite of the dearth of
rigorous nonlinear results, we have accumulated over the years a surpris-
ingly good qualitative understanding of turbulence and its effects. Indeed,
the gems of turbulence lore are the scaling laws for particular domains
(either in physical or wave space), which result from the recognition of the

'The US Government has the right to retain a nonexclusive royalty-free license in and to
any copyright covering this paper.
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essential variables and the constraint of dimensional invariance. In'
3; particular, the Kolmogorov law, and the law of the wall, are so well

established that compatability with them is required of any theory or
simulation.

All attempts at a statistical theory of turbulence have ultimately been
faced with the problem of closure, that is, the specification at some order of
a statistical quantity for which no governing equation exists. The success of
the closure model depends not only on the flow configuration, but also on
the statistical order at which results are desired. When the closure model is
inadequate for accurate determination of the desired statistics, the model
must be improved, or closure postponed to yet higher order. Most of the
closures attempted to date may be classified as either one-point or two-
point, depending on the number of spatial points appearing in the desired
statistical results. Reviews of the many one-point closures are given by
Reynolds (1976) and Lumley (1980). The much more complicated two-point
closures [the Direct Interaction Approximation (DIA) and the related Test
Field Model (TFM) of Kraichnan (see Leslie 1973), and the Eddy Damped
Quasi-Normal Markovian (EDQNM) model of Orszag (1970), Lesicur &
Schertzer (1978), and Cambon et al. (1981)] have been limited to
homogeneous (usually isotropic) flows, where symmetry allows a reduction
of variables.

Progress in the experimental study of turbulence has not been as difficult
as that of analysis, but it has required great ingenuity in the collection of
data and often in setting up the flows themselves. The results are usually of
two kinds: statistical and visual. The velocity statistics are collected by use
of hot-wire probes and, more recently, also by use of the laser Doppler
velocimeter. Flow visualization has been particularly useful in aiding the
interpretation of statistical data and identifying persistent flow structures.
The primary difficulty with experimental turbulence data is the lack of it;
the theoretician needs a number of statistical quantities, some of which (for

., example, those involving the pressure) are difficult to measure. A secondary
problem is the isolation of the effect of a single parameter; for example, the
effect of rotation on the decay of turbulence generated by a screen in a wind
tunnel must be separated from the effect of rotation on the turbulence-
generation process itself. Modern electronic recording and computing
equipment has increased the quantity and quality of available data and has
led to more-sophisticated analysis techniques (for example, conditional
averages and pattern recognition).

The turbulence problem is so challenging that any research tool found
successful in even remotely similar problems is quickly brought to bear. The
two-point closures are such examples, as are the concepts of "critical
phenomena," "strange attractor," and "renormali7ation." The high-speed
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I digital computer is another recently developed tool with obvious appli-
cation to the problem. The computer is used in other ways in fluid dynamics
(see Van Dyke's article in this volume, but its most straightforward use is
for "brute force" numerical simulation.

The numerical simulation of turbulence as we know it today rests largely
on foundations laid down by the meteorologists at the National Center for
Atmospheric Research (NCAR); their early work is reviewed by Fox &

* .-. Lilly (1972). Since that time, computer capacity has increased by over an
order of magnitude as has the number of workers in the field. Although
some progress has been made in the efficiency and accuracy of compu-
tational algorithms, particularly in the adaptation of spectral methods, the
primary pacing item determining our ability to simulate turbulence is the
speed and memory size of the computing hardware (Chapman 1979,1981).

*" The choice between simulation and experiment for a specific flow reduces
' "to two questions: can the desired data be obtained at the required accuracy,

and if so, how much will it cost? At the present time, simulation can provide
h.:. detailed information only about the large scales of flows in simple

geometries, and is advantageous when many flow quantities at a single
instant are needed (especially quantities involving pressure) or where the
experimental conditions are hard to control or are expensive or hazardous.

*Simulation cannot provide statistics that require a very large sample or that
remain sensitive to Reynolds number even at high Reynolds number. It is
particularly advantageous to use both simulation and experiment for
delicate questions involving stability or sensitivity to external influences.

Turbulence consists of chaotic motion, and often persistent organized
motions as well, at a range of scales that increases rapidly with Reynolds
number. This restricts complete numerical resolution to low Reynolds
number. When the scale range exceeds that allowed by computer capacity,
some scales must be discarded, and the influence of these discarded scales
upon the retained scales must be modeled. We shall distinguish between
completely resolved and partly resolved simulations by referring to them as
"direct" and "large-eddy" (LES), respectively, although these terms are
often used interchangeably in the literature to indicate both without
distinction. The descriptor "large-eddy" is misleading when the important
flow structures to be resolved are extremely small as are those near solid
boundaries, and at the dissipation scale at high Reynolds number. The
attraction of direct simulation is that it eliminates the need for ad hoc
models, and thejustification often advanced is that the statistics of the large
scales vary little with Reynolds number and can be found at the low
Reynolds numbers required for complete numerical resolution. This
approach has been successful for unbounded flows where viscosity serves
mainly to set the scale ofthe dissipative eddies, but it has not been successful
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for wall-bounded flows, such as the channel flow, where computational
capacity has so fnot allowed a Reynolds number at which turbulence can
be maintained. This is typical of many flows of engineering interest and
forces the de .opment of the LES approach.

The basic philosophy oi LES is to explicitly compute only the large-scale
motions that are directly afected by the boundary conditions and are
therdore peculiar to the problem at hand. The small-scale motion is
assumed to be more early unversal, that is, its statistics and their effect W5
upon the large scales can be specified by a small number of parameters. We
hope that convergence of the method with increasing resolution will be
rapid, because our ability to parameterize the sub-grid scale (SGS) effects
should improve as the SGS length and time scales become disparate from
those at energetic scales, and also simply because the SOS efects are
proportional to the reduced SOS energy. The LES approach lies between
the extremes of direct simulation, in which all fluctuations are resolved and
no model is required, and the classical approach of 0. Reynolds, in which
only mean values are calculated and all fluctuations are modeled.

The numerical simulation of turbulence requires judgments with respect
to the governing equations, initial and boundary conditions, and numerical
resolution and methods. In the following sections we discuss some of the
available choices and the results that follow from them.

2. GOVERNING EQUATIONS

We limit our discussion of simulation technique to flows of incompressible
Newtonian fluids governed by the Navier-Stokes equations. Effects of
buoyancy, compressibility, density stratification, magnetic forces, and
passive scalar transport introduce new physical phenomena but increase
the simulation difficulty in degree rather than kind. The convective terms of
the equations produce a range of scales limited by molecular diffusion, so
that with sufficiently low Reynolds number the entire range can be
numerically resolved and no modification of the governing equations is
required. When computer capacity does not allow complete resolution and
the equations are not modified to take this into account, the computed
values may have no relation to fluid physics. The numerical algorithm may
become unstable as the smallest computed scales accumulate energy or,
when energy-conserving numerical approximations are used, the energy
may reach a nonphysical equilibrium distribution among the finite degrees
of freedom. Orszag (see Fox & Lilly 1972) has demonstrated that energy-
conserving numerics in inviscid isotropic flow lead to energy equipartition
among the degrees of freedom, and this is oEten used as a check of
algorithms and programming in simulation codes. When the viscosity is not ,.

,. %.



zero but is too small to allow accurate resolution of the dissipation scales,
an energy-conserving algorithm collects energy at the smallest computed
scales until the dissipation and cascade rates reach equilibrium. Kwak et al.
(1975) show that this excess energy, trapped at the mesh sale rather than
cascading to the Kolmogorov scale, produces too rapid an energy transfer
from large scales. This would be expected if the small scales act on the large
scales as an eddy viscosity with a value, proportional to the length and
velocity scales of the trapped energy, that is increased by the entrapment.

. K. One of the most impoftant modifications of the Navier-Stokes equations is
a mechanism for removal of energy from the computed scales that mimics
as closely as possible the physical cascade process. The first step in an LES
is then to define the variables that can be resolved and their governing
equations.

The values at discrete mesh points of a simulation represent flow
variables only in some average sense, and one way to define this sense is to
find the differential equations that are exactly equivalent to the discrete
approximation of the Navier-Stokes equations (Warming & Hyett 1974).
The popular second-order central difference formula for the derivative of a J
continuous variable, for example, gives exactly the derivative of a second
continuous variable that is an average of the first one:

u(x+h)-u(x-h) d fyI1rz}h

2h 7x h~~()d} I

This shows how a discrete operator filters out scales less than the mesh size
h. The direct use of such operators on the terms of the Navier-Stokes L .

*. equations then introduces a different averaged variable for each term.
depending on the derivative and discrete operator involved. This direct
approach is therefore limited to completely resolved flows where the
averages cause no information loss and all such averages give the same
value. When the Reynolds number is too high for the direct approach, the
range of scales can be limited to a resolvable size by explicitly filtering the
Navier-Stokes equations. This formally defines the averaging process thatseparates resolvable from subgrid scales and the SGS stresses that must be

• -' :modeled. When the smallest sale, O(A), allowed by the filter and the SGS
model is sufficiently greater than the smallest scale, O(h resolved by the
mesh, the results of the computation are independent of the choice of
numerical algorithm and depend only on the filter and SOS model.
Complete separation of physics from numerics is very costly in an LES.
where mesh doubling in three directions increases the cost by an order of

" [C magnitude or more and in practice A - 0(h) in each direction. Thus,
resolution of the smallest computed scales is often marginal, and care is
required to insure that the truncation error is less than the physical SOS
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effects. Leonard (1974) applies the homogeneous filter

f- G(z-C)f(C)dC, f -m+f' (2)

to the Navier-Stokes equations to obtain the "resolvable-scale" equations

-2- a

(3)

quantity and a prime denotes an SGS quantity. The convective fluxes are

,jUJ - , i + Go1, Q1 - Ou; + u11 +u 14. (4)
The equations must be closed by specifying these fluxes as functionals of the
resolved variables. The terms containing u' must be modeled, but only the
deviation from isotropy has dynamic effect. The O - term may be computed -

directly from resolved variables. When the average is uniform over an
unbounded homogeneous dimension (space or time) or is a statistical
(ensemble) average, the postulates of 0. Reynolds lead to %v, - fiiii + uiu,
but the postulates do not apply to averages over bounded domains (Monin
& Yaglom 1971, Leonard 1974). The convolution (2) simplifies to 7(k) ,
- G(k)f(k) in wave space, from which it follows that f - G(I - G)f is zero
only when G is piecewise constant at values of 0 or I. Reynolds' average is
equivalent to G(k) - 0 for Iki > 0, and Fourier spectral methods implicitly P '.'.

filter with G(k) - 0 for Iki > k..,. In the latter case g-i - f,Oj for resolved
It, but fiju; 0 0 there. ". "$

An alternative derivation of the resolvable scale equations by Schumann
(1975) averages the equations over the cell volumes of a fixed mesh. This
leads directly to the integral form of the Navier-Stokes equations in which
time derivatives ofcell-volume velocity averages are related to differences of * - p. *

cell-surface average stress and momentum flux. The various surface
averages of momentum flux are decomposed as in (4) assuming Reynolds . .

postulates, and the required surface averages of velocity and its gradient are
related to volume averages of velocity by Taylor-series expansion. There is
an inconsistency between the assumption of piecewise constant velocity
required for validity of the Reynolds postulates and the use of Taylor-series
expansions, but the resulting equations, except for the SGS model, arc
precisely those obtained by Deardorff (1970) using the continuous aver-
aging process (I) and second-order nume-ics on a staggered uniform
mesh.
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SThe cell-volume averaging used by Deardorff and Schumann does not
satisfy Reynolds postulates, and the difference uIuj - i -j is modeled. The
part of this, ujiu - UlLj, that can be computed directly from resolved
variables is known as the Leonard term. Leonard (1974) shows that this
term removes significant energy from the computed scales and should
probably not be lumped with the SGS terms. If direct calculation of the
term is difficult he proposes a simple model, based on its Taylor-series
expansion:

+4
? q21, )+ . _ I2Cg() d?.1)

At low Reynolds number Clark et al. (1979) find this form to be quite
accurate when compared with values from a direct simulation. Shaanan et al.
(1975) used a numerical operator for the divergence of the flux tensor in the
Navier-Stokes equations that has lowest-order truncation error of nearly
the form (5), thereby implicitly capturing the Leonard term. Most
subsequent authors who explicitly filter the equations simply compute i -M
(Mansour et al. 1979). Clark et a. (1977) also find that the measured 'cross"

1 terms Cjj - i,,a' + 7U4j drain significant energy from the resolved scales.
'3 .. Again, part of the effects can be captured by a Taylor-series expansion of the

resolved smale velocity:

;*a ~+ A' + , (6)
where u; = - f, and we have used a Gaussian filter, G(C)

/6/xA- )e-*2 Clark et al. (1977) propose a different model for the
cross terms, but its derivation involves the Taylor-series expansion of the

-.SGS velocity field. The dependence of the modeled terms in (4) upon the
filter (for example, the vanishing Leonard term for sharp filters in wave
space) suggests that simulation accuracy might be improved by a particular

9. choice. Deardorff (1970) and Schumann (1975) use cell-volume averages
related as in (I) to their finite-difference operators, and Chollet & Lesieur
(1981) use the sharp filter implied by their Fourier spectral methods. When
the choice of filter is divorced from the numerical algorithm, and this can

d 
: only occur for & >> h, the Gaussian filter (Kwak et al. 1975, Shaanan et al.

1975, Mansour et al. 1978, Mon & Kim 1982) is usually used for
homogeneous dimensions because it provides a smooth transition between
resolved and subgrid scales and is positive definite (in fact Gaussian) in both
physical and wave space. The optimum choice is of course the combination
of filter and model that minimizes the total simulation error. The ratio of



filter to mesh resolution, A/h, serves primarily to control numerical error,
while the form of the filter and the form of the closure model determine the
modeling error. The dependence of the model on the filter is studied, in .,
isotropic flow within the TFM framework, by Leslie & Quarini (1979) and,
for solutions of the Burgers equation, by Love (1980).

The averaged Navier-Stokes equations (3,4) provide a conceptual
framework for the discussion of modeling. The practical value of explicitly
filtering the convective terms is a matter of current debate. The Leonard
term is O(A) so it seems pointless to compute it separately in simulations
using second-order numerics with error of 0(h2 ) unless A/h >> I and the
filtered field is well resolved. When the Leonard term is not swamped by
numerical error, the filter, SGS stresses, and velocity field are related by (4),
and the filter and model, M(u), should in principle be selected together to
minimize in some sense the modeling error uuj - 9j j - M4,(u); the filtered
convection ij' is then computed directly. Kwak et al. (1975 ), for example,
assume a Gaussian filter and a Smagorinsky (1963) S(S model and
optimize the filter width and model constant by matching decay rate and
spectral shape from the LES with experimental data for isotropic turbu-
lence. A general study of filter and model forms has not yet been attempted.
But the true filter is always uncertain because of the inherent inability of- ,
SGS models to exactly satisfy (4), so that the Leonard term cannot be found
without error. An argument against separate treatment of the Leonard term
is advanced by Antonopoulos-Domis (1981), who finds that in his LES
calculations it moved energy from the small resolved scales to the large
ones, rather than to the subgrid scales as predicted by Leonard. Leonard &
Patterson (unpublished) point out that in isotropic turbulence the transfer
spectrum T(k) associated with the flux fa is negative at small k, positive at
large k, and is conservative. The transfer spectrum associated with the
filtered flux itu is simply G(k)T(k) and can reasonably be expected to
remove energy from the resolved scales. The proper way to determine the ,
effect of the Leonard term is to measure the energy transfer associated with
the filtered convective term in an accurately resolvedfield. Studies of this
kind by Leonard & Patterson, Clark et al. (1979), and Leslie & Quarini
(1979) have verified the energy drain but at a lower magnitude than
Leonard's original estimate. Antonopoulos-Domis draws his conclusions
from simulations with no viscous or modeled turbulent terms. His results
do indicate that the approximate form (5) alone is not sufficient to stabilize
the calculation, but they do not indicate the effect of the Leonard term in a
well-resolved calculation. A more general problem with explicit filters is
the difficulty of extending them to inhomogeneous dimensions, where
differentiation and filtering do not in general commute, but this does not
seem insurmountable. . .
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The equations of LES are then essentially the original Navier-Stokes
equations written for averaged variables, with a filtered convection term
and additional terms to model the effects of the unresolved scales. The only
change from the original analysis of 0. Reynolds is the use of averages over
bounded domains, which requires the convective term to be filtered. The
crux of the problem remains the closure model.

3. MODELS

Statistical homogeneity in space or time reduces the dimensions of the
Reynolds-averaged problem, and all of the effects of fluctuations in the
missing dimensions must be accounted for by the model. The variation of
correlations in the remaining inhomogeneous dimensions is peculiar to the
specific problem and cannot be modeled in a universal way. In an LES the
equations are averaged over only small scales and retain all space-time
dimensions. The averaging process is chosen to resolve numerically the
physical features of interest, and the desired statistics are measured directly

*. from the computed scales. The role of the model is not to provide these
statistics directly, but to prevent the omission of the unwanted scales from

[] spoiling the calculation of scales from which statistics are taken.
It is apparent from the LES work to date that the most important

contribution of the model is to provide, or at least allow, energy transfer
between the resolved and subgrid scales at roughly the correct magnitude.
This transfer is usually from resolved to subgrid scales but may be reversed
near solid boundaries, where the small productive eddies are not resolved
and the SGS model must account for the lost production. Models can be
tested either by directly comparing the modeled quantity with the model
itself, using data from a reliable source (theory, experiment, or direct
simulation, or by using the model in an LES and comparing results with
those from a reliable source. The detailed information required for the
former test can be supplied only by theory or simulation, and in practice the
latter procedure is the more common. This is consistent with the LES
philosophy; the model is not required to supply detailed information about
the subgrid scales. But there is frequently a need to improve the model's
description of physical detail and thus allow increased reliance on the
model and lower computation cost. The sequence of model complexity
could follow the same path as for the Reynolds-averaged equations, with
the introduction of separate equations for the SGS stress or energy
(Deardorff 1973). But in an LES the SGS length scales are given by the filtcrwidth, and velocity scales can be estimated from the smallest resolved

scales. Bardina et al. (1980) suggest that the SGS stresses themselves be ,
.. modeled by an extrapolation of the computed stresses at the smallest

*,' ."
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resolved scales. The simplest model, u .u. Cu! u' = - Q)(ij- ij), has
been tested by McMillan et al. (1980) using data from direct simulations.
The model correlates much better with the data than does a typical eddy-
viscosity model, but Bardina et al. find that it is not sufficiently dissipative
to stabilize an LES.

The effects of discarded scales on computed ones consist of "local"
contributions, which diminish rapidly as the interacting scales are sep-
arated, and "nonlocal" contributions, which are significant even for widely
separated scales. The interaction between scales of similar size retains the
full complexity of the original turbulence problem, so there is little hope of
modeling the local effects well. On the other hand, interaction of disparate
scales is easier to analyze, so that nonlocal effects can be modeled with
greater confidence.

The modern statistical theories of isotropic turbulence (DIA, TFM,
EDQNM) provide models in which the roles of the various scales can be
determined. Kraichnan (1976) and Leslie & Quarini (1979) evaluate the
transfer spectrum within the TFM model, showing explicitly the local and
nonlocal (in wave space) effects of the truncated scales on the energy flow
within the resolved scales. The transfer spectrum is of the form T(k)=
- 2v(k)/E(k )/k,.k2E(k) + U(k), where k is the wave-number magnitude, k. -

is the limit of wave-number resolution, v(k) is a nondimensional eddy
viscosity, and E is the three-dimensional energy spectrum. The first term
arises from stresses like fiu, while the "backscatter" term U(k) arises from
the uu stresses. The forms v(k) and U(k) depend upon both the filter and the
energy spectrum; Kraichnan considers a sharp k filter in an infinite inertial
subrange, and Leslie & Quarini extend these results to a Gaussian filter and
more-realistic spectra. Kraichnan finds that the local effects are confined to
scales within an octave of km and are characterized by a rapid rise in transfer
as k approaches k,,,. The net energy flow across k. is dominated by this local
transfer as described by Tennekes & Lumley (1972). Below this local range, 60

k < k./2, the viscosity is independent of k [but depends on time through
E(kQ)], and the backscatter decays like k (Lesicur & Schertzer 1978). This
backscatter might be important in unbounded flows, where length scales
grow indefinitely and, as Leslie & Quarini note, its form is not well -

represented by an eddy-diffusion model because neither its magnitude nor
anisotropy level are set by the large scales. Their results indicate that a
Gaussian filter damps the SGS contribution to the local cascade too
severely and broadens its range; this suggests that a sharper filter might be
found in which the Leonard term carries the entire local transfer and leaves
only the nonlocal effects to be modeled. Chollet & Lesieur (1981) achieve -

the same end using Kraichnan's effective eddy viscosity to successfully close
both EDQNM and LES calculations. Chollet (1982) closes an LES by

-. . . . . . .. . .



coupling it to an EDQNM calculation for the effective eddy viscosity, thus
avoiding an assumed SGS energy spectrum. This is a rather elaborate "one-
equation" model. The extension of EDQNM to homogeneous anisotropic
flows by Cambon et al. (1981) allows application of this approach to less-
restricted SGS stresses, but at a great increase in complexity. Yoshizawa
S(1979, 1982) relates these statistical closures in wave space to the gradient-
diffusion closures in physical space by a formal multiscale expansion. The
assumption that the SGS time scale, as well as space scales, is disparate from
those of the resolved scales leads to SGS stresses that are locally isotropic at
lowest order and of gradient-diffusion form (scalar eddy viscosity) at next
order. The more interesting limit of commensurate time scales, leading to
homogeneous but anisotropic SGS turbulence at lowest order, is prevented
by the resulting complexity of the required DIA closure.

The gradient-diffusion model for SGS stresses is usually postulated with
appeal to the similar stresses produced by molecular motion. But it is well

4: known (Tennekes & Lumley 1972, Corrsin, 1974) that the required scale
separation, present in the case of molecular diffusion, does not occur
between all of the scales of turbulence. In the Reynolds-averaged equations
for flows having a single length and time scale, the gradient-diffusion form is
required by dimensional analysis but the model cannot handle multiple
scales (Tennekes & Lumley 1972). The eddy-viscosity model of the SGS

*, . stress tensor is

Tju - Q-= - (2S,  (7)

-: [where VT is the eddy viscosity, and S, - (aa1Oxs + j1e/txi) is the strain-
rate tensor of the resolved scales; the SGS energy JQ1 can be combined
with the pressure and has no dynamic effect.

Smagorinsky (1963) proposes an eddy-viscosity coefficient proportional
:: to the local large-scale velocity gradient:

VT _ (CsA)21SI. (8)
: Here, Cs is a constant, the filter width A is the characteristic length scale of

"-3 the smallest resolved eddies, and ISI = j. This model and its variants
have been used in numerical simulations with considerable success.
Assuming that scales of O(A) are within an inertial subrange so that ISI can
be found from Kolmogorov's spectrum, the analysis of Lilly (1966). with

., a Kolmogorov constant of 1.5, gives values of Cs from 0.17 to 0.21.
depending on the numerical approximation for S.,. Subsequent investi-
gators determine Cs in an empirical manner. In large-eddy simulations of

-, -decaying isotropic turbulence, Kwak et al. (1975), Shaanan et al. (1975).
*, Ferziger et al. (1977), and Antonopoulos-Domis (1981) obtain Cs by

matching the computed energy-decay rate to the experimental data of
, p..4
a,

U, %-



82

Comte-Bellot & Corrsin (1971). For several computational grid volumes
and different filters they find Cs to be in the range 0.19-0.24. None of these
calculations extends to an inertial subrange, and different treatments of the
Leonard stresses and numerical methods are used; thus, the small variation
of Cs indicates its insensitivity to the details of the energy-transfer
mechanism in isotropic turbulence.

In a simulation of high-Reynolds-number turbulent channel flow,
Deardorff (1970) finds that the use of the value of Cs estimated by Lilly
causes excessive damping of SGS intensities, but that a value of 0.1 gives
energy levels close to those measured by Laufer (1951). Deardorff (1971)
attributes this difference in Cs to the presence of mean shear, which is not
accounted for in Lilly's analysis. In the calculation of inhomogeneous flows
without mean shear, where buoyancy is the primary driving mechanism,
Deardorff (1971) finds Cs = 0.21 appropriate. Lower values lead to
excessive accumulation of energy in one-dimensional energy spectra near
the cutoff wave number.

Using flow fields generated by direct numerical simulation of decaying
isotropic turbulence at low Reynolds number, Clark et al. (1977, 1979) and
McMillan & Ferziger (1979) tested the accuracy of Smagorinsky's model
and calculated Cs. They give values of Cs comparable to those obtained
empirically in the large-eddy simulations. McMillan et al. (1980), using data
from direct simulations of strained homogeneous turbulence, find that Cs
decreases with increasing strain rate, which confirms the conclusions of
Deardorff(1971). With the mean strain rate removed from the computation
of the model, Cs is nearly independent of the mean strain, a highly desirable
property for the model. Fox & Lilly (1972) point out that the removal of the
mean shear might have allowed Deardorff(1970) to use the higher Cs value
of Lilly.

In addition to calculating model parameters, direct simulations are also
used to determine how well the forms of the SGS models represent "exact"
SGS stresses. For isotropic turbulence, the results show that the stresses
predicted by Smagorinsky's model (and other eddy-viscosity models) arc
poorly correlated with the exact stresses. The model performance is worse
still in homogeneous flows with mean strain or shear. The notable success of
calculations using the Smagorinsky model seems to reflect the ability of this
model to stabilize the calculations, and also shows that low-order statistics
of the large scales are rather insensitive, in the flows considered, to the
details of the SGS motions.

Several alterations and extensions to Smagorinsky's model have been
proposed. A modification consistent with the classical two-point closures
replaces the local magnitude of the strain-rate tensor. SI, in (8) with its
ensemble average <S> (Leslie & Quarini 1979). Although in numerical
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solutions of the Burgers equation (Love & Leslie 1979) this modification
improves the results, direct testing in isotropic flow by McMillan &
.Ferziger (1979) shows only a slight improvement. For free-shear flows,
Kwak et al. (1975) suggest that it is appropriate to use the magnitude of
vorticity 1ol, rather than ISt, in (8), because the former vanishes in an
irrotational flow. For isotropic turbulence this modification does not cause
significant differences in large-scale statistics, but a substantial disparity is ,.
reported in small-scale statistics such as the velocity derivative flatness
(Ferziger et al. 1977), which indicates the sensitivity of the smallest resolved
scales to the SGS model. To account for mean shear in an LES of turbulent

channel flow, Schumann (1975) introduces a two-part eddy-viscosity
model. One part models the SGS stress fluctuations, and the other part,
which reduces to Prandtl's mixing-length model for very coarse grids,
accounts explicitly for the contribution of the mean shear.

When the grid resolution near a solid boundary is irladequate, the SGS
flow field includes highly dynamic anisotropic oddies that contribute a
significant portion of the total turbulence production and do not take a
passive and dissipative role. Moin & Kim (I 982), like Schumann, use a two-

.ipart eddy-viscosity model to account fully for the contributions to energy
production by the finely spaced high- and low-speed streaks near the wall
(see Section 4 and Kline et al. 1967) that are not adequately resolved in the
spanwise direction:

,.j 11--vr($Io- <Sij)}- VV-l)<Sij>. 1 9)

Here < > indicates an average over planes parallel to the walls. The first
term in (9), the Smagorinsky model with mean shear removed, has
essentially dissipative and diffusive effects on the resolvable scale turbulence
intensities, ( The second term accounts for the SGS energy
production corresponding to SGS dissipation of mean kinetic energy (it>'

but, in contrast to the first term, does not contribute to the dissipation of
resolvable-scale turbulent kinetic energy. It does, however, indirectly
enhance resolvable-scale energy production by representing the effect of the
SGS stresses on the mean-velocity profile. Indeed, when Moin & Kim
(1982) excluded the second term of (9) the computed flow did not transfer
sufficient mean energy to the turbulence to sustain it against molecular
dissipation. The characteristic length scale associated with v,. is A the filter
width in the spanwise direction (normal to the mean flow and parallel to the

l. Lwall), multiplied by an appropriate wall-damping factor to account for the
expected y3 or y' behavior of the Reynolds shear stress near the wall (y = 0).
The influence of vr diminishes as the resolution of the spanwise direction is
increased and the wall-layer streaks are better resolved.

Eddy-viscosity models of the type described above implicitly assume that

* : .. !:i-:~i:.
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the SGS turbulence is in equilibrium with the large eddies and adjusts itself
instantaneously to changes of the large-scale velocity gradients. It may be
desirable (certainly in transitional flows) to allow a response time for the
SGS eddies to adjust to the changes in the resolvable flow field. Following
Prandtl, Lilly (1966) assumes an eddy viscosity proportional to the SGS --

kinetic energy q2, i.e. VT = cAq. The equation for q2, derived formally from
the Navier-Stokes equations, contains several terms that must be modeled.
Schumann (1975) successfully uses this model for the fluctuating SGS
stresses in his calculation of turbulent flows in channels and annuli.
Grotzbach & Schumann (1979) extend the model to lower Reynolds
numbers. In addition to dividing the SGS stresses into mean and
fluctuating parts, a noteworthy feature of Schumann's formulation is its
explicit allowance for anisotropic grids. Different characteristic length
scales and dimensionless coefficients determined by grid geometry appear
in the representation of the various surface-averaged SGS stresses. The
utility of the model is demonstrated by its ability to simulate turbulent flow
in an annulus, with relatively high grid anisotropy, by changing only the
mesh-geometry parameters. Parameters of a physical nature retained the
values used in the channel flow calculations (Schumann 1975).

Deardorff (see Fox & Deardorff 1972) finds that the Smagorinsky model
smears out the mean temperature gradient that occurs when buoyant
convection is terminated by a stably stratified overlayer. For a more
realistic model, Deardorff(1973) resorts to transport equations for the SGS
stresses. This involves 10 additional partial differential equations. The
closure models in these equations are essentially analogous to the
corresponding models in the Reynolds-averaged equations. These models - -

may not be appropriate because the behavior and relative importance of the
various correlations involving only small scales are different than those
involving the total turbulence (Ferziger 1982). Although the transport
model does lead to improved results, the prospect of such a complex
treatment of the SGS stresses is less attractive to us than a judicious
distribution of mesh points and the possibility of extracting more-accurate
models directly from information carried at the resolved scales.

In the discussion of the equations and models for LES we have
considered flows in which the statistics of interest are determined by the
large scales. This is appropriate for engineering purposes, but there are also
very fundamental and interesting questions about the small scales to be
answered. These are concerned with intermittency and structure at small
scale, and the implications for Kolmogorov's universal equilibrium hy-
pothesis and its later modifications. Siggia (1981) outlines a conceptual

procedure analogous to LES in which the largc scales are modeled and the
small scales are computed. The model for the missing large scales appears as



a forcing term in the equations for the small scales. Siggia argues that if the
large-scale effects depend on a small number of parameters (the dissipation
rate is an obvious one) and the model is accurate enough, the limited scale
range of the simulation might represent the intermittency achieved by the
larger range of scales occurring at high Reynolds numbers. Unfortunately

this is not possible in a calculation based on a periodic field in a fixed mesh,
because the small-scale spatial intermittency that can be represented is
directly limited by the number of mesh points and this geometric constraint
cannot be modeled away. The vortex method of Leonard (1980) is not grid
limited and is a more natural way to describe the intermittent vorticity
fields occurring at high Reynolds numbers.

4. RESOLUTION REQUIREMENTS

Over two decades ago Corrsin (1961) demonstrated that the direct
numerical simulation of high-Reynolds-number flows places an over-
whelming demand on computer memory and speed. [See Chapman (1979)
for a comprehensive study of the grid requirements for computational
aerodynamics.] In direct simulations the number of spatial grid points is
determined by two constraints: first, the size of the computational domain
must be large enough to accommodate the largest turbulence scales (or the
scale of the apparatus), and second, the grid spacing must be sufficiently fine
to resolve the dissipation length scale, which is on the order of the
Kolmogorov scale, q = (v3/c)". The ratio of these two scales (cubed)
provides an estimate for the total number, N, of mesh points. In turbulent
channel flow, for example, macroscales in the directions parallel to the walls
determined from the two-point correlation measurements of Comte-Bellot

• +(1963) and the average dissipation rate c = u, U/b give N = (6Re,)',-
(Moin 1982). here Re. is the Reynolds number based on the channel half-
width, 6, and the average flow speed, U,; and u, = ,/ Tf1 is the wall shear
velocity determined by the shear stress at the wall, r,, and the fluid density
p. It is assumed that four grid points in each direction are required to .
resolve an eddy, and that U./u, z- 20. Temporal resolution of the smallest
computed eddies requires the time step At to be on the order of (i/t)"-
= (6/u,) Re; 12 .At the moderate Reynolds number Re. -. 10, roughly

.- 5 x 10"° grid points and 2 x 101 time steps are necessary for the flow to
reach a statistically steady state (a total flow time of 1006/U,). Such a
computation is beyond the capabilities of presently available computers.

p However, if the bulk of the dissipation occurs at scales larger than l0PI
rather than q, direct simulation of channel or pipe flow may be possible in
the near future at the lowest Reynolds numbers studied experimentally
I Re. -2500, see Eckelmann 1974).
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In contrast to wall-bounded turbulent shear flows, which cannot be
sustained below a critical Reynolds number, homogeneous and free-shear
flows remain turbulent at Reynolds numbers for which all scales of motion
can be resolved. The large-scale features of these flows are nearly
independent of Reynolds number, and statistics determined from them are
relevant at higher Reynolds numbers. However, in the simulation of
unbounded shear flows such as turbulent jets and mixing layers (especially
at low Reynolds numbers), the computational domain must be large
enough to allow development of the long wavelength instability typical of
these flows.

In LES the resolution requirements are determined directly by the range
of scales contributing to the desired statistics and indirectly by the accuracy
of the model. The less accurate the model, the further the modeled scales
must be separated from the scales of interest. In engineering calculations the
important scales contain the dynamic physical events responsible for
turbulent transport of heat and matter and the production of turbulent
energy. Near walls the principal flow structures are high- and low-speed
streaks, which are finely spaced in the spanwise direction (Kline et al. 1967)
and provide most of the turbulence energy production. The mean spanwise
spacing of the streaks is about 100 wall units (1 OOv/u,), but streaks as narrow -
as 20 wall units probably occur and would require h" - 5 for complete
spanwise resolution (Moin 1982). Similar considerations in the streamwise
direction lead to h = 20 to 30. Using 64 grid points normal to the wall
(with nonuniform spacing to resolve the viscous sublayer and outer layers)
and with computational periods in directions parallel to the walls chosen in -
accordance with two-point correlation measurements, the total number of
grid points is estimated to be N - 0.06 Re'. Although at high Reynolds
numbers this is prohibitively large, detailed simulation of the important
large eddies can be performed at low Reynolds numbers (Re. - 5000) with
presently available computers. The Reynolds number of resolvable flows
can be significantly increased when a fine mesh in the lateral directions is
embedded near the walls (Chapman 1979), but for practical applications
much computer power is still needed to calculate the flow in this extremely
thin layer. if the wall-layer dynamics can be replaced by reliable outer-flow
boundary conditions (see Section 5.2), the number of grid points becomes
low enough to use LES for engineering computations on current computers
(Chapman 1981).

Another practical difficulty in both direct and large-eddy simulations is
the cost of obtaining an adequate sample for the flow statistics. The various
scales of motion are not equally sampled; the scale sample is inversely
proportional to the scale volumc. With appeal to the ergodic hypothcsis.
ensemble averages can be replaced by averages over homogeneous spacc-
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time dimensions. For low-order velocity statistics a sample of 10' nodes
* appears adequate, but much larger samples are required for statistics of
* intermittent velocity derivatives and this problem increases with Reynolds

number (Fox & Lilly 1972, Ferziger et al. 1977, Siggia 1981). When the I.'

homogeneous dimensions (there is usually at least one) do not provide an
adequate sample, the statistics can be collected from an ensemble of flows

evolving from independent initial conditions, but this is very costly and
--- poses a serious problem for simulation of inhomogeneous flows.

5. NUMERICAL METHODS

Numerical implementation of the governing equations consists of four
main issues: numerical approximation of spatial derivatives, initial and

* - boundary conditions, time-advancement algorithm, and computer im-
plementation and organization. In each category there are options
available, and the choice of the overall algorithm depends on the problem
under consideration, the cost, and the computer architecture.

5.1 Spatial Representation
Second- and fourth-order finite differences and spectral methods are used to
approximate spatial derivatives. Since turbulent flows involve strong
interaction among various scales of motion, special care should be taken
that numerical representation of derivatives be faithful to the governing
equations and the underlying physical mechanisms. For example, ap-
proximations with appreciable artificial viscosity, such as upwind difference

I" schemes, significantly lower the effective Reynolds number of the calcu-
lation, and their dissipative mechanism distorts the physical representation
and dynamics of large as well as small eddies. The formal order of accuracy
associated with a difference method, which defines the asymptotic error for

- infinite resolution, may be less important than the accuracy of the method
at the coarse resolution applied at the smallest computed scales. The
accuracy of a method at various scales is illustrated by its ability to ,.,
approximate the derivative of a single Fourier mode ekx (Mansour et al.

-: 1979). For a given number of grid points, all difference schemes arc
inaccurate for values of wave number k near n/h, the highest wave number
that can be represented on the grid. However, for intermediate values of k

- some schemes are significantly more accurate than others having the same
formal order of accuracy.

The spectral method (Gottlieb & Orszag 1977) is a very accurate
numerical differentiator at high k values. In this method the flow variables
are represented by a weighted sum of eigenfunctions, with weights

., ~.~. determined using the orthogonality properties of the cigenfunctions. The

,
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derivatives arc obtained from term-by-term differentiation of the series or
by using the appropriate recursion relationships (Fox & Parker 1968). The
choice of eigenfunctions depends on the problem and the boundary
geometry and conditions. For problems with periodic boundary conditions
Fourier series are the natural choice, but for arbitrary boundary conditions
orthogonal polynomials that are related to the eigenfunctions of singular
Sturm-Liouville problems should be used (Gottlieb & Orszag 1977).
Expansions based on these polynomials do not impose parasitic boundary
conditions on higher derivatives, and for smooth functions they provide
rapid convergence independent of the boundary conditions.

The difference between spectral and "pseudo-spectral" approximations is
in the way products are computed (Orszag 1972). The advantage of the
more expensive spectral method is the exact removal of aliasing errcrs
(Orszag 1972); Patterson & Orszag (1971) give efficient techniques for
handling aliasing errors arising in bilinear products. These errors are not
peculiar to pseudo-spectral methods; finite-difference approximations of
products also contain aliasing errors, but the errors are less severe owing to
the damping at high k of the difference approximations. Aliasing errors
usually increase with the order of accuracy of difference schemes (Orszag
1971).

One serious consequence of aliasing errors is the violation of the "
invariance properties of the Navier-Stokes equations. It is easily shown that
in the absence of viscous terms and time-differencing errors, the governing
equations conserve mass, momentum, energy, and circulation. Aliasing
errors can violate these invariance properties and lead to nonlinear -. -

numerical instabilities (Phillips 1959). Lilly (1964) demonstrates that the
staggered-mesh difference scheme (see Harlow & Welch 1965) preserves
these invariance properties. When the nonlinear terms in the momentum
equations are cast in the rotational form, w x u + V(u2/2), properly
invariant numerical solutions are obtained with pseudo-spectral and most
finite-difference methods (Mansour et al. 1979).

For sufficiently smooth functions, spectral methods are more accurate
than difference schemes having the same number of nodes. In contrast to
higher-order difference methods, which require special treatment near the
boundaries, spectral methods allow proper imposition of the boundary
conditions. However, for the flow field to be sufficiently smooth. the
smallest scale of motion present should be well resolved on the compu-
tational grid ; otherwise, the rapid convergence of spectral methods is badly
degraded. Cost constraints usually prohibit thorough resolution of the
small scales, in direct simulations this means a mesh too coarse to capture
the dissipation scales and in LES calculations means a filter or SGS model
that does not remove sufficient energy from the small scales. In simulations • "
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of "two-dimensional turbulence" in a periodic box, Herring et al. (1974) find
that the accuracy of spectral calculations is comparable to that of second-
order (conservative but aliased) difference calculations having approxi-
mately twice the number of grid points in each direction. The advantage of
the spectral method as an accurate differentiator is limited by the error that
arises from truncation of small scales produced by the nonlinear terms.

A very important attribute of spectral methods is their self-diagnosis
property. Inadequate grid resolution is reflected in excessive values of high-
order expansion coefficients (Herring et al. 1974, Moin 1982). Fourier

* .analysis of finite-difference solutions can also reveal poor resolution
(Grotzbach 1981), but damping at high wave numbers masks its detection
until the computational grid is insufficient to represent even the larger

, ;.* scales of motion.

5.2 Boundary and Initial Conditions
In turbulence simulations, the major difficulty with specification of

* ?boundary conditions occurs at open boundaries where the flow is turbulent.
The flow variables at these boundaries depend on the unknown flow
outside the domain. The unavoidably ad hoc conditions specified at these
boundaries should be designed to minimize the propagation of boundary
errors. Periodic boundary conditions are generally used for directions in
which the flow is statistically homogeneous, but this implies that quantities

* -" at opposite faces of the computational box are perfectly correlated. If the
periodic solution obtained is to represent turbulence, the period must be

Isignificantly greater than the separation at which two-point correlations
vanish. The computed two-point correlation functions then serve as a good
check of the adequacy of the size of the period.

-. Periodic boundary conditions for homogeneous turbulence subjected to
uniform deformation may be applied only in a coordinate system moving

- with the (linear) mean flow. In this system the mean convection relative to
the mesh vanishes, and the equations do not refer explicitly to the space
variables. However, the computational grid is being continuously de-
formed, and the calculations must be stopped when the domain becomes so
distorted that the flow cannot be resolved in all directions (Roy 1982). In the
case of uniform shear, a convenient remeshing procedure (Rogallo 198 1.
Shirani et al. 198 1) allows the computations to continue until the scale of the
largest resolved eddies becomes bounded by the period. A clever implcmen-
tation of the procedure for a finite-difference calculation by Baron (19821
uses shifting boundary values on a fixed mesh. The problem of length-scale
growth is common to both experiments and computations. In homo-
genous flows or unbounded inhomogeneous Ilows, the macroscales of
turbulence grow until they reach the dimensions of the wind tunnel or the, " ...P..,4

! -.1
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size of the computational box. When this occurs, meaningful statistics
cannot be obtained from the large scales. To study the evolution of the flow

for longer times it is tempting to use a coordinate transformation that .
continuously expands the computational box in time, but such a transforma-
tion reintroduces explicit spatial dependence in the governing equations.
On the other hand, the calculation can be interrupted and the mesh rescaled
to cover a new range of larger scales. The interpolation of the existing field
to the new mesh causes some information loss; to minimize the damage the
process should be carried out while the two-point correlations still show a
significant uncorrelated range.

One of the more challenging, and virtually untouched, problems is that of :; :-.:
turbulent inflow and outflow boundary conditions in nonhomogeneous
directions. The inflow problem appears to be more troublesome, since in
most cases the influence of the upstream conditions persists for large ,..
distances downstream. Of course, one way to avoid the problem is to
prescribe a small orderly perturbation on an incoming laminar flow and
follow the flow through transition to turbulence. However, in addition to
more stringent requirements on the treatment of the small-scale motions in
transitional flows, the required length of the computational box for the
entire process is prohibitively large in some cases. The use of turbulent g
inflow and outflow conditions appears to be a practical necessity for flows
such as boundary layers, where linear-stability theory predicts a long
transitional zone.

The implementation of inflow and outflow conditions in simulations of
free turbulent shear flows has so far been avoided by use of the "frozen 1 .
turbulence" approximation. The physical problem, which is homogeneous
in time but not in the mean-flow direction, is replaced by a computational
problem that is homogeneous in the flow direction but not in time. The
inflow condition is replaced by an initial condition, and periodic boundary
conditions in the mean-flow direction are applied. Although the time-
developing approximation of the "real flow" has most of its features.
important differences remain. In a spatially developing turbulent mixing .
layer, for example, the mean streamlines within the layer are inclined to the
direction of the flow outside the layer, but those in the time-developing flow ,

are not.
Two approaches have been taken for implementing irrotational free-

stream conditions in free-shear flows. Orszag & Pao ( 974), Mansour ct al. .
(1978), and Riley & Metcalfe (1980a) use a finite computational domain
with stress-free boundary conditions in which the normal velocity and the
normal derivative of the tangential velocities are zero. The turbulence field

,4 is confined to the central region of the domain and is surrounded by
irrotational flow that extends to the boundaries. The subsequent use of Ile

• : - :,,.
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Fourier series implies the existence of image flows above and below the
approach (Cain et al. 1981) maps the infinite domain into a finite

: 'computational box and applies the free-stream (or no-stress) boundary
conditions at the boundaries of the transformed domain. The coordinate
transformation used by Cain et al. allows a fairly simple use of Fourier
spectral methods.

The specification of boundary conditions at smooth solid boundaries
does not pose any difficulty; the velocity at the wall is the wall velocity. In
the vicinity of the wall, the flow field is composed of small, energetic eddies
associated with large mean-velocity gradients (see Section 4). For practical
applications it is desirable to avoid the high cost of resolving this wall
region by replacing flow near the wall with boundary conditions applied
somewhat away from the wall. In simulations of high-Reynolds-number
turbulent channel flow, Deardorff (1970) and later Schumann (1975)
modeled the flow near the wall by applying such boundary conditions in the
logarithmic layer. Once again it is not clear how to specify boundary
conditions within a turbulent flow. For example, Schumann (1975) assumes
that the fluctuations of wall shear stress, T,, are perfectly correlated with

5 those of the streamwise velocity one mesh cell from the wall. Space-time
correlation and joint probability density measurements of t,, and u by
Rajagopalan & Antonia (1979) support this assumption very close to the
wall provided that a (sizable) time delay between these two quantities is

introduced (see also Eckelmann 1974). The accuracy of this assumption
degrades as the point of application of boundary conditions moves away
from the wall; the normalized correlation is unity at the wall but is only
about 0.5 in the logarithmic layer at y'= 40 (r/6 - 0.03 1 (Rajagopalan &
Antonia 1979). However, Robinson (1982) reports a correlation as high as
0.7 at y'= 300 (y/6 = 0.03) in experiments at an order of magnitude higher
Reynolds number (Re. = 32,800). These experimental results indicate that
the u-T. correlation at a fixed y* improves with increasing Reynolds
number, but at least part of this apparent improvement results from

.:. inadequate probe resolution at high Reynolds numbers. Robinson's wire
length extends 200 wall units in the spanwise direction. Nevertheless.
Schumann's assumption of u-T, correlation is reasonable and can be
improved by including a space-time shift. Chapman & Kuhn (1981)
propose a two-dimensional wall-layer structure retaining only the trans-
verse spatial variation. They use detailed experimental data to set the length
scales and phase relations of the velocity at the outer edge of the layer and
obtain good agreement with experiment for the internal layer structure.
Their wall-layer edge conditions have not yet been used as boundary
conditions for the outer flow. The detailed pressure-velocity data provided

... 5.
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by simulation (Moin & Kim 1982 Kim 1983) should be useful for the
formulation of wall-layer edge conditions of the kind proposed by
Chapman & Kuhn.

A three-dimensional velocity field satisfying the continuity equation and
boundary conditions must be specified to initialize the calculation. Within
thee constraints, a random fluctuating velocity field is superimposed on a
prescribed mean-velocity profile. Although the initial turbulence field can
be defined with the desired intensity profiles and energy spectra, its higher-
order statistics become physically realistic only after an adjustment period
(see Orszag & Patterson 1972, Riley & Metcalfe 1980a). For example, the
velocity derivative skewness is initially zero but quickly rises to a realistic
value. The evolution of time-developing flows (those that never reach a
statistically steady state) is often quite sensitive to the initial conditions for
the large scales.

5.3 Time Advancement
Starting from initial conditions, the governing equations are advanced in
time subject to the incompressibility constraint. We discuss time-advancing
algorithms as they are applied to the incompressible Navier-Stokes
equations. The additional SGS terms in the LES equations pose little .
additional numerical difficulty, and virtually identical numerical methods
are used. 'S

Time advancement may be done either explicitly or implicitly; explicit .: 1 :-5
schemes are much easier to implement and have a much lower cost per step.
The popular second-order explicit Adams Bashforth and Leapfrog schemes
require only one evaluation of the time derivatives per step, but they do
require retention of variables at step n - I in order to advance from step n to
n + I. The self-starting Runge-Kutta schemes (second, third, and fourth --

order) cost more per step but have better stability properties and therefore
allow larger steps. The multiple evaluations of nonlinear terms required by
Runge-Kutta methods can be used to reduce the cost of controlling aliasing .
errors in Fourier spectral calculations (Rogallo 1981).

When using explicit methods, the incompressibility constraint at each
time step is usually enforced by solving a Poisson equation for pressure
rather than by direct use of the continuity equation. To satisfy the discrete
continuity constraint, the discrete Poisson problem must be derived using
the same differencing operators used in the discrete momentum and
continuity equations (Kwak et al. 1975). The staggered-grid difference
scheme (see Harlow & Welch 1965) leads to a particularly simple Laplacian
operator, whereas with standard centered-difference methods the operator
is less compact and causes spatial pressure oscillations due to the
uncoupling of even and odd points. .'

'5.. *,*. ,,: .. 5,
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The choice of proper boundary conditions for the pressure equation is
ambiguous (Moin & Kim 1980. Usually the Neumann boundary condition

obtained from the normal momentum equation is used, but a Dirichlet
boundary condition can also be derived from the tangential momentum
equations. When spectral methods are used with explicit time advance-
ment, the fact that both conditions cannot be simultaneously enforced
implies the inability to impose complete velocity boundary conditions

C (Moin & Kim 1980). With the second-order staggered finite-difference
scheme, the need for pressure boundary conditions does not arise. The
continuity equation at the interior cells, together with the momentum
equations (at the interior grid points) and the velocity boundary conditions,
leads to a closed system of algebraic equations for pressure.

The root of this difficulty with spectral methods is that explicit methods
treat the governing equations as an initial-value problem rather than as a
boundary-value problem. Implicit methods require the solution of a
boundr-y-value problem at each time step, thus allowing the natural
imposition of velocity boundary conditions. Moreover, in simulations of
wall-bounded flows, implicit treatment of the viscous terms overcomes the
severe restriction on time step that arises from the small grid spacing
normal to the wall. For these reasons all the calculations that extend to the
wall use semi-implicit time-advancement algorithms (Orszag & Kells 1980,

-" Moin & Kim 1980, 1982, Kleiser & Schumann 1979). In these calculations
the nonlinear terms are advanced by the Adams Bashforth method. Fourier

1 expansions are used in homogeneous dimensions, and either Chebyshev
polynomial expansions or second-order difference methods are used in the
direction normal to the wall. Recently, Leonard & Wray (1982) have
developed a semi-implicit spectral method based on expansion in

-divergence-free vector functions. In this representation of the velocity, each
term satisfies the continuity equation as well as the boundary conditions.
Since the continuity constraint is satisfied by the expansion functions,
pressure does not appear and only two velocity components are required to
define the velocity field; this significantly reduces computer memory
requirements. In wall-bounded flows the time step required for accurate
resolution (see Section 4) is much larger than that required for convective
stability, which suggests that advancement of the convective terms by
implicit methods may be advantageous. Deardorff (1970) and Schumann
(1975) translate the coordinate system at constant speed, reducing the mean
convection velocity relative to the mesh to allow increased time steps.
Alternatively, convection by the mean velocity can be handled implicitly;

.0 this is much simpler than a complete implicit treatment.
For problems in general geometries the computational complexity of

spectral algorithms is not appreciably greater than that of differcncc
i; .%
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algorithms when the boundary conditions allow use of explicit time
advancement and the physical domain can be analytically mapped to a
simple computational domain. But the linear convective stability criterion
for the explicit advancement is more severe (by a factor of x for second-
order central differences). With fully or partially implicit time advancement
the computational complexity of spectral algorithms is much greater than
that of difference algorithms. The nonconstant coefficients that arise when a
complicated physical domain is mapped to a simple computational domain
lead to dense matrix equations for the spectral coefficients. It is impractical
to solve these equations by direct techniques; only iterative procedures
appear to be feasible (Orszag 1980), and the accuracy and efficiency of the
method depend on the number of iterations required to obtain the
converged solution at the next step.

6. RESULTS

The flows simulated to date fall into one of three classes: homogeneous
(unbounded), unbounded inhomogeneous, and wall bounded. The em-
phasis of the work can be classified as fundamental physics, development of
simulation technique, and application to real problems. In the preceding
sections we have discussed some of the work on technique. In this section
we present typical fundamental results for three simple shear flows:
homogeneous turbulence in uniform shear, the evolution of a turbulent
mixing layer, and turbulent channel flow. These flows exhibit many of the
complications found in real engineering problems. The homogeneous shear
flow introduces anisotropy and production at large scales, the mixing layer
adds turbulent diffusion and intermittence at the large scales, and the
channel introduces solid boundaries near which all of these complications
occur at small scales as well. These three flows are well documented by high-
quality experimental data and have been simulated using a variety of
numerical methods and a range of resolution.

Turbulence in uniform shear exhibits growing length scales, O(L) and
velocity scales, O(q), which appear to approach fixed ratios as the flow
evolves (Harris et al. 1977), and the characteristic time of the turbulence,
O(Lq), locks on to the characteristic time of the shear, O(S '). It is plausible
that the turbulence ultimately attains a self-similar structure with exponen-
tial growth of length and velocity scales (Rogallo 1981). The early evolution
of isotropic turbulence subjected to uniform shear is predicted well by the
linear theory of rapid distortion (Deissler 1961. 1972). Although this theory
incorrectly predicts ultimate turbulence decay, its prediction of the
Reynolds-stress anisotropy and two-point correlations is surprisingly
accurate (Townsend 1976). The first simulation of homogeneous shear was

*1".; :,.
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the 16 x 16 x 16 finite-difference LES by Shaanan et al. (1975). Their
results agree qualitatively with the experimental data, even though periodic
boundary conditions were applied on a fixed mesh (see Section 5). More
details of the flow are obtained in the 64 x 64 x 64 direct spectral
simulations of Feiereisen et al. (1981) and Shirani et al. (1981) in which
compressibility effects and passive scalar transport, respectively, arc
studied. The results of Rogallo's (1981) 128 x 128 x 128 direct spectral
simulation indicate that even at a macroscale Reynolds number an order of
magnitude below that of Tavoularis & Corrsin (1981), the large-scale
statistics of the experiment can be reproduced. A major difficulty is the
definition of a characteristic length for the energy-containing scales. The
integral scale depends strongly on the largest computed scales for which the
statistical sample is poor. In Figure 1 the computed correlations for two
simulations are compared with the data of Tavoularis & Corrsin. The
correlations are normalized by the turbulent shear stress rather than
normal stresses, and the separation is made nondimensional by reference to - -

the longitudinal integral scale in the mean-flow direction. This scaling
should collapse the correlations of the large scales; the correlations of
streamwise velocity collapse well for the different Reynolds numbers and -.

characteristic times ratios, SL/q, but collapse for the transverse velocity
components is less satisfying.

The calculated flow fields can be used as detailed data for the
development and testing of closure models. As an example, the tensor sum
of the pressure-strain correlation (the "slow" term) and the deviator of
dissipation,__

6th, B~

is usually modeled in a Reynolds-stress closure (Lumley 1980) by a scalar
multiple of the Reynolds-stress anisotropy tensor, 0,, -#b,, where b,,
- u*U,/UJuk - 6i.

Lumley proposes that the scalar coefficient depends on Reynolds
number, the invariants of the stress tensor, and other relevant scalars of the
flow. The two tensors (Figure 2a) are indeed correlated in the calculated
fields, and the collapse obtained by the linear model (Figure 2b) supports its
use (but its performance in other anisotropic homogeneous flows does not,

Figure 2 Lumle)*s 19HO) linear model of pressure-strain correlation and dissipation
anisotropy. (a) Dependence of modeled tensor on Reynolds-stress anisotropy tensor. (h) com-
parison of modeled and measured values; (cJ variation of model coeflicient with Reynolds
number. The data points represent independent flow fields at a wide range of parameters Worn.
Rogallo 191411.
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see Rogallo 198 1). The orderly nature of the small remaining error suggests -

the possibility of higher-order model terms. The increase of the model .;.

coefficient, P, with Reynolds number (Figure 2c) has been predicted by
Lumley, but it should be noted that other scalar attributes of the flow,
particularly the ratio of shear and turbulence time scales, are important and
they are also varying among the data shown.

The mixing layer separating two uniform streams of differing speed has

been studied analytically, experimentally, and recently by simulation.
Much of the recent work is concerned with the observed organized vortical
structures that result from Kelvin-Helmholtz instability in turbulent layers
and their downstream growth by pairing (Roshko 1976). It is found
experimentally that the evolution of the layer is strongly influenced by
imposed perturbations, and the simulations indicate an analogous sensi-
tivity to initial conditions. Simulations of the LES type have been
performed at low resolution by Mansour et al. (1978) and Cain et al. (198 1). -

In the calculations of Mansour et al., the roll-up stage of the flow is inhibited
by a mesh domain too short to support unstable waves. When vortex cores
are included in the initial field the eddy-viscosity model, in the presence of
the mean shear, prevents the proper growth of energy and length scales. The
problem appears to be simply one of inadequate resolution. The mesh of
Cain et al., on the other hand, is scaled to include the fundamental
instability wave and its subharmonic. Roll up of the layer occurs, with the
resulting vortices meandering in the spanwise direction and pairing locally
to form a network of vortex tubes. Riley & Metcalfe (1980b), using a
32 x 32 x 32 direct spectral simulation, show (as do Cain et al.) that the
presence of an energetic two-dimensional instability wave modulates the
layer growth; the early growth is more rapid, but once roll up has occurred .-

growth is delayed until the vortices approach each other (by turbulent
diffusion, convection by a subharmonic, spanwise variations in proximity,
etc.) closely enough for pairing to occur. The spanwise vorticity field of a
turbulent mixing layer (Figure 3a) clearly shows coherent structures, even
though the layer growth is statistically self-similar. The structures are not
simple two-dimensional vortices however, as the vorticity at another
spanwise plane (Figure 3b) indicates. Metcalfe & Riley (1981) increase the
computational domain to capture the subharmonic of the instability wave.
These 64 x 64 x 64 mesh results confirm their earlier results, and the larger
domain eliminates a spurious growth of turbulence intensity found there.
This flow illustrates the importance of not constraining potentially
important scales, in this case the instability scale.

The most extensive application of LES has been the calculation of fully
developed turbulent channel flow. In the first realistic numerical simulation .-

. €
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viewed inthe spanwise direction. The distribution is shown intoplanes separated by hiail the
computational period (from Riley & Metcalfe 1980b).
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of turbulence, Deardorff(1970) calculated this flow at a very high Reynolds
number using only 6720 grid points. Schumann (1975) and Grotzbach &
Schumann (1979) used up to 65,536 grid points, included temperature .%
fluctuations and heat transfer, and considered a range of moderate
Reynolds numbers (Re > 10k), but like Deardorf, they modeled the wall-
layer dynamics. In these calculations the mean-velocity profile, turbulent
intensities, and pressure statistics are in good agreement with the ex-
perimental data. Moin & Kim (1982) calculated the channel flow at
Re = 13,800 (based on channel half-width 6 and centerline velocity), and
extended the calculations to the wall using a nonuniform mesh with total of
516,096 grid points. The computed velocity and pressure field was used to
study the time-dependent structure of the flow and its relationship to

Figure 4 Turbulert channel flow visualized by fluid markers (simulated hydrogen bubbl%).
(a) Markers introduced on a line in the spanwise direction at y - 6: (IN markers introduced

* on a line normal to the wall. view extends toy* 240 (from data of M'in & Kim 198(2).
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* various flow statistics (including those appearing in the time-averaged
Reynolds-stress equations). The detailed flow field was analyzed with

contour plots of the instantaneous velocity, pressure, and vorticity
fluctuations; with higher-order statistical correlations; and with tracking -

of passive particles in the flow. In particular, a motion picture was made
simulating hydrogen-bubble flow-visualization experiments (see Kim et al.
1971 ; Kline et al. 1967). In Figure 4 two typical frames from this film show
the paths of bubbles generated near the wall (y - 6) along a line in the
spanwise direction and of bubbles generated along a line normal to the
channel wall. Various distinct flow features, including the wall-layer streaks
(Figure 4a), and the formation of profiles with multiple inflection points and
ejection of fluid from the wall region (Figure 4b), re in accordance with
laboratory observations.

C The contours of wall-pressure fluctuations from the turbulent channel
flow simulations of Grotzbach & Schumann (1979) are shown in Figure 5.
In agreement with experimental measurements (Bull 1967, Willmarth

, ''1975), the large-scale pressure fluctuations are correlated at considerably
greater distances in the lateral direction than they are in the mean-flow
direction. This feature is reproduced in the calculations of Moin & Kim
(1982), where localized regions of high pressure intensity are also observed.

' The two-point pressure correlations of Moin & Kim (1982) indicate that the
spanwise elongation of pressure eddies persists across the entire channel. L

Figure 6 shows the two-point velocity and pressure correlations in the K

* vicinity of the wall (y/6 = 0.06, y* = 38). The pressure correlation is
S"negative for large streamwise separations but is always positive for

t .s
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Fiure 5 Pre.sure distribution at the wall in turbulent channel flotA (rom Grotzbach &
Schumann 1979)."
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spanwise separations. The same characteristics are exhibited by experi-
mentally measured wall pressure correlations (Bull 1967). Thus, the
fluctuating pressure gradients driving the flow are stronger in the
streamwise direction than in the spanwise direction. In the vicinity of the _..

wall the pressure fluctuations are correlated over larger lateral distances ..
than are the velocity components, but in the streamwise direction it is the
velocity fluctuations (particularly the streamwise component) that are
correlated over larger distances.

Recently, Kim (1983) has further studied the spatial structure of the wall
Ii layer by applying a conditional sampling technique to the "data" generated
- 4by Moin & Kim (1982). Figure 7 shows the signatures of the pressure and

streamwise velocity component, during a "bursting event," obtained using a
variant of the VITA conditional sampling technique of Blackwelder &

r Kaplan (1976). The velocity signatures are remarkably similar to the
experimental results. The pressure signatures (which can be obtained
experimentally only at the walls) indicate localized peaks during the

.. detected bursting event, with adverse pressure gradient associated with
flow deceleration. The pressure signature persists at significantly larger
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Fifure 7 Pre%urc and vebcait) signatures of the bursting event" near the wall in turhulent
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distances normal to the wall than does the velocity signature; this suggests
' that the fluctuating pressure gradient driving the wall layer is imposed by

the outer flow. The conditionally averaged transverse velocity components
and streamwise vorticity component, displayed in planes normal to the
flow direction, show a distinct pair of counter-rotating vortical structures V
associated with the bursting process.

In addition to the fundamental studies outlined above, LES has also been
used in practical engineering applications, where it can be more cost
effective than the multiple transport equation statistical models (Schumann
et al. 1980). For example, in a problem related to nuclear-reactor safety,
Grotzbach (1979) used a very-coarse-grid (16 x 16 x 8) LES to investigate
the effect of buoyancy on flow mixing in the downcomer of a reactor. He
found that buoyancy enhances mixing of the entering hot and cold fluid
streams and prevents a "hot chimney" from developing along the length of
downcomer adjacent to the reactor core. These results were later confirmed
by experimental measurements. LES appears to be the only viable
predictive computational tool in applications that involve aerodynamic
noise, reduction of turbulent skin friction (for example, flow over compliant
boundaries), and other applications in which the details of turbulence
dynamics play a dominant role.

7. SUMMARY

Numerical simulation has become a viable complement to experiment in
both fundamental and applied turbulence research. Its growing popularity
reflects both its promise of realistic answers to a difficult problem and the
continuing rapid decline in computing costs. We expect this trend to
continue. In addition to the advances in computer capacity of the last
decade, less easily measured progress has been made in simulation
technique and in the utilization of simulation results. A notable develop-
ment in numerical algorithms has been the use of spectral methods for
direct simulations in simple geometries. This method is not very attractive
at present for complex LES calculations involving mesh mapping and
implicit time advancement. The premise of LES, that turbulence calcu-
lations can be closed more easily by truncating scales of motion rather than
statistical moments, is supported by results, especially those in wall-
bounded flows. But the hope that very simple eddy-viscosity models would
be sufficient has not proved correct for the anisotropic SGS stresses caused
by high mean field gradients, at least with a reasonable number of mesh
points. Anisotropic meshes, which cause ambiguity in the definition of SGS
length scales, and moderate Reynolds numbers, at which the roles of the
various scales overlap, introduce additional modeling difficulties. The



decomposition of SGS stress into mean and fluctuations, which essentially
*! models separately the SOS energy transfer from the mean flow and that

from the remainder of the resolved scales, provides a workable closure for
U the wall-bounded cases reported. Despite the ad hoc nature of the model, it

demonstrates the ability of an LES to base the SGS model on subsets of the
resolved set of scales. The explicit calculation of the Leonard and "cross"
terms, and the related modeling ideas of Bardina et al. (1980), also directly

• .utilize more information from the resolved scales to reduce model error.
The nature of the flow near walls requires the expensive resolution of very

small scales. The cost of resolution can be reduced by embedding a fine
mesh only near the wall. However, the scale disparity between "wall" and
"wake" layers, the presence of the overlap "log" layer, and the known form

r of the organized eddies near the wall strongly suggest that in some practical
applications the wall layer can be replaced by a boundary condition for the .
wake layer that is imposed in the log layer. This situation is analogous to
the separation at high Reynolds number of the energy-containing scales
and the dissipative scales by an inertial range, and we certainly believe
closure is possible in the inertial range in that case.

Inflow and outflow boundary conditions present a major obstacle in the
calculation of complex engineering flows. In self-similar cases (wakes, jets,
mixing layers, etc.) the use of periodic boundary conditions in the
appropriate similarity coordinates seems natural, but in the more general
case it will be necessary to measure the sensitivity of computed values to the

. I inflow and outflow conditions used.
The future of turbulence simulation appears bright indeed. While there

remains much work to be done on simulation technique, modeling, and
numerical methods, we have already reached the point of being able to
generate more information than we are able to digest. One can imagine in
the near future a researcher at a graphics terminal with access to computed
turbulent flow fields of high resolution. He will be able to display any
desired quantity computed from the field (for example, statistical averages

r.: or three-dimensional visualizations of fluid motion and eddy structure).
The computer can answer any question about the fields it holds, and the
researcher can devote his time to the really difficult effort of finding the right
question to ask. The experimentalist must arrange his experiment and
gather the specific data needed to answer his questions; if these answers
suggest other questions, the experiment must frequently be rerun to collect

L new data. The use of stored simulation results places fewer constraints on
the questions that can be answered, and allows rapid interactive display of
results. An experimntalist with access to such a data base would be able to
evaluate the choices of data to be taken from the experiment; for example.
he could tune a conditional sampling strategy to capture more precisely the

-" .-
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events of interest. A person developing turbulence models could use the
data base to evaluate proposed models. Furthermore, the flow-field data
base can be shared by other researchers who do not have the computer ' .~

power required to generate the fields, but do have enough power to probe
them. The development of hardware and software tools for interactive
probing of simulation results, the availability of the computed flow fields (in
computer-readable form), and the advancement in computer. capacity will
ultimately determine the degree to which simulation enhances our
understanding and ability to control turbulence.
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