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ABSTBACT

The raprid growth of information systems *echnclcgy has
created new challences for the information/computer center
maragement, Major investment*s in compu*er hardware and
scftware and expansicn of the data processing roles in many
crganizaticns has had profourd effacts on the management of
those o-ganizaticns. A managament control system must be
used t¢ 1) provide communication be%tween the user and the
data processing activity «o act in the hest interes+s of +he
crganizaticn, 2) encourage effective and efficient use of
the informa+ion resource and 3) provide information relevent
to future investment d2cisions. Bach organization has
specific organizational objectives that change over time and
therefore requires a control systam mechanism that nmust be
sufficiently £lexible %o con*tinue to meet those objectives.

This <*hesis provides a wmanagerial guide by which =a
computing facility nmanager can implement a management
contrcl system or evaluate an existing systenm.
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I. INIBODOCTION

3. BRCLE OF HANAGEHNEYT CONTBOL SYSTENMS

A maragem2nt control system is a critical network which
integrates the orgarizaticn's operations ([Ref. 1]. I+
focuses cn guiding tte organizaticn on a2 year-to-year tasis
kut dces so in such a way as %o be consistent with +*he
lcng-range crganizational strategy. A "management ccntrol
syster Iuilds on tke output of <the planaing process to
develcr a pcrtfolio ¢f projects, hardware/sofiware enhance-
ments and aéditicns, facilities plans, and staffirg levels
for the jear" [Ref. 2]). The management ccntrol system moni-
tors the progress of these developments and alerts acpro-
griate levels of the organization when performance deviates
from the expected standards. Control systgms €for a Navy
computing facility <should b2 adapted to a very dJdifferent
software and operaticns techrnclogy in the 1980's than was
presert in the 197C's [(Ref. 3]. The management control
syster nust take into acccunt the sophistication of the
users, geographic dispersion ¢f the organization, =stability
cf management, the organization's structure, and the
interdepartmental relationships [Ref. 4]. The significance
cf the computing facility 3in the overall crganizational
strategy is an important consideration in how +tightly the
ranagement control system should be maintained.

Within “he Navy, computer centers are operated as inde-
rendent service organizaticnms. They provide services to
"client" organizations, as ir the casa2 of a Naval Automaied
Fagicnal pa*a Center (NARDAC) supporting the iInventery func-
tions ¢f a Naval Air Rework Facility (NARF) or as a data
processing center within a Navy Supply Center o-ganization




.

supporting the functicns of other depar+<ments a* tha* Suprpl
[

Center. Traditicnal management control models have stc-es
the financial c¢cntrcl architectura, <+he €inancial conrtrol
process and the audit functicn. 1In an operational serse the
pon-financial management control system is just as important
in the day~to-day management of the data processing center.
The ccmputer center manager must survey the ussr ccmaunity
to determine the adequacy cf data processing support ta2ing
grovided, the status of user service agreements, and fore-
casts of user requirements for lcng-range system acquisi+tion
and utilization planning.

The ccntrol system provides data on the status of the
crganizaticn's operations. It is a means, not an end in
itself. The control system "helps the orgarnization meet its
cbjesctives, not £ind wrongdcers" [Ref. 5]. Additionally,
the ccrputer center manager mus* be concerned not only with
“contrclling data center activities so that performance
standards are net, but also how procedures and technolcgy
can be mcdified to permit +the setting ¢f higher performance
standards" [Ref. 6]. According to Schaeffer, computer
center managers have three tools that have proved successful
in ccntreclling data center activities: " the receip* of
managemsent reports, the existence of an ac-ive da*a center
steering ccmmittee, and availability of a user/data center
kandkcok" [Ref. 7]. These three tools can be used to
provide managers with critical information on which to base
reascnable decisions, provide a2 channel of communication
tetween *he data center and user rapresentatives and provide
explicit documentaticn on the- functional organization and
operating procedures cf the data center (Ref. 8].

Organizations differ in their abilitias to measure
eithexr ccttput or behavior which is relsven*t to a dasired
gerfcmance. Ouchi (Ref. 9] describes +hree fundamentally
diffarent mechanisms through which organizations manage this




froblea cf evaluation arnd control. The threa framewccks £is«
well in+to *he scheres £for ccntrol systems +ha+ mus* ba
develered £cr computer facilities, The three framevorks

Cuchi describes are called wrarkets, bureaucracies, ard
clans. "The problea of organization is +“he protlem of
ocbtaining ccoperatior among a collection of individuals or
units who share c¢rly partially congruent objectives"®
(Ref. 10]. The frameworks determina2 <th2 type o0f control
process vhich effectively eliwinates “he goal incongruernce
and is defined by the different characteristics cf behavior,
output or process measurement within 2ach £framework.
Fundamentally, in a market the control problem is maraged by
its atili*ty to precisely measure outputs; burecaucracies raly
upon the measurement c¢f the process; and clans use a social-
izaticn process which uses cultural influences te guida
tehavior towards congruen:t goals because of an inability o
obtain quantifiatle reasurements. O0f course, in reality a
pure market, bureaucracy or clan would not exist. "Real
organizaticns will sach con%tain scme fzatures of sach of %hs
sodes <cf control" [Ref. 11]. The design problsm <thus
tecomes cne of assessing tlke characteristics of measuremsent
and determining the proper form of control [Ref. 12].
Indsed, the ability to measure either ou*put or prccess
wvhich is relevent to the desired performancs is a kszy issus
in deterrining the <¢proper form of control. The tasic arnd
fundamertal assump*icn underlying any bureaucra*ic or market
ferm ¢f ccntrol is the assumption that it is, 4in fack,
feasitle tc maasure with reasonabls accuracy =he performance
which 4is desired (ERef. 13]. A control system bas2d on
ambiquous and inapprcpriate gmeasuremesnts is 1likaly to be

ineff .tive and under such cenditions, the clan form of
centrcl, which stresses values, educational background, and ]
tehavior may vell be preferable.
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Tuc key issues, +herefore, in design of a management:
contrcl system for a computer facility are the clarityv with
vhich perfocrmance can be assessed and the dagrze of gcal
congruence. These two dimensions are stzted by Ouchi *o0 be
"intimately related ir determining forms of control." The
problem for the manager when desiganing a control system is
to disccver the balance of socialization and meazurement
which mos* effectively promctes geal congruency.

Sumnmarizing, the role of management control in an crga-
niza*+ion is to assist management in the plannirg, coordirna-
tior and contrel cf the organization's responsibility
centers vhere " a responsibility center is a group of peorle
headed ty a manager who is resronsible for what it is doing"
{Ref. 14].

BE. CCNTFOL SYSTEM PEOBLENS FACING INPORMATION MANAGERS
1. Infermation Explosicn

A major stimularnt to informazion system grow*h is
the emergence of grcups c¢i exrverienced coamputsr systenms
users. As the nsers become familiar with *he capabilities
cf infcrmation and data prccessing centers, they generate
additional data processing requirements. If ar effective
centrel system is not in place +o appraise *he potential
costs and tenefits of new requirements the organizatiorn may
experience " explosive growth...with new capaci%y required
every cne€ cr two years" {Ref. 15]. There must be a balance
tetween inncvation and control. The management of the data
processing center ard the user managemsnt must clearly
understard and agree to the policies of control.

The control system must deal with capacity expansion
in a manner that is consistent with both data center and
user management objectives. Ccmplex trade-~offs exist in the
areas cf capacity utilization emerging from ¢he Nolan phases

11




cf "initiation, contagion, control and integration" and user
innovaticn. In a situation where congruent managemer* geceals
encourage user exposure and interest in new adap*tavtions arnd
applica*ions, the ccntrol system significantly differs from
the sitvation vwhere usar applications are nrearing the
capacity seturation point ard the managemsnt goal is
contrclling a scarce resource. The *trade-offs made in inno-
vation, with its acccmpenying risks and payoff oppor%uni-
ties, versus conservatism and the inheren* reliability, must
ke reflected in the type of management objectives involved
and the emergent control system [Ref. 16]). Organizaticans
which stand to benefit either from significant cost reduc-
tions cr process efficiencies or competitive technclogical
advantaces should adeopt control systems +that allow and
encourage mere innovation than ore tha* has a great deal of
dependence c¢cn a smooth, reliable cperation.

The control system mus*t be <casponsive to the ussot's
short-term -equirements but nct a%£ tha 2xpense of the data
frocessing center's crderly developmen:t and execution of the
long-range rplanning inherent in the <computer resource life-
cycle. The management control systesm shculd be a tocl to
se* an equilibrium tetween the user reguirements and data
processing center's gplans and, at the same time, ensure that
+*he operations suppcrt +the <c¢verall organizational objec-
tives. The control system must also not be overly cumber-
some c¢r restrictive or users will be =ancouraged to seek
al*ernative or multirle sources of computer services,

Accerding tc Schaeffer (Ref. 17] an excellen+*
channel fcr bringing +together data center and user Jjepart-
ment representives is the data center steering ccmmittee.
This can Lke a 1mechanism fcr £fcstering rapport and mutual
assistance tetween the users and data processing organiza-
tions. The activi+ties of the committee should irnclude:
"coordinaticn of data center and user activities, resclution

12




¢f schedrling difficulties, data center managemernt's aware-
ness ¢f upcoming rescurce demands, user awarensss of arpli-
caticn processing problems and inefficiencies, and ceview of
alterna*+ive processing approaches™ (Ref. 18]. Additional
issues tc te addressed are: status of user sarvice agree-
ments, user service profile trends, and user invelvemernt in
applicaticn program development, The user functionzl decmain
and +tte data processing center's functional domain must be
clearly set and agreed upon so control systems can be
specifically designed and mocdified to support the long-ternm
crgarizaticnal strategies and near-“erm emergent require-
ments. Control of new requirements and nsvw technoleqgy mus+:
be a major facet of a management control systen. The
managenent control system ©must balance innovation and
contrcl cf the computer resources in a way that is sensitive
to charging demands cof the users zand provide a framework for
e?ficient and effective resource utilization.

2. Sofiware Development

The recent shift in the corporate world to purchased
software instead of in-house construction is a primary
concern for the Jata processing canter. The proliferatiorn
cf user microcomputers or minicomputers poses some Teal
problems fecr <+he data processing wmarager in *ezms of
construction of new scftware, intagration of in-house scft-
ware with standard user-oriented, purchased software and
paintepance of both existing and newly purchased scftvare.
The supply ¢f cheap ccmmercial software is grewing dramati-
cally and many vendores offer various standard sof*ware rpack-
ages, such as payrcll and accounting, as well as repcrt
generatcrs and procedural lanquages. The prcblem is partic-
vlarly critical when +he user has authori*y to tuy and
operate ccmmercially available software while <ha data
rrocessinrg center still has responsibilis for mainterance

13




¢f cther services and ensuring compatibility of “he cormmer-

cial sof*ware with existing softwara. The data prccessing
manager must deal with problems of span of control, centrel-
izaticn versus decentralizaticn of the computing resourcs,
effective resource utilization in <terms of mainframe utili-
za+ion and duplicaticn of applications, and costs asscclated
with lcss of economies of scale in processing and storage.
Cash (Ref. 19] identifies the following key issues £for the
data prccessing manager in 1loss of "cperat=icns moncpcely
contrecl":

2) " How to nmaintain existing services while ‘Ftuildirng
aprropriate and necessary data bridgss +o the new
ones."

b) " Hcw to evolve the IS operations organization from a
p-imary integrated system of data processing to a
series 9f services which are better focused on the
specific needs cf different users."

c) " How to develcp user undarstanding of beth their real
operatioral respoasibility over the systems under
their control and how *o interface effectively with
+he (data processing center)."

With tha2se control issuss ian wmind, the data center manager
may want tc¢ consider a requirement that cer+ain life-cycle
manageman- *echniques, such as including softwvare mainte-
nance costs, be used when the user will be acguiring hard-
ware or sof+ware for which the data center will continue to
have maintenance responsibility. A benefi* of the life-
¢ycle management aprprcach is ¢hat it will recommend a cost-
trenefit analysis £cr acquisition of new hardware amnd
sof<ware that can be compared to the cos* of *h? application
run by the data gprocessing center's mainfranme. This life-
cycle approach will help managers decide whether *c imple-
gent a near-term £ix by buying new software or ha-dware or
take a lc¢cnger-range, broader scope solu“ion where <he new

14
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applicatior can be integrated in%to <the present dzta

processing sys=en.

Another management consideration +hat rus¥ b2
addressed if the users do acquire other computing servic
¢ scftware is that all computers and " office-of-+he-
future" prcducts are candidates for interconnecticr to a
variety ¢f other machires (Ref. 20]. The movement tcward
retuczks and distributed data systems will require that the
user's hardware ard sofiware be compatible with a data-base
management system needed tc¢ operate with distributed data
bases. The long-range planning involved for sofiware devel~
opment is therefore nct a trivial matter., Software develop-
pent decisions must be an integral part of the data
processing management strategy. The decision to buy off-
the-chelf scftware for a user function may seem a relatively
small decision to make now, but it can have a sigrificant
impact c¢cn the user and da<+a processing cen%er's interface
and management relaticnship in <the futurs. The management
contrcl system must therefore address controls on the devel-
opment c©r purchase of new scftware.

The maragement control system must also moritor the
extent cf scftware maintenance as well as the resources used
and coste associated with +the main*tenance. Theoretically,
+he maintenance costs could exceed tha cost of a new soft-
ware system but the data processing marnager woculd not know
this 9unless he had some measure of performance of the
existing software systen. Scme measures that can be used
are the direct labor cos*s (programming), down-time associ-
ated with software maintenance, and computing capacity
utilized fcr implementation of the new cr modified software.

3. costing

The costs associated with operating a data
processing center include much more than the costs attrib-

15




ted to the computer trardware, "Today, it is nct uaccmmon
g for the hardware costs to accoun® for less +thar 20 vercen*
h cf <he tctal data prccessing ccsts" (Ref. 21).

cétegcries cf costs illustrated in figure 1.1 are suggested

Scme o€ the —

ty Perry (Ref.

Figure 1.1 Cost.

22].
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A key issue facing the data processing c=n%er
manager is hov to measure and allocat2 costs in  such

[}1]
b
s 1)
<

as tc encourage effective use of the computer can<er
IfSourIces. Cost Dbehavior has been greatly influenced by
emerging compu+ter technologies, shortage of trained computer
specialists (Ref. 23] and the aforementioned "infermation
explosicn". Por exanmple, technical advancements have ganer-
ated replacement hardware with 4 to 10 times (Ref. 24] more
capacity than existing ones with costs less than the crig-
iral equipment's purchase price. In a chargeback environ-
ment th2 data center manager must decide whether to srread
all of “he rresent ccsts on to their current users cr fore-
cast futvure costs and set a multi-year average which would
TECOVEr COs* a* the end of the period. If +the manager
chooses to cover expenses from the start, higher prices (per
uni+ of infcrmation) wmay inhibit user innova+ion and appli-
caticn experimen%atien. On the othar hand, 2 multi-yea:c
average cos~ decisior could encourage (by lower prices) acre
capacity useage and spack new application develcpment.

The eoffact c¢cf cost allocation is not a trivial
matter in a chargeback enviroment. Where users are charged
fer ccmputer services, either by chargeback or reimturse-
ables, ccs*s allocaticn has a significant impact on the type
and guantity of services requesied and future applicatiorn
development requests, Users are motivated "+o be cocncerned
about the value of services <they receive and managers are
motivated tc be concerned about +the costs and quantity o€
services they provide® (Ref. 25].

In 2 "service center"™ situation, costs are rormrally
accumulated in the data proCessing center budget and <he
cos*s are allocated indirectly, not on the basis of service
to the ysers, When the data prccessing is offered to users
rasically " free of charge" the manager must deal witk
uacontrclled growth of new applications, sys%em sa%turation,

17




inefficient programs, poor or non-existent job priori+iza-
tion and lit4le or nc contrcls for efficient and =Sfective
rescurce utilization. The advantages ~f this cos+ting schame
is simplici*y, 1lower accounting costs, and increzsad user
experimentation [Ref. 26].

4. Elanning and Eudgeting

The computer center manager has a complex prchlem in
flanning and budgeting. As will be discussed later the data
center manager must <reconcile the plans, formulate ani
execute the budget and develop audi*t techniques to suppert
thke organizational c¢oals. In a chargeback accounting
scheme, +the budget nmus+ identify those items +hat will be
"missicn tudgeted" as overhead and those cos*ts that will be
charged-tack to the users. n A budget is a quarntitative
expression cf a plan " states lLeonard I. Krauss [Ref. 27].
It is an opportunity to emphasize effectiveness in *arms of
producticn and costs and an oppcrtunity +to implement new
ideas created by a lecng-range plan. A budget manda+es +that
management *hink ahead and plan responsibibly. The tr-ansla-
tior of the plans into a budget provide a suitable framework
for develogring managemen* ccn*trols and evaluating finarncial
performance. The manager must translate the plans 3intec
terms that correspond to “he centers of responsibility that
are charged with executing that portion of the plan, This
translation is a statement of +the outputs expected during
the budget ysar and the resources to be used in achieving
these ocutputs, The melding of crganizational plans iZantc the
tudget alsc provides a mechanism for coordination c¢f effort:
and resources and consolidaticn of resource requiremenats to
ke mcre effective in resource assignment.

The data precessing panager has to consider <he
follcwing things in preparing a budge<*:

a) User demand and resource supply £or computer services,
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by The effect on "sales" of service pricing, quality and
r2sponsiveness,

c) The effect of ccmmercial ccmpetition,

d) Hcu to generate new users,
Because accurate and reliable cost estimates are n=2eded for
an 2ffective budget, the data center manager mus* racsiva
inpute from the users on the velume, type, gquantity, etc. of
services that will te requested of *he computer center.
These inputs must be ircorpcrated in a functional categer-
izaticn cf the data rrocessing budget. The data fprocessing
manager must forecast the user's demand based c¢n variable
prices and develcp budgetary centrols tc mernitor the confer-
mance to the financial cornstraints.

5. Auditing

There is a significant relationship between ¢the data
Erocessing department and the audit process. This relaticn-
cship affects the data processing "stability, effectiversss,
and even its survival" [BRef. 28]. Andits can come in twe
forms: (1) external or (2) internal and with two pecints of
view; (1) firancial or (2) data processing managemen* and
operational functions.

The external audit is normaily done by perscnnel
outside *he organization hired as an cbjective source tc
ccoment and verify the organization's financial posture.
Although net always trained or axperienced in QJata
frocessing, external auditors will be interested in the
follcuing areas: (Ref. 29]

a) The authenticity of computer-generated financial data.
by The ccntrol and security of data.

c) The physical security of the data center,

d) The documentaticn of standards and procedures.

An 3internal audit of data processing center will
normally te conducted by the organization's own staff.
Areas cf primary concern will generally include:
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and

a) The adhererce +to crganization's policies, ry

requlations.

b) The afficient use of resources.

¢) The physical security of the data and data cerntar.

d) The documentation of standards and procedures.

€¢) The lcng-range resource (facilities, equipment, e%c.)
Flanning.

f) The avdit staff involvement in system d=sign.

While the deta processing manager does not have the option
to declire an audit, it is in the best interest of the data
processing center to view the audit with 2 positive attituds
for the following reasons: {[Ref. 30)

a) An audit cannot ke avoided.

b) An audit is an excellent, objsctive socurce of op2ra-
ticnal improvenent suggestions.

c) An audit is an cbjective benchmark cof wha* kiné of Job
+the facility is doing.

From a Navy-wide standpoint, the ideal si%uation
would be to audit all data centers. This, however, may no*
ke possiltle because cf the nusber and geographic dispersion
¢f the data centers, In deciding which data centers to
audi+* or , for an internal audit, whethar to do an audit,
the fcllcecwing criteria may be used:

a) The center has teen audited before ard 4id not do very
vell,

b) The data center provides services for other activi-
ties.

c) The data center has large applica*ions to manage or
contrecls large assets.

d) The data center is a large installation in terms of
hardware or personnel and represents a large invest-
ment in dollars or manpcwer.

@) Significarn% changes in equipment, mission or personrnel
have cccurred since the last audit.
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f) Tte cperation exposes data processing perscnnal <c
pctential for fraud or loss of contrel such as check
writing, payroll, or cn-line operations.

g) A critical computer-controlled applicaticn is invelved
such as a security systen, computer-moritored or

computer-contrclled machinery.

The data cen*er manager's problem is ensuring <lha%
erough ccntrols are in place to not only ensure that the
data center'’s operations run smoothly but also =hat the
orgarizaticn's activities are auditable. The devslcpment of
the maragement contrcl system must include methods <to not
crly provide for effective and efficient resource utiliza-
tion, but also include a structure that provides information

for the inevitable audits.
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A. GCALS OF A CCNTRCI SYSTENM

The primary goal of a data «center inr its nmost general
form is to " attain vser and data center objectives through
managemert control within an effectiviely structured crgani-
zaticre" (Ref. 31]. The management control system is a set
cf prccesses through which organizations ensure that actual
activities conform +c planned activitiss (Ref. 32]. The
contrel system gmust be a dynamic entity capable of
respcnding and in fact stimulating response f£rom the organi-
zational constituents to the charging goals and objectives
cf the orgarnization. It must be sensitive to the changing
demands ¢f the organiza*ion's clients and provide a frame-
vork for efficient and effective resource utilizaticn in a
climate c¢f future planning and currernt organizational
perfcrmance moni<orinag. Ultipately, & managemext ccntrol
syster answers the ques+tion “How are we doing?" in a manner
that encompasses tte rganizationfs financial staading,
cutput or production performarnce, status of current projects
ard rrogress toward the long-range organizational strategy.

Manacement has tle responsibility tc "defin2 the gereral
nature of +the organiza+tion ard 4its ralation %o the werld®
[Ref. 33]. The direction tke crganization will take and the
resul+s the organization wishes to achieve are communicated
by manaqgement in the form of obijectives. Time limits and
specific rperformance measurements are assigned to *hessg
cbjactives. "The objectives shoculd be measurable, attai-
rnable, comprehensive, and relevant to the data cen*er's
peeds" (Ref. 38]. “An objective that is no* measurable is
frequently not an otjective but a statement of functicn or
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r2spensitility" (Ref. 35]. To avold an atmosphere cf f-us-
traticn, resentment and job dissatisfacticn amcng data
cen*er perscnnel, tke objectives must also b=z attainabla.
"The statement of objectives is a key element ir a marage-
ment control system tecause an organizaxion's effeoctiveness
can be reasured only if actual outputs are relat2d %o the
cbjectives” [Ref. 36].

Schaeffer (Ref. 37)] suggests that the objectives for a
data center can be categorized as "user-oriented objectives
and data center objectives, User-oriznted objectives are
timely rrocessing and quality of the outpu«."” These two
characteris+tic are nct mutually exclusive and in most cases
there is a trade-off nct only in the user-oriented require-
ments of timeliness and quality but also datza center otjec-
tives ¢f cost and efficierncy. Again, *the user-data center
ccmmunicaticn becomes a paramcunt considsration in negoti-
ating the standards of performance required to prcduce a
gquality service in a timely fashion to *he us2r within ¢the
efficiency arnad cest constraints of ths data center
IeSCuUrces. Quality of output is 2 difficult standard to
specify and can cfien only be statzd in terms of what jecb or
cservice is %o be prcvided and what actions or precautions
can be taken to =nsure that the outpu* is what is desired by
the user. Such precautions include assurance of "backup for
grotecticn of critical files, appropriate respcnse 4o
grogram messages, verificaticn cf control totals" (Ref. 38],
and proper processing and distribution 0% output.

Pcu:c critical dJdata-center~oriented objectives are
[Ref. 39]

1. Efficiency. "Doing things right", concerned with the
ccst of resources used in the applications (Ref. &0].
Get+ing the createst amcunt of productivity fzom
available rescurces with cost Jus+ification for
okttaining the improved efficiency.
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: 2. Security. Prcvide, withi financial limits, “he
protection of equipment, systens, data 2and +he

. perscanel and premises.

3. Cecst, "To (reduce) processing costs by deccumen+ting

+*he causes for the data center's costs...".

k . 4. Mcrale. "To (improve) personnel norale by stressing
and stimulating pvarticipation, initiative, and

perscnal 4imprcveament. Data <center performance 1is

affected by the competency and induas+%c of its

perscnnel. Ecth management and staff benefit fron
management's ccncern for personnel morale."
%hile Schaeffsrts list of objectives addrasses some critical
issues, additional importart cbjectives that are applicaktle
to a data ceanter are as follows:
1. Service. Tigely and agppropriate guality respense to
custcmers.
2. Inrovation. Development and delivery of new rroducts
and services. )
3. Plarning. Iesrrovement of shor* and long-ranges plan-
ning and decision-making.
4. Effectiveness. "Doing the righkt things"™, +the righ<
choice of applications for compu*er Tescurces.
(Ref. 81).
5. Centrol. Controlling gperformance so that standards
are met,

To meet these data center objectives, Cash {Ref. 42)
suggests scme broad objectives that a management control
Sys“en mus* meet:

1. "Facilitate appropriate communica“ion between <the
user and deliverer of information systems (IS)
servicas ard provide mctive:ional incentives fcr +ttem

*o work *ogetker on a Jday-to-day, month=+o-month
basis, The management corntrol system must encourags
. all users and IS to act in the best interes*s of the
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orgarization as a whcle. It must motivate users %c¢
use IS resourcss appropriately and heip thep balancs
investmen*s in this area against those ir c*her
areas,"

2. "“Encourage utilizaticn of the IS departm2nt's
resources, and enrsure *hat users are sducated on the
pctential of existing and svolving <=zchinclegy. Ia
dcing so, it must guide the transfer of technclogy
ccensistent with strategic reeds."

3. "It must provide *he means for economical maragement
of IS resources and give recessary information for
investment decisions., This <raquires developazent of
tcth standards of performance measurzs and +he means
tc evaluate performance against those measures +
ansure productivity is being achieved. I+ shoulil
kelp facilitate make-or-buy decisions.®

The management contrcl system must not bs limi%4ed <o only
financial controls but should include such things as surveys
of user attitudes abcut the IS support provided, rperscrnnal
turncver trends, measurses c¢f operatioral service levels
(network up+time, Jjot re-runs, response tipe, transac*ions
grocessed, <tc.) and repor*s on the status and development
cf rrcjects.

E. ORGANIZATIONAL VS. INFOEMATION RESOURCE PLANNING

Irformation resource planrning and organizaticral glan-
ning should be compatible in mest respects. Thers will
however be differences, 2specially in +he area of planning
+ime hcrizons for the organiééticn and the data center, user
flaaning regquiremnets and plarning inputs, aad svaluaticn by
ecoromic analysis of future planms.
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1. Crganizational pPlans ¥s. Infozma

Ideally, botk organizational planning and centrel
system and informaticn resource plarning and ccntzcl systen
will be on multiyear plans. The conflict occurs however
when +the organizaticnal planning is ka2y=2d to the annual
tudget cn & short~term basis and the information rescuzce
planning is 1linked tc project life-cycle management, The
project life-cycle <can easily +ake more +han three vsars
with as much as a year to finalize +he desigrn appr
(ref. 431. The da*a center manager must therafore o
the planning horizon to at least a three-year view tc ansure
adequats resources are available +to support <*“he organiza-
+ional strategy.

The key +to resolving the planning +time horizon
problem lies in the éfata center manager's involvsmert in the
fcrmvlation and execution of the organizational plarning and
contrel precess. Tte data center manager mus: be aware of,
and prcvide substantive inputs %*o the overall organizational
planrirg in *hre¢ key management areas:

a) The data center planning and project 1l1ife-cycle
maragemen+ effort nust "systematically and
precisely identify alternative steps for providing
necessary services" (Ref. u44]. In addition tc
being respcnsive to changing o-ganizational gcals,

" tke data center raragement must b2 responsive +o

changing crganizaticnal plans <ha* are bPrcught
akout bty budgetary ccnstraints. This can best be
ders by kncwing the overall organizatiorn's control
system and the "sccreboard" upon which organiza-
tional operations are based., For instance, if the
organizaticn is ccnstrained by gquar4erly operating
budge+t funds, then the data center manager must be
prepared tc initiate innovative operating glars +o
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b)

mee: the service requireaments of 3 user 2+ a ccs+

ith

that will be within +=he financial cons=rainés ©
+he budget. The user and data cen%ter maragement
may have tc 2lter +he time <the services are *¢c be
performed *o take advantage of "idle" dJd=mand
pricing, change the pricing schame o divert/
pcstpone cther sertvicss until +the firancial
ccnstraints are eased. In any event e data
£laxible
tive to the problems and regquirements of

*h

center management must remain and sensi-
+he users
of the da*a center's services.

Data center managemen* must be avare of how the
data center's management contrecl system fits into
the organizational managemen:t control systen. 1f
cne of the crganizaticn's performance measures is
inventory management, then the data center should
have a perforeance measure that specifically
addresses how +he data cen*er cperaticns are
svpporting the inventory manag=ment system. The
data center should be able to provide statistical
data on such things as number of 1line items
issued, ameunt and number of interdepartmental
tillings and the <ccst of running the inventory
management system. Where diffsrences exist in the
organizaticnal and data center marnagement ccntrol
systems, the data center manager must ke abtls *o
reconcile tlese differences and have some knowl-
2dge as to the =2ffacts +these differences may have
in achieving the lcng-term strategic goals of +hs
organizaticn,

c) Ttere is a dichotc¢my between the issues cf control

and innovation. The control issue nermally enccam-
passes comparison c¢f actual expenditures *o the
tudget ané measurerent of actual perfcrmance
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versus planned. Irnovation on +the other than?
involvss experimentation with new techncolcogizs,
emergence cf new user applications and a williirg-
ness to try raw or unproven technigues. IfZ %her=
£ agreement on the balanca o¢f innova*ion and
ccntrol at the organizational level and <+he data
center level, then little conflict is p-ezsernt.
If, however, there is a difference, whe*ther crga-
nizatiocnal management or data center management
supporting centrol versus innovation, the differ-
ercs mgst te resolved. Genszrally, +*he impetus for
innovation will ccme from users with new aoplica-
tions request.

Tte data center wmanagement control system must
address the legitimacy of new applications ard provide a
framewcrk ¢f integrating the new applications into %he data
center cperations 3if the request can be ra2asonatly imple-
men+ed. The data center management con<irol system must bs
fermulated with a sense for the organizational committment
to cecntrel cr innovation. If the organization's position is
cne primarily of con*rol, <+hen the data centar maragement
contrecl system must te oriented to evalua*te the new aprlica-
tiong in strict cost-benefit +erms and will have a major
impact cr whether +tthe application is implemented. If the
crganizaticr is innovation-inclined ¢hen +the evaluation cf &
new application may bLe a process where <he cost of the new
applica*ion is documented Ly the data <centsrt's ceontrol
systex but the decisiocn *to implement the new applicatiocn is
a sultjective determinaticn. The Jata center manag<aen*
contrcl system, therefore, has to suppor* the organizational

talance tetween contrcl and innovation.
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There can be significant conflict betwesn +he data
center's rlanning sclteme and that of th2 users. The usars
whether ¢cr not a part of the formal organization, have a
dramatic impact on the future of the Jdatz2 center. As
discussed earlier, reccncilatior of innovation and centrol
fetween the user's requiremen*s or requests and the services
provided by the data center <c¢an be of pivotal imoor*ance.
At the theart of +tle user/data center interface ig the
contrcl issue. The user is cften driven to focus on ths
soluticn +¢c shor+-term problems where “he daa center may be
concentrating on new technocloqical advancements, lcng-tern
resource utilization and an orderly development of resources
*o meet 1long-~term requirements. Cash (Ref. 45] suggssts
that this facet of tike contrcl issue can lead *«o "tarsion
ketween IS dominance and user dominanc2 in th2 retertion of
devalcpment skills and alsoc in the active selection of
priorities.

There ar® mapy reasors users may vwisk *o exert a
dominant role in the centrel of their computing applica-
tions. If the data prccessing center has a backleg of
develcpmer* of new agpglications, the user may wish %o seek
alternative sources for dJdevelopment of new applications.
The precliferation of stand-alcne computer systems and off-
the-shelf scftware make an attractive solution to %Le users
requirements when compared to <the relatively long lsad-tinme
response of “he data center. The user may see stand-alcne
systegs as a means to gain control over *he daily cpera-
tiens, maintenance and develcpment priocrities, Cash
[Ref. 46] refers to these user-oriented measures as "short-
term vser driven" pressures toward user dcminance.
Conversely, Cash has identified some pressures <hat drive
the data center toward dominance of control [Ref. 87]
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a)

b)

<€)

d)

“Staff Professicnalism;

i) «e.provides an cppcrtunity to t+rac+t and kzev
challerged, specialized technical individuals.

ii «e. easier o develcep and znforce bze4=er szan-
dards of IS management practice in =z large
gzoup.

iii) 1Lacking practical systems design experience ani
purchased softvare s+andards, +he user cften
ignores ncrmal data control p-cecedures, dccumern-
tation standards, and conven%tional costing orac-
tices."

WPeasibility Study Concezns; ees user-driven feasi-

bility study may cocntain some major +echnical

mistakes, resulting in the computer system being inad-
équate tc handle growing processing requiremaents ...".

Organizational "Da*a PBase Systen; ees CoOllecticn of

files at a central locaticn for reference by mul*iple

USErS oM.

#Fit +o (Organizational) S+ructure and Strategy: ...

centrally directed planning and operational control

"Cest Analysiss; A significant edge +ha% a ceniralized
IS group has, through their practical experience in
u a

other system efforts, is +the ability ¢to produce
realistic software develcrmen:t estimate which +akes
into account tre interests of the (organizaticn) as a

whcle "

Figure 2.1, excerpts from ([ Ref, 48], 1illustrate some ccnse-
quences cf ei+ther excessive data cen:ter or excessive user
domina+icn:
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1s
Tce much emphasis cn data
tase hygiene
New systenms alwags must
fi+ " data structure of
€xisting systenm.
All reguests for service

require system study
with Lenefit idernti=-
ficaticn

Standardization dcainates
--few exceptions.

Is design$/constructs
everything.

Study always shows
ccistruction costs
less than outside
rurchase,

IS specializing in |
in technical frontiers
not user-oriented

matkets.

IS spending 80%
maintenance

on
e 207
cn developman=.

IS +hinks they are in
ccntrol of all.

Use-s express unhagppiness.

Nc streng user grcup exists.

General management not
invclved bdt concerned.

USER

Too auch emphacsis
on problem focus

IS says out of
control

Explosive growth in
numbes of new
systems and staff

Lack of stapndardi-
zation anéd ccentrol
over data hygiene
and systan.

Hard evidence of
benefits dces no*
exist,

User buyirg design/
corstruction/méin-
tenanca services
and even operatien
servicas from out-
side.

Usetr buildiag ne
n

vorks *o own ne=ds

No ¢oordina+ed
effort for tech-
nology transfer
¢z léacning €ron
experianca between
users.

Communications costs
are_risipg drama*-
ically thftough re-
dundarncy.

Pigure 2.1 Possible Implicatioms
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For ins<ance, if ttere is IS dominance then there w
toco much emphasis on data base hygiane at <he expense of
user inncvation. If there is user dominance then +1hzse maj

ot
m
a8
[WN
H
ot
(]
]

ke a lack of standardization which could namper sys
graticn cr maintenance.

A clear definition of user and data center resp
tili+*jies can help alleviate scme of the conflict bet
users anrd the data center in establishing computin €
policies. The following is a representative list of resp
tive functions needed in developmen+t of new applicaticen
[Ref. 49]

a) "Is {(cata center) Respcnsibilities;

n

i) "Developnnet of procedures to ensure that ... a
compariscn is made of intarnal developmsnt
versus purcrase...".

N
Jote
e

"Maintenance of ap ianventory o€ installed or
planned-to-be installed information services."

[WH
[
[

L

"Developrent and raintenance of a set <¢f stan-

dards which establish:

s Mandatcry communication starndards.

e Standard languages for classes of acguired
equipment.

e Documentation prccedures £or different +types
of systems.

e Corporate (organizational) data dictionary
with clear definitioas for when elements must
be included. Identification of file mainte-
nance standards and ovrocedures.

e Examination procedure for systems davelnped as
independer*t islands to ensure that they d¢ not
conflict with corpcrate (organizational) rneeds
and that any necessary interfaces are
cons+tructad.
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iv) Id9ntification and provision of aprropziate IS
deveiopment-staff career paths +*hroughcu=z +*h=
organization.

v) Preparaticn of a detailed chacklist of gusstions
to be answered in any harduare/software acquisi-
tion to ensure that relevant techrical anj marna-
gerial issues are raised ... ".

e How prorosed system wmee*s communicatior stan-
dards?

e For word processing systems, upward growth
potential, built-in coammunication and data
processing capabilities.

e For data processing systems, availabili*y of
languages which support systems growth pcten-
tial and available word processing features.

e For communication systems, the types of data
transfer capabilities, list of available
services, storage capacity, etc.

vi) Bstatlistrent of <education programs fer pecien-
tial users ...

vii) an ongoing review of whick syst:zms are not
feasible to manage and which =should be redas-
signed."

"Jser Responsitilities;

iy Main+tain a financial control system of all user
IS-type activities.

ii) Make an appraisal of the nser-people invesiment

for each nrew (avplication), inr toth *the short-

term and long-ter®, +¢to ansure a sa+isfactery
service.

Develop a comprehensive user support rplan for

(applica*ions) that will supporz vi‘al aspac*s

of the (crganiza%ion) or “hat will grew in use.

IR
‘ »

[o%
-
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iv) Manage +tte 1IS/user interfacz consistertly wish
its stra*egic relevance, as an integral aspszc:
of the (crganizaticn).

v) Perform pericdic audi<s on +the approrria%eness

of system reliability standerds, communicatiorn

services, and security raquirement dccumenta-

tion."
These respensibilities can assist tha user and date center
manager in determining their respective roles ir ths long-
range and shor*~range planning of new applications arnd
tesource utilization. Both user and data center marnagement
have an obligation to fulfill these requirements if +the
pitfalls of user dominance or data center dominance shown in
figure 2.1 are *o0 be avoided.

3. Egoromic Apalysis

"Eccnomic analysis is a systematic apprcach to eval-~
uating the r2lative worth of prcposed projects" [Ref. 50]).
As arn integral part of planring, the examina*icn cf the
costs, benefits and uncertainities ¢f a propcsal make
econcaic aralysis a tocol in evaluating the eccnomic ccnse-
quences of a present plan cr the afppropriate course of
acticn tc follow in the future. Bconomic analysis provides
an inpu*t to a decisicn-makirng process by irdicating hew %o
get the most for the resources expended versus +“he leas*
expensive scluticen.

The data processing center manager can use ecororic
analysis techniques as a valuable tool 3in evaluation,
contrcl, and make-or~buy decisions for new projec+ts and new
applica*tiens. As an evaluation tool, economic 2nalysis can
frovide a2 mechanism fcr comparisorn of new apolicaticnes with
the alterna*ives in a standardized methecd. Without scme
standardized compariscn criteria *he alterna*ives, whezter
i« be in-house develcpment c¢f software co¢r whether or not an
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alterna*ive is in fact econcmically feasible, can be Lkiassi.
The evaltation of new prejec*s or new applicaticns i1s 2iZfi-
cult given “hat each applicaticn will have varyirg benefiss,
costs, life-cycles, and will have a differen+ impact on tha
resource system as a whole. Economic analysis techknigues
can providea a ccmmon basis upon which *he data precessing
center can tase an evaluaticn cf a project. Again, user
invelvement is a3 key ingredien* in the formulation of the
economic analysis. The user is in a position to know the
tenefits of nevw applications but <%he user must be educa+ted,
depending of course c¢n the sophistication of the user, on
how best tc state those benefits in measurable! terms that
can ke inccrporated into an eccnomic analysis methcdclogy.
The user rust also ke familiar with the economic analysis
techniques themselves so that they will have an appreciation
for the value of eccromic aralysis in 1life-cycle planning
and decisior-making.

There is a complex interface betweer the econoric

the

analysis of new projects and he management control system.
Ir fact, "any econcnic analysis is done in context of the
contrel system" (Ref. S51]. For instance, 3if +he control

sys“em includes a chargeback scheme, then the economic anal-
ysie shculd include anr examination ©f the <transfer prices.
1ikewise, the pericd over which the econcomic analysis is
tased, tte economic 1life, shculd be +he same as the life-
cycle cf the project. When the interface between the
economic analysis of a project and the management ccntrol
sys~em is in the aralysis, ¢the alternatives can be more
teadily ccmpared in common terms and will facilitate the
incorgpcraticn of the new project into the maragement ccnicol
systepn. There are of course instances whera new projects
will Dhave characteristics <¢hat can not be put in <*erms

1In an economic sensa.

35




—

ccmacn to an ecorncpmic aralysis methodolgoy and the

a
marnagement ccatrcel system. For instznce, a softwars zmonitor
may be 3ieperndent on a2 specific hardware configu-aticn which
has a life-cycle of eight vyears. The softwar=z mcniioz's
life-cycle ir terms cf utilization by the management cc
system may te a much lcnger periad. The inconsistency must
ke resclved, but more importantly, <he difference will

to be ccnsidered 4in *he planning of the managemexz* centrel
system fcr the future, The economic analysis process i
is a comrlex and exrensive endeavor “hat may ro%* be ju
fied fcr prej2cts whose costs do not excsed the historical
cost of conducting tle econcmic analysis. I+t can howevar,
frovide a valuablie input on *he decisicn c¢f hcw Tc o=
whether to develop and igplement a larage, rew sarvice
froject. The econcuic analysis procedure recommernded by
Zimmerman [Ref. S2] ccnsists cf six key elements:

a) "Estallish and define the gocal or objective. I+
shculd reflect a totally unbiased point of view
ccrcerning the method of seolving ¢he preoblem.”

b) "“Fermulate apprcpriate assumptions. Assumptions are
explict statements used *o describe the ressn* and
future environment upcn which the economic zaalysis is
based."

Cc) "sSearch out alterratives fcr acccmplishing the otjec-
tive, Identify all feasible means of mesting the
ctjective. "

d) "Determine <the costs (inpuxs) and the tenefits
(output) of <€ach alterrative. This is usually *he
mcst 3ifficult and time-consuming step."

2) "Test the sensitivity of the analysis ontcome to mador
uncer+~ainties."

The user's request for a new application or projec*
is usually identified on scme fcrm of "information service
request™ cor '"project requesth, The user's input intc the

36

—~— = -~ -




T

econcmic analysis of a project or application is ™antici-
pated benefits® or ‘"costs savings". Thesa b
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costs savings should te expresze? as nuch as o
quantifiable terms. A common pitfall is o confuse renefits
with cost savincs. The econcmic analysis should censider
benefits and costs savings in *the appropriate economic anal-
ysis me*hecdclogy. A particularly difficult preblem asscci-
ated with economic analysis is <+he estimation of scftwars
costs. There are many software cost estimation models
available <that can ke used if the new applica“ion nmeets
specific parameters. It has been suggested [Ref. 53] that a
more reasonable apprcach tc software cost aralysis is to
compare ccmmon elemerts of the new application +o applica-
tions trat have been implemented in the past. This of
course is dJependent upon the availability of past project
cost data. Pigure 2,2 lists some of the project cesi data
that may te ussful 3in developing an in-house mcdzl of
froject cost estimaticn.

Thece is a sigrificant <trade-off in requiring th=
preceding economic analysis techniques to be calcula+ted if
the process disccuraces creativity and user program innova-
tion, The data center must decide if and how <*c¢ employ
+these eccncmic analysis technigues and must consider;

a) The Aata center's curreat hardware capacity end
prcgrammer availability.

b) The impact or user's requests.

c) How guantifiable are <the Dbenefi<s and ccsts of a
rrciject.

d) Does the benafit of the ecoromic analysis outweigh the
costs,

The management control system mus* addrass how the
data center will evaluate and ccntrol the energence of new
applicaticns. The rcle of the management ccntrol system in
“he task of evaluating the eccncmic feasibiliiy of projscts
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- Troject Name
- Description of major £fuactions
~ Lines of code
~ Relative complexity on scale 1 to 10
- Effert (man-months)
~ Development time (months)
- Nuwmker of pecple
- Projec* cost
- Tc+als for major functicrs
- Lccumentation ( rumber of pages )
- To*al staff
- Tcols used ( hardware and softwarz2 )
- Mairterance reccrd to date
- Frogrammer produvctivity
- Lines of project code rer week
- Heurs spent in library updating
- Hours spent c¢n non-prc¢ject work

Figure 2.2 Project Cost Data Elements.

is in the ccllection of data fcr compariscn of key elements
0f new [prciject rpropcsals t¢ similar projects in +the rpast.
The maragement ccntrcl system can control the growth of new
applica*ions by requiring cost/ben=2fi+ anralysis of madjor new
frojects and provide the user with an opportunity %o decide
whether cr not the new applicaticn is wor4h the inves+ament,
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III. ELEEENTS GF 3 CONTROL SISTEXN
The control system, when referring +o it strictly in the
managerial sense witlkcut regard to specific corntrcls for a
computer facility, can be viewed simplistically as the set
cf prccesses through which organizations ensure that actual
activities conform tc planned activities, Within %his frame
cf refererce Stcner [Ref. 54] has identifizsd four elemerts
of a ccntrol system: (1) the establishment of standazds and
measures; (2) t+he measurement of performance; {3) =he
compariscn of performance against standards; and (&) the
taking of ccrrec*ive actiom.
The nature of a c¢omputing €acility's operations,
hewever, requires a more cemprelkensive view owin 0 scme
nigue characteristics, Consideration must be giver *o the
effact of costing schemes or +he degree of centralization
versus cecentralizaticn in the organiza+ion.
Decentralization will allow an organizaticn to have decision
making dcne at *the lcwest pcssible level as oppcsed +o 2
centralized s<ructure which may no+ include lower level
management. The relationship betwean performance measure-
rent and gcal «congzuency has an effect on 4the type of
contrcl sys*em that cap be used. Ouchi's paradym [Ref. S5]
discusses two fundamental guestions iIn determining the
apprcrriate form of management ccntrol; “the clarity with
vhich perfcrmance can be assessed" and the “"degree of goal
incongruencs", Ouchi states +hat a high 1level of gcal
incongruence can be tclerated whers perfcrmance can ke msas-
ured with rprecision. Where performance is gqualitativs in
nature, *he goal congzuence of all personnel beccomes vi+ally
important.




The role of the rapagement ccentrcecl system in =2 ccmru*ing
crgarizaticn will be irfluerced by <*he <sztage of “achno-
iogical growth as prcposed by Nolan [Ref. S56]. As <Lz crga-
nization passes through each cf the four stages: initiaticen,
ccntagion, integraticrn, and ccrtrol; the managsmen* ccntrol
system takes on a mcre active role. WAt onz i i
necessary +to relax and let the organization search for
effectiveness while at arother it is necessary to test effi-
ciency +o raintain control" ({Ref. 57]. Other recurring
themes that appear ir the literature or computing facility
contrcl systems are the relationship of the standards of
perfcrmance and the crganizaticnal goals and objectives, the
prioritization of jobs, or the use of maragement reports as
an element cf the cortrol system.

Stenerfs list of elemepts of a control system can be
expanded tc incorpcrate the more specific and urigue
requirements of a ccntrtol system for a compater facility.
The elemeénts of a management ccntrol systzm are:

a) the centralizeé or decentralized organizaticn 223 its
relatioship with the control system

b) the costing sctenmes

c) the development/review of standards compatible with
crganizational cbjectives

d) the measurss of performance

e) *te ccmparison c¢f performance to standards

£f) the prioritizatior of dobs

g) tte management reports

h) the taking of corrective actions

A. OBRGANIZATIONAL STRUCTURE AND THE CONTROL SYSTEH

The ccntrol system can cause the organiza<ion 4o be more

centralized or less centralized depending on where the
centzrecl system fits into +the organizatiorn. Top-level
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management can manipulate the control system to take a2dvan-
tage cf thre speed and flexibility ¢f the system fo btring +he
decisicn preccess to the front office ard eliminate depen-
dence cn sultordirates for judgemental and exparience inputs.
However, the control system is best implemented in support
cf a decentralized crgarizaticn providing a kasis for the
projecticn cf decisicn-making dowr to the lcwast manzgement
level. If the ccntrol system is a +ool for depariment
keads, it can provide lower level managers with infcrmation
to make more effective decisicns and provide an oppertunity
for enharcement of creativeress and adaptiveness c¢f lovwer
level management. It will alsc allow upper management to
assign avtherity and responsibility for decision-making at
the 1lowvest levels, Exactly how the manag2ament centrol
system functions in a completely ceniralized, completely
decentralized, or distributed processing data canter organi-
zaticn will be discussed later.

B. CCSTING SCHEBNES

Charging internally for +*he use ¢£f central computer
facilities 4is becoming a ccomecn organizaticnal practice.
"The decisicn to impose a charging system, whereby a previ-
ously free service is converted into one for which users ars
charged, fundamentally alters the relationship betwaen the
user and the computer facility. A chargeback pclicy can
play a madjer role in prcemcting effective 2nd efficient
vtilization of scarce computing resources"™ [Ref. 58]. In
practice, however, chacging all too cften fails +to have
significant beneficial impac+, and can be a source of
tensicns and user dissatisfaction [Ref. 59). Chacgeback
systems are most likely to be successful when they are ltased
¢n an vunderstanding cf the purposes underlying +he charging
sys-es (Ref. 60].
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A chargeback system, 1like any managemen* contrzcl tocl,
must te designed in relaticn t¢ the particular situation
involved. The nature of its ccamputing activitiss, Th=z
sophistication of its users, and other fac*ors unigue +o
that organization will determine <+he chargeback systen
features test suiteé to a particular orgarnization. Mos~
significantly, the design of the chargeback system nmust
reflect management's objectives in controlling ccmputing
activities and what rcle management wishss charging %o play
in the ccntrol process. Management's objectives in charging
for «computer services may vary from one organrization te
another, hcwever, +the primary objectives are typically all
related in some way to ccntrol of the organiza*tion's
computing activities.

Anotter significant factor in the design of a chargeback
system is the ability to measure 2ither outpat ¢r process.
The feasitility *o measure desiresd parformance with rsascn-
able pracision is an essential element undsrlying the s%ruc-
ture co¢f the chargetack systenr. [Ref. 61]. The wuser's
percetticn cf validity and fairness in the chargesback syscenm
will depend on the selecticn of measurement criteria tha%
are understandable and accurately reflect resource usage
(BERNARD)., When the assesspent of measurable elemernts indi-
cates trat it is not possible ¢¢c measure either process or
outputs with any amount of accuracy or lack »£f ambiguity, a
chargeback system may be inappropriata [Ref. 62].

The primary reascns for charging for a computer resourca
is based on a desire to recover cecsts, effectively allocate
*he <computer <Tesource or regulate the demard £or +he
computing tesource {Bef. 63]. A costing scheme must be
selected to achieve an optimum of all three basic decsires
and te ccmpatiable with the mechanism with which the ceszting
will be ccntrolled. The cost recovery aspect will provide
performance (fiscal) data on service departments. Effactive
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allocaticn cf the computer rescurce can be accomplish=i wizh
a discriginating pricritizaticn policy cnce there is 2 r=zal-~
ization that the comfputer is a limited resource.

The organization's management nmust consider several
aspects c¢f the «corzruting activities to be <controlled.
Operaticnally, the crganization must ensure that +he users
are efficient and effective in their wutilization cf ths
computing resources. The computer facility i+tself should
have incentive to orerate efficiently and be responsive to
user requirements. In an environment where users have free
access to the ccmputing resources, it may be desirable to
limit +tctal demand for these resources to the availatle
capacity and to mininize the prcblems <that can be caused by
load fluctuations.

Bernard [Ref. 64] contends that charge-out systenms
consis* of ¢two interdependent components; a budgeting
grocess and a pricing sckhene. The budget ing process is the
mechanis® *+hrough which the organization plans +the provi-
sions of ccemputing resources and determines their alloca-
tion. The pricing scheme measures and provides a basis for
contrclling users consumption of these resources.

Management?'s view of the role a charging system should
Flay in tlke overall management control procass of the
computer facility will deternmine wvhat functions are
performed Ly any particular charging systenm. The functicns
vill alsc depend on how well +he charging system is designed
to effectively carry out its 4intended role. Some of the
functions a charging system can provide are listed telow
[(Ref. 65].

a) Prcvide management information for resource cecntrol

and decision-making.

b) Prcvide a means of allcca*ing resources among users.

¢) Encourage users t¢o euwplcy computing rescurces affec-

tively and efficiently.
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d) Prcmote effective and efficient provision of services
ty *he computer facility.

¢) Parmit decentralization of control over rassource allo-
caticn decisions.

To be fully effective, a <charging systaem ne=ds *o bs
tailcred to the objectives it is ¢to serve as defined by
managemert. Charging is all too often regarded as an
accounting mechanism, rather than a control tool +hat can be
tailored to management's needs. %hile the main purpose of
equitable ccst allocation is certainly one of the functicns
cf a charging system; it alsc ensures that computing costs
are utilized in management irformation used for evaluation
arnd decisicn-making. Viewing charging purely as a cost
mechanisp fails to recocgnize that charges have a direct
influence on user attitudes, behavior, and decisiors. The
main mctivation behind a charging sys+am, therefore, is to
contzcl comruting activities through this user influence.

C. DEVEICEBENT OF STARDARDS

Perfcrmance standéards are statements of wha+ should be
done to meet the crganization's objectives. They are
expressed in terms that permit determination of whether a
certain measure cf performance has besen reached.
Perfcrmance standards are set at each level of the organiza-
ticn and shculd te ccomprehensive in addressing *he contribu-
tion that is expected of each level of managemen% in the
achievement of the orcanizaticnmal goals.

Perfcraance standards nmust be precise and communicated
to appropriate levels of management. Since different crga-
nizaticnal groups will  have differen+t functions and
contritute in various ways to the organizatiorn, +ha sgtan-
darde for each organizational group must be formulated such
that there is no conflict betweern grougs. In other werds,
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the perfcrmance measure of cne group should not be at 2% ths

expense c¢f the performance of another grcup. Fach s+<andari
should relate to a specific organizational gozl. Oncs s+an-
dards are set, there must be continual revievw *5 ensurs tha+
the validity of +he standard and performance lavel required
bty the standard is ccnsistent with the progress toward the
goals and objectives. The standards should be challenging
kut a4tainatle.

The selection of standards is a difficult *ask. The
performance task must be analyzed +*o determine wha% steps
are invclved, what parameters can be measursd, and <the
impact cf specific variables on that task. The stangdards
should nc* cnly te an indicatcr of variant performance, but
should also be a deterrent to performance +hat is telow wtat
is expected in that task. Like most aspects of contzol, the
sslacticr of an apprerriate standard involves evaluaticn cf
the kernefit to nmonitcr a certain performance 1level and %he
cost, usvally in overhead, tc obtain the performance infcr-
mation. There can te a tradeoff in selection of the "kest®
rerfermance characteristic to set as a standard and the cne
which can ke measured mere eccoomically.

D. MEASURES OF PERFCEMANCE

The mcnitoring of computer system performance is neces-
sary to ensure that surprises 4o not occur that may lower
cvarall effectiveness [Ref. 66]. "performance measurem2nts
should e conducted in pursuit of some specific and achiszv-
able goals™ (Ref. 67]. The measurem2n*t process itself is
central to “he operation of a ccntrol system ani is a neces-
sary ccndition for ccntrol <o occur (Ref. 68]. ®hat is
measured, however, is rarely performance per se Lut scme
specific a*+*ribute related tc performance. The users of
systeps interact with ¢he systems direc:ly, but <+the 3ata
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describing the system relates to attributes or ar ex=zern<ion
cf the <csystem and 1nct the system itself. The che
measurements or attributes to be measured 1is “heref
significant decisiorn.

The three fundamental framewcrks of marke%, burzaucracy
cr clan discussed earlier are specificallv delineated by the
ability tc measure either outruts, processses, or sccial
indicatcrs {Ref. 69]. This fundamental issue of assessing
wvhich rerformance attributes are feasible to preciszly and
accurately measure, fcrms the foundation for determining the
performance measures and ultimately the management cen4rol
systen. Tke significance of identifying the proper a%tri-
kutes is argued by Euske when he says, "apparently well
designed systems can produce undesired results becauss of a
poor chcice of the at+ributes reasured" (Ref. 70].

Performance measurement provides the quarntitative and
qualitative informaticn that is need=zd for carrying cut all
the functiorns of a centrcl systex [Ref. 71). Buske advo-
cates a five step plan in developing the system for perform-
ance measurement:

a) Identify the purpose fcr the mezsurement.

b) Identify the relevent feasible attributes to ke meas-
ured.

c) Evaluate the measuremen*s in tarms of validity, reli-
atkility and mearingfulness.

d) If the evaluation in s*ep 3 proves inad=zquate, develop
a new systenm,

e) Evaluate +he ccst and relevance of the measuremsnt
system.

Three terms that deserve explanration with their rele-
vance t¢ measurement ar=2 meanfulness, validity and rteli-
abilisy. To be ezeaningful, a measuramen: must be
understandatle from the perspective cf +he user and it must
not exceed “he limitations cf the data [Ref. 72]. Validity
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deals with degree of similarity betwaen the relatiocns amerng

the nunmbters chosen tc express the measursment and the actual
relaticns of the quantities measured [Ref. 73). Reliabilicy
rela tes to accuracy in the sense that repeated measurements
display consistency when measuring the =<same ttribute
[(Ref. 74].

Timeliness of irfcrmaticn is also a significant corngid-
eraticn. "For manage®ent control, data must be available
shortly after <+he event" {Ref. 75]. Timeliness, in +his
sense, is nct the eguivalent cf speed, but rather is related
to the time span of the task. "Shortly", th=2refore becomes
a timeframe within which management analysis and corrective
acticns can be taken. For management control =systen
purpcses a2 timely, but l2ss accurate, m=2asurement is often
preferable <to an accurate, but 1less timely measure
(Ref. 761.

Acw an organization measures its performance is as
diverse as the types c¢f organizations. Tightly ccupled with
the standards of performance, t+he measurements of psrform-
ance often 4involves the tedious ¢task of quantifying a
subjective evaluaticn of performanca. If indeed it is
necessary +o 4o so, (ie, when using the ccmputes rescurce tc
accumulate performance dJdata) <+hen the measurement nmust be
free frem factors ttat are outside the control of the
respensitility center. For instance, if a measurement of
rrogrammer performance is "guality", then the term quali+y
ctould te defined in terms that reflect the actuzl amount of
time the joL took to compile or Jjob run-timsz cnce it was in
the system vice job turnaround time which could be affected
ty *he jeb priority, queueing algorithm, or other factcrs
cutside of the prcgrammer's contrel. The measures of
performance mus* be chosen to provide prevention rather than
correcticn cf deviations to the greatest extent pcssible.
Of ccurse, +the single most irportant aspect of measuremen*
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is that it must be capable of being compared to the stan-
dards. If the standards and measurerments are rnc* ccrra*-
ible, tre exercise is futile.

E. CCHMPARISON OF PERFCRMANCE TO STANDARDS

The compariscn c¢f perfcrmance to standards is made to
find areas 3in which the achieved ocutput is not consistent
with the desired outrut. Mcre importantly, the comparison
should prcvide an indication of "why" there is a variance,
i*s impact on *he actievement cf the goals, and wha%t correc-
tive acticn should be taken to correct the discreparcy. In
the ccmparison and evaluation process, the manager nust
ascertain the significance of the variance and whether the
variance is a result of “emporary conditions or the resul:
of on-going sub-standard performance.

With standards ccnstructed in such a way as *to be gquan-
tifiatle and valid measures of performance, the comparison
is reduced to a relatively simple process. The difficul:
aspect of the comparison is +*+he interprezation and evalua-
tion of the reported data. Regardless of how guantitativs
the results of the comparison are, the manager must make
some decisicn on whether the results repressnt a real
problem, the significance of the variation, anrd how best to
decide what *o deo. These decisions should not be madz in a
vacuus of input. The comparison should be the catalyst for
the mapaqger to initiate furtlter investigation. This inves-
tigaticn should 3invclve ¢thcse persons who control the
performance in questicn *o get an insight as *¢ the possitle
causes of the perforrance variation and solicit reccmmenda-
tions as tc how to resolve “he problen. When the persoans
responsikle for meeting the performance standards are
involved in the setting of the standards and collecticn,
analysis, interpretation, and evaluation of the comparison
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cf the corrective action will be more successful han arn

crganizaticnal decree from the “boss",

F. PBIOKITIZATICE OF JOBS

0f +he many rescurces the computer center manager mus+
cptimize, cr2 Of the must critical is thes physical utiliza-
tion of the computer. Two impcertant aspects of managing the
utilization of the irformatior resource is contrcllirg of
vhen the user's jobs arrive at the computer and when the
jobs are run. Axlerod [Ref. 77) uses the terms "macrose-
guencing" to mean "the process by which <*he sequence in
which joks arrive at the computer center is affected" and
"micrcsequencing™ to mean "determine the sequence in which
jobs tha+t have arrived at <he computer center fer serviece
are rcen."

The user is a dominant figure in +the management of
computing resource problems. He must be "induced <+¢c¢ use
availatle ccmputing facilities in a mannar consistent wi‘h
the organization's objective of maximizing +the net value of
all c¢cmputer joks run. This objective is achieved by
central ccntrol through <the use c¢f Dbudgetary contrel,
pricing rules, and priority classification" [Ref. 78]. The
user's budget and control through pricing are two financial
centrcl mechanisms discussed by Axlerod (Ref. 79].

The rcle of <the user budget in computer utilizaticn is
to induce wusers to maximize the 1long-run ne* value of the
ccmputing fcr the orcanizaticn as a whole [Ref. 80]. "The
user's Lkudget determines the upper 1limit of ths quantity of
computing resources +hat can be purchased subject to a given
rrice and rpriority structures" (Ref. 81]. When the user

49




[ g

populaticn is outside of the formal data center orgariza-
tion, +the quantity cf computing resources available *c the
user is censtrained bty the size ¢f the user's budge: anAd the
cost ¢f the computing service. Since the data processing
center will have no effect on the user's buidget size %ha
computer center manager must be sensitive to the effect that
the cost of the service will have on user desmand. If +he
user is in the internal computer center organizaticn, the
computer center manager can Ymanipulate user demands by
adjusting the total user budget and/or the <capacity of the
facility" [Ref. 82]. Budget limitations can be a signifi-
cant factor in control of the user's demand for computing
services. Associated with the budgetary limitations ars the
effects cn demand thrat are caused by the prices set for
computing services.

Axlerod states that the "primary purpose of pricing in
(pricing centrol) is its role in alloca*ing the demané for
computinc effectively." The pricing scheme w®must be mads in
conjunction with the characteristics of the user‘'s budget.
If fcr instance, the user is external of the computer crga-
nization with a £fixeé computer budget, the pricing schem2
nust take into account if the user has a choice of internal
or external computing services. 1In this cases, market prices
ray well dictate the rricing scheme the Navy computer center
uses. Typically user's are cdeterred by high ccsts cf peak-
load cservices in a peak-load pricing scheme. This illus-
trates tte processing contrcl that c¢an be gained Lty using
varicts rricing schemes. Axlerocd [Ref. 83] states that "the
individual user's maximization behavior typically will lead
to subcptimizaticn cf the whole systen. The role of the
contrels instigated ty central control is to induce indi-
vidual users +to maximize <the u+ility of ths system while
maximizing <4heir owr utilities, subjsct to the impesed
constraints" (Ref, 84].
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The user has =<significant impact on the demand of
CCRputser resources. The data center marager can use manv
conticl reasures to regulate <+the d2mand for the ‘M=zcarca"
computing resource. "Some are direct riales (e.9.

-
(]
[1}]
(b}
ot
1
=
s

jobs may e restricted to given times); some arte less
direct, leaving sore discretionary power in the hands of
users (¢.9., a flexilkle budget-pricing scheme); while cthers
combine éirect and indirect means (e.g., a pricrity-oricin

schame may combine the restrictiveness of priorities with
the flexibility of rpricing)"™ [Ref. 85]. In a priority-
fricing scheme different priorities are charged a:t different
rates., "The users are allowed to purchase any 1level of
griority that they desire and can afford. Control can be
applied *hrcugh budcetary mapipulation (if user ig withirn
the ccmruter center organization), variation in the price-
priority relaticashigs, and price levels* (Ref. 86].
Axlercd proroses that the "microssquencing"™ process can be
thought cf in terms cf 3 categcries:

a) Tire Dependent Jobs: based on specific “ime parame*ers
cf the computer system, such as the arrival times of
jots and the time spent awvaiting service. Many sched-
uling algcrithams (e.g., First-Coma~Firs+ Serve,
Last-In-First-Cut, Random Service) are availaltle +o
data center managers tc optimize resource utilizeation
when job values can be determined.

b) Parameter Dependent Jobs; *jobs are sequenced
according to one or mere of their physical attributes,
guch as job size, Jjob type" [Ref. 87]. Examples of
algorithms to dez2l with optimizing “hese types of jcbs
ace:

i) Shortest-Job~First; "of jobs in queue, +the djob
with the shortest processing time ig the £ics+
to be zrTun when *he servic2 <statiocn tecomes
available" [Bef. 88].
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iiy longest~-Job-First; "cf the jobs 1in qu=zus, the
Job with the longest run time is +he firs* *o bs
ran" {Ref. 89].

c) Value~Oriented Jobs; joks are sequenced acccrding <c &
priority assigred. Axlerod [Ref. 90] propcses four
categcries of value-oriented jobs:

a) Priorities based on job value; “the rnet value
assigned may depend on . tangibls param=2t2rs, <such
as the mean and variance of the turnarcund-time
dist-ituticr and it may 4include more obscure
factors, such as inconvenience and aggravaticn"
[Ref. 91].

b) Priorities tased cn user status; dJobs are grouped
into categcries that are de*ermined by the type of
user submitting the dcb. For instance, in a Navy
Supply Center, requisition processing may have a
higher pricrity than inventory reordering.

c) Sequencing with preemption; dJobs are preempted by
c*her jobs with paraseters of 2 higher pricrizty.

3y Priced-based segquencing; the user is allcwed to
select the priority c¢f the. job where the higher
priorities are available at higher prices. "The
user's choice of priority will be based on the
priority/price relaticnship, (available) £funds,
particular service needs, and the state of
ccngestion of the systen" [Ref. 92]7.

Fundamentally, the prioritiza*ion control protlem depends on
who sets the priorities. If the setting of oriorities is
rerfcrmed by <*he data center staff or an au..matic scte-
duler, “hen the desired contrcl mechanism is internzl +o the
data center organization and the goal of "maximizing +he net
value of all computer jobs" ([BRef. 93] can be me%t by manipu-
lating in*ernal resoctrces. If, howaver, the user detesrmines
priorities, a pricing scheme must be used to cecntrel the
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resource utiliza+ion. Whatever method i3z used, vprictizias
must te determined and cannct be laft +o chance. The
management control system must be able +*o menitcz the job
prioritization function in terms of hardware perfcrmancs
(2.9., CPU utilization and input/output charnel utiliza-
tion), software performance (e.g., gueu2 length =z2nd
turnazround-+ime) oT pricir 2eGey job pillin and
accounting) to provide the data center manager with infc-ma-
tion cn tke physical resource utilization,

G. MANAGEMENT RBREPORIS

Cata prccessing ranagement, 1like any other management,
pust have adequate infermation for +the decision-making
Tocess +o initiate actions tc reach the organization's
gcals. If the data center manager wishes to direc+ and
con*rol the activities of the organization and benefis from
the resocrces of the computing facility, there must te a way
tc¢ measure perfcrmance against a predetermined level of
expectatior and compare rescurce utilization 2o availatkle
capacity.

Maragement reports provide “he vechicle for such ccmpar-
isons. Cn *he basis ¢f management reports, managemret daci-
sions are made and actions are taken *o aligrn actual
performance to expected performance. " Vviewed from %his
perspective, management reports can be readily accepied as
+he tackione of management ccntrol" (Ref. 94]. Schaaf fer
(Ref. 95] =suggest *lsre are three questions relsvant +to
obtaining adequate management reports:

7. "What information should be included? Infcrmation
that indicates if the objectives of +he organization
are teing met and infcrma<ion required to facilitate
future planning shculd be included in the perfeormance
IE€pOrIts.
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"%hat difficultiss <should bs considered?® An
imprcvement fcr one performance standard may tz a=
+ ke expense of other standards. An example cit=zd hy
Schaeffar (Ref. 96] illustrates how a reducticr of
personnel cost may look favorable from +he fperspsc-
tive of the personnel cost standard, but in reaslity
tte cost reduction is a factor of personnel +turnover
which is, of course, not a favorable indication at

o}

all, A second difficulty is that summary sta+istic

may be very deceptive. An 2axcellent performance

value in one area may hide pcor verformance in
another area.

"How should this infcrmation be ©pressnted?® T

rIcvide a ccmprehensive viaw of Tganizational

perfcrmance, <the repcrts should have <the fcllowing
characteristics:

a) Tke reporting system should me2asure znd svaluat=
all furcticns that contribute *o attainment of the
organizaticral goal.

b) The reports should be tailored *o specific func-
tions and express performance in terms appropria%e
tc that fanction.

n
[0}
rh

c) Tre reports should con*trast <Telatzd measure
performance in such a mannsr that may in
cause and effect relatisnships. Sch
(Ref. 97] recommends the use of ratios teo "stress
+te changing relaticnship betweern +twe factors +tha*
weculd not be apparert in isola+ed entries."

d) TLke reports shculd be clear and concise, Summary
reports should be used where appropriate and
Teports to higher level managemen* should te in
graphic form.

e) The reports should measure performanc2 against a
predetermined standard.
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f) Tte report timeframe should be broad encugh =0
provide a historical background on which +¢ bzs=s
judgements cf the perfcrmancs.

g) The reports should address resource u+ilization
versus available capacity.

h) The reports should be prepared in an appropriats
periodicity to allow timely corrective action.

i) Tte reports shculd provide @management with
performance information to draw inferences on
potential problenms.

j) The reports should facilitate trend analysis for
organizaticnal planning.

The underlying theme of the previous managemen* report char-

mea

n

acteristices is the organization's ability to ure
specific outputs, and/or performance maasurements. The
absence cf these concrete measures requires some measure of
the "prorer behavior" of the members of the organizaticn.

As previously mentioned, there can be scme orgarizatinal
hisrarchy ccasideraticns in the evaluaticn of perfcrmance.
In additien to the traditional vertical hierarchial s*ruc-
ture, tlrere is also a hecrizontal structure of infcrmation
flow [Ref. 98]. Since all organizational groups may no<
have access to relevant per formance information, +his hori-
zontal flow of nmanagement reports umust be accomodated.
Thompscn [Ref. 99] describes three types of task interdepen-
dence that influences the physical and organizational
aspects of a computing facility's information preccessing
+echnology:

1. Pcoled; each group of the organization makes a
discrete «contributicn to the system while acting
zelatively independent of one another, Fer exanple,
anp analyst wcrking in the inventory applicaticn of
the Oniform Automated Data Processing Sys+em (UADPS)
avaluates and modifies this application independent
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of what other analysts ray be 4dcing in ano%her UADPS
arplications,

2. Sequential; cne organizational group may genera+s
outputs for use by one or marny other organizational
groups.

3. Reciprocal; tasks mutually interact. For exaxrple, an
invertory contrecl department generates a2 report idan-~
tifying purchase request +that are late teing
processed. This will key <the purchasing depar*ment
tc follow-up and expedite purchasing action orn *he
late requests.

In the vertical flow of management report informaticn thare
are four organization levels:

1. Orerating perscnnel who generate and distriltute the
management regcrts.

2. Orerating managers whose functional responsitilities
include moni%tcring, ccntrollirng, and directing the
perfcrmance of their respective groups.

3. Data processing manager who acts as the computer
center manager.

4. Ccmmandirng Officer2 (cr ¢top managenment) whe is
responsible fcr directing and controlling the data
center's intecration into the overall crganization.

Each crganizational 1level needs management Treports. Scme
managerent reports are commcn to all four organizational
levels ard some are €xplicitly appropriate for an individual
¢rganizational level. The reports appropriate fcr each
level will te discuscsed in more detail Chapter 4.

2CCmmanding Officer and data processing manager may be
the eams indivifdual in some organiza+ions.
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H. CORRECTIVE ACTIOFR

Once the compariscn and evaluation of actual perforrance
tc expected perfermance is made, the appropriate organiza-
tional level must decide whether or not any action is neces-
sary. If actions is deemed necessary, it cocccurs in ei<ther a
corrective action fcrm or in the modification of eitter
goals, standards or measurements of performance. Webker
[Ref. 100] suggests that "maragement compares +the expected
and actual performance in order to decide about its status:

1. "Ferformance is in coatrol; no ac*ion is necessary.

2. Perfcrmance is not in centrol; take corrective action

3. Perfcrmance is less than expected, but efforts seem
satisfactcry; investigate validity of the gcals and
mcdify them as necessary."

If corrective acticn or review of the goals and otjec-
tives are deemed appropriate, the manager mus* provids fsed-
rack to those copgonents of the organization whcse2
rerfecrmance does not meet +the expected standards. Where
corrective actions is required, the feedback should e as
timely as +the performance monitoring process so *that +the
cortective action can be initiated early. A pitfall associ-
ated with early feedbtack is what Webber {Ref. 101] refers to
as "premature rapid response". The premature rapid resgonse
situatior can occur vwhen the measursmen:t of performance is
not a valid indicatcr of perfcrmanc2 or +he periocdicity of
the rerort is out of synchroniza“ion with <*he approrriate
timeframe of the perfcrmance being measurzd. The conditions
in which performance is measured must be dJdefined. Unigue
timeframes ard consideration fcer a certain se+ of conditiens
must ke taken into account. For instance, if interactiva
terminal response time is measured ducing a period of high
tatch activity, <the response time p2rformance may well be
telow the standard. If the manager is no%t aware of %he
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envircnment in which the pexfcrmance is measured, a

T
ture response that directs corrective action mzy exacezbat o
the cverall system fperformance. z

correcticn ¢f a variance and a
indicaticen ¢f problems must be
reacticn syndrome [ Ref. 102].
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IV. STERS I¥ DEVELOFING ) CONTROL SYSTEM

The management ccntrol system wmust b2 develop2d and
s2intained ir an environment of adaptability *o change. It
mus* te adaptive to tle rapid aldvances in harcdware and csoft-
wvare technology and account for <+he dynamic growth in the
rew program applications. The @mpanagement control systenm
rust te the common denominater in evaluating +he crganiza-
tion's rrogress toward achieving its goals ard objectives
and mtet take into account *he coordination of resources
ex-ernal and internal to the <c¢rganizatioa. It mus* be set
in a regulatory role, bu: at the same time ke sensitive “o
the ex+-ernal fac*ors, such as commercial conmpztition, migra-
tion c¢f s=killed coamputer labor, and increasing user demand.

d. ESTAELISH GOALS AJD OBJECTIVES

The gmechanism fcr making the or-canization's dreams ard
strategic plans meaningful to its personnel is the astab-
lishment and communication of its objectives. These otjec-
+ives <can ke formulated in two categories: operational
cbjectives and organizational objectives. The similarities
ketween these +*wo categories is in =he overall goal of an
cptimem tlend of efficiancy and effeciiveness.

Antheny ([Ref. 103)] distinguishes hetween goals and
cbjectives in the following manner:

1. Gcals; "a statement of intendad ocutput in the
b:oadest_ierms. It is normally net related tc a
specific *ime geriod. The purpose of a statement of
gcals is <+«o communicate top management's decisicns
aktout the aims and relative priorities of +he crqani-
2ation and cgrovide general guidance as to the
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s*rategy *that +he organization is ¢n follow." The
gcals should te stated as precisely as possibls znid
cnly thoss predcainant gcals tha%t are critical to¢o the
organization should be formalized. Antheny's
(Ref. 104] stated purpose of goals, ".,.. <0 commuri-
cate top management's decision eabous the aims...",
seems +to imply +hat the goals zre set solely by top
maragement, Effective goal-setting should inclade an
input from all 1levels of the organization. If the
varicus levels of an organizaticn ace in agreement
with *he stated organizatiomal goals, an impor+«ant
criteria cf gcal rsalization (i.e., goal congrueacy)
is attained. "Pormally, goals originzte frem top
level management and are influenced by +*he envircn-
ment, but alsc goals are made all through the systenm,
even to the bottom" [Ref. 105].
2. Orjectives; "a specific result *t¢c be achieved within
a specified tirme, usually one year or a few years.
If feasible, an objective should be stated in measyr-
akle %erms. An cbjective should be consistent with
tte goals of the organization.” Anthony ([Ref. 106]
asserts that tie statement of objectives is esszntial
tc the managerant control system because "an organi-
zation's effectiveness can be measured only if actual
cutputs are related to objectives."
There is a hierarchy ¢f goals that corresponds closely %o an
crganizaticnal hierarchy. For instance, the ccmmand gecal
may e segregatzd into departmental goals that represent
departmental expactations and contributicns “o “he overall
organizational goal. Likewvwise, organizaticnal objzctives
can te csupportsd by individual departmental objectives.
Using Anthony's [(Ref. 107] framsework, hers are some examples
of da*a prccessing center goals and objeczives:
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1. CCMMAND GENERAI GOAIL 1. Increase productivity ani
ccet effectiveness.
a) Departmental specific gocal 1-60-3: Inpzcve
statistical data gathering capabili*ies,

i) Qbjectives:
e Develop/obtain software by 1 Septemter
1984 +o provide computer system statis-
tical data.
e Rafine capacity analysis report system
tecktniques by 1 October 1984,
b) Department specific goal 1-60-4:  Reduce computer
re-run time.
i) Objectives:
e Increase operator training (data entry) +o
once a week.
e Increass number of applications run under
antcmatic scheduler.

B. SET EOLICIES AND EROCEDURES

Opce the specific goals ard objectives have been formal-
ized, the nex:t step is to state in general terms top manage-
pent's pclicy wi*h regards %o how %o achieve “hose goals and
objectives. Again a hierarchial flow of policy statemants
should ererge that are congruent and provide guidance ¢+o
each sultordinate 1level in the organization. Likewise,
subordinate 1levels of managemen+ should make policy for
levels cf crganizaticn within *+heir group. The constructien
cf the pclicy structure must be supportive c¢cf <the plans to
achieve <+the goals <cf the «crganization and the peclicies
should address the course of action each level of the organ-
izaicn should take tc attain the appropria*e objactives.

At each level <¢f the crganiza*ion the policies are
rtefined 4o specific rrocedures. The p-ocedures generally
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state how the expectations ¢f the organiza*ior carn be ms3t by

detailing those specific acticns that pust be taksn a< arn
apprcgriate lavel in the orgarization. Fer irstarce,
policy fer the irput,/cutput branch is to control job recaip*
and diskbcrsements. The procedure for acccmplishing +tthis
contrcl may be to reguire positive identificaztion by phonto-
graph and signatures of users receiving completed joks. As
can te secen from the oreceding example, +the management

n

con~rcl precess permeates the crganization and coperat=zs on a
continuum +that starts with the definition of goals and
objectives and proceeds to the development of specific
acticrs tc accomplish those goals.

C. ORGANIZATIONAL STRUCTURE AND THE CONTROL SYSTEN

At tte heart of the management con*trocl system is it's
relaticnship with the organizational structure. The manage-
gent ccntrol system will have a different role in the crga-
nization depending on «hether the organiza+ion is

centralized or decentralized. Thers are many arguments
(Ref. 108] for both a centralized or decentralized data
processing organizatien. Martin [Ref. 109] 1lists the
following arguments relating to the centralizaticn/

decentralization questions:
1. "Total Costs
2. Technical arguments cther than cos*s
3. Arguments relating tc agplication development
4, Arguments relating %o which applica<ions should be
centralized and which decentralized
5. Arguments invclving (organizational) politics, the
tehavior of «c¢f pecple, or the impact on +he tuman
side of the (crganization)."
Martin also states [Bef. 110] that "the bes< of bo+h wecrilds
can ke achieved by a Jjudicious mixture of centralized and
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decentralized functions." The key to managemen* ccrntrol

sys-enm's role in a centralized, or decentralized orgzniza-

tion is shether operational data is available to compars the

actual performance t¢ the planned performance. This orera-

tional data, usually available as maragement reports, is the

encapsulaticn of the cther elements in a conrtrol system.
Figure 4.1, a rcdified version of a Boors and Kurphy

c

rodel {Ref. 111], illustrates the concept where decentral-
ized wourits input operational data intc a data base from
which management repcrts can be extracted for the managemen*

Management has ag¢cess to gperational jinforma<tion
sithout interfering with daily operations. CcmputecT
can prgcess, analyze, interpret and evaluate key
orerations and groduce rcutine or exception rerports.

1
{
{

DITX {
Management staff ! , Maragement staff
~TpPstartments” | { Depaztments
, ' FI1ES ’
INPOT ouTPUOT
~ Accounting - Salary costs
- Funding data - Cost data
- Planning_ data - Invoices
- Personn2l data - Trend data
- Audit data - Organization
- gggject Mgmt. charts
a

Figure 4.1 Use of Data by Management and Decentralized Units.
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control system. This model, of coursa2, assumes *ha* the

g-

hi

central ccmputer rescurce and decentralized units ars b
vare and software comratible, ie., the files of +ha Zecen-
tralized units ars structursqd as subsclemas cf <he
centralized data base.

Since operatinal data is accessible to top management by
data Lase query, scre workers may fear that <+he data tthey
input car be used to rate their personal performance. This
could lead to a phencmenon where the input data may te exag-
gerated toward more favorable figures. Additionally, scme
gerscnnel c¢r derartments may be reluctant %0 share their
opra*tional secrets c¢r developments with other grouups +hat
could have access to their data. The key to *his prctlem is
for the arpropriate groups to have access *o0 +h2 same
reports as top level management in their respective area.
In +his way, the lower echelcn levals can have the same data
and can Lte taking <corrective action or ke prepared to
discuss variances when thz upper levels have quastions zbou*
them. Regardless of the organizational structure, opsra-
tional irfcrmaticn must must be available to “he management

contrel system.

D. SET STANDARDS

Cnce the organizational goals and objectives are formal-
ized, a2 set of standards is developed to foster *he attain-
men+ of +*hcse objectives, As previously defined, Cuchi
[(Ref. 112] suggests that an organization's control mechanism
will te made up of a combination of a pure market, a pure
tureaucracy, and a pure clan. Additionally, the crganiza-
tion will ccntain some features of each mode of contrecl. 1In
designing standards the computer center manager must assess
the sccie2l and inforrmational characteristics of each level
¢f thke crganization and determine which form of cecntrol
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should be uvsed in each case. Cuchi [Ref. 113] sugges=s =ha+
the sccial characteristics involve such requirements as:

1. 1. Nerm of reciprocity

2. 2. lLegitimate aunthority

3. 3. Shared values and benefitis
The informational characteristics that are keyed to the type
of contrcl are explicitly stated and maintained intention-
ally at scme cos*. The informational <characteristics
include; prices, rules, and traditions.

Brandon {Ref. 114] refers *c standards as "performance
standards" and defines them as "yardsticks". Standards are
used to measure +the performance of the da*ta proccessing func-
tion" [Ref. 115]. Essentially, standards ars "what shoulil
te accomplished (to achieve organizational objectives) " and
"expectations by which satisfactory performance can be
judged" (Ref. 116]. The standards must be valid character-
istics of the organization and be of some us2 in moni*oring
the rrogress toward tke organizational goal.

According to Schaeffer (Ref. 117], stardards address +he
follcwing questions concerning the organizational otjec-

tives:
7. "How will attainment of data center objectives be
judged?"
2. "How will the data center be structured %*c meet these
otjectives?
3. "How will adequacy of perscnnel career paths be
judged?n

4., "How will adequate career paths be established?"

5. "How will effective budge*ting b2 judged?v

6. "How will the tudgeting be done?"n
The develcpment of tie standards should be done in an crder
cf precedency with +tte mos¢ Zmportant and urgent standazds
developsd first. Typically, crganizatiocnal structure s*an-
dards are 1logically the firs* ones developed to provide a
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framework fcr evaluaticn of the <functions and workflcw of
the organization, S+tandards should be constructed Zirn such a
ganner that not only provides empirical data bu* alsc facil-
itates analysis in terms of patterns, trends and indicators.
Schaeffer (Ref. 118] has classified standards into fcur
general categories:
1. "Administrative standards; includes activity and
perfcrmance reprorting requirements.
2. Orerations standards; includes werkstaticn, workflow
and ¢ata center perfcrmance.
3. Ccntingency standards; attends to varying degrees of
emergencies ircluding disaster plans.
4. Support service standards; includes da*a center relo-
cation, equipment selection and documentation."
These classes of standards must address a variety of organi-
zaticnal issues. The standards must attempt to support the
unique d¢data processing obijectives of +the organiza+ticn
zenticned earlier, and alsc support the "cortinuing ckjec-
tives for all organizations" idesntified by Webber [Ref. 119)
These continuing objectives include:
1. Identification; "achieving staff consensus and
ccmrittment to organizatiocnal objectives."
2. 1Integration; "an overlap be:ween personnel's personal
otjectives ané the (organizationts)."
3. Sccial influence; "a distribution of power and influ-
ence."
4. Cecllabora*ion; "a means of measuring human conflict
within the organiza+tion."
S. Adaptation; "a monitoring of the external environment
and responding appropriately interrnally."”
6. Revitalization; "a development of personnel vitality
and creativity.®
The standards must be clear, concise, complete and well
documented. The users must be involved in establishing and
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later evalyating the standards-so that “he users undsrstand
nct only +he standards but also the lcogic €for mernitering

1

perfcrmance in that way. Failure to involve users in stan-

>

dard develcpmen*t may Tesult in user dissazisfzcticn arni
cause a durlication of the standards developmen+t effort.
User invclvement in standards formulation will result in the
selecticn ¢f standards 3in such a way as to preclude irtro-
ducticn of variances that are beyond tha control of *he
respcrsitle center. There must be agreement between all
levels of the data center organization and the users *ha*
the standards set:
1. Supports the eattainment ¢f organizational objectives
2. Are fair "yardsticks" to gauge the attainment cof the
okjectives
3. Are valid indicators of the organization's objec*ives

E. DETEEMINE MEASURES OF PERFORMARCE

The question of hcw to measure performance is a complex
cne, The data center manager has to not only measure the
terfcrmance of highly technical 2quipment, but also the
perfcrmance of personnel and the degree %to which the organi-
zaticnal structure suppoorts +the equipment and perscnnszl.
The wmeasures of performance rust address not only thos2
rarameters that can ke measured gquantitatively, tu+ also
those +hat mgust te assessed on a subjactive basis.

Metrics, the measures by which things are evaluated, are
relatively straightfcrward for quantifiable characteristics
but nct so accurate for qualitative areas. The metrics must
te accurate, readily available, consistent, impartial and
congruent with performance standards. The complexity of
measuring performance is evidsnt in the general purpose
nature cf the computer center operation. A Navy computer
center will +ypically run more than one “ype cf application

67




and determining the ~wmeasures cf performance to use for <he
hardware alone is dJdifficult. For instance, should <+he
performance measure ke in terms c¢f number of jcbs preocessed?
This igncres the problem of differential lozds that varicus
jJobs place cn the systems. The system resource utilization
can be an altenative measure, but at times some of +he
systeas resources have a bhigher wutilization than others.
The arnswer tc the question of what performance parameters to
evaluate must be made with inputs from all levels of the
crganizaticn. What standards of performance are selected,
how the crganization is structured, whether the performance
informaticn can be ccllected, the costs and benefits of
ccllecting the performance data, and whether or nct meas-
uring thcse perfcrmance parameters is useful in ccntrolling
the infcrmation resource (equipment, facilities, and
personnel) must all te considered.

Quantifiable monitoring of the computer system perform-.
ance can help isolate the portion of th system that is cper-
ting below perfcrmance standards. Some primary tcole for
collectirg system performance data are:

1. Operating system accounting packages. These software
tcols are very capable in +terms of collecting system
per fcrmance but generally require zdditional overhead
in terms of memory capacity.

2. Bardware monitcrs. Hardware monitors are userful ip
ccllecting performance dataz such as voltage fluctua-
ticns, hardware mechanical availability and hardware
respcnse times.,

3. Scftware monitors. Scftware monitors are usually
ccmpesed of two elements; one which collects pregram
perfermance déata and ancther that analyzes ani
reports the performance data.

4. Emktedded system moniters. Data collection and
rercrting modules are designed into the applications.
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Some quantitative system performance measures that may te of
value to +he various levels c¢f the data center maragement
are listed below:

1. Terminal respcnse tise

2. Transctions processed

3. Percentage of system availability

4. Records processed

5. Reports delivered

6. Ccmmunication line loading

7. CPFU utilizaticn versus availability

8. Number of program re-runs
Some quantitative orcanizaticnal performance measures “ta:
Bay be of value are:

1. Budget reports

2., Overtime/staffing reports

3. System maintenance backlcg

4, Training reports
The preceding reports can be categorizad as budgetary, plan-
ning, resource utilization and allccation, and performance
contrel repcerts.

Qualitative measures are more difficul* to es+tablish.
In many cases qualitative measnres of performance rely on
subjective evaluation. Although there are many quantitative
mcdels “c define reliability and productivity, users gener-
ally address reliability, usability, adaptiverness, prcduc-
+ivi+y, effectiveness and inncvation 3in gqualitaztive %erms.
As Ouchi {Ref. 120] contends, +the degree cf qualitative or
quantitative form of measuremen:t involved in the definition
¢f these types of terms will depend on the organization's
technclogical sophistication and actual ability <to measure
attributes. Even when these terms are qualitative in nature
and they can be correctly labelled vague and/or sultject to
ambiguity; “he constraints <¢f the systems inrabili:y <to
provide more accurate or gquantitatively measurable astri-
tutes dicta+e their vtility.
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A data processing center typically operates as a service
crganizaticn and as such is often constrained, a% least in
part, *¢ guali*ative evaluaticns based on user percep*icmns.
The fcllowing computer service characteristics, alttough
difficult tc measure, will prcvide the user's percepticn of
how +well the data processing meets the us=sr's n2eds
(Ref. 121].

1. Service usefulness; Does service provide data
required for tvser operations?

2. Service responsiveness; Is service perfcrmed in spec-
ified timefrare?

3. Service flexibility: Are unexpected requirerents
accomodated in a timely manner?

4., Service availability; Is service available when users
need it?

5S. Service reliakility; TLoes service provide correct
irformaticen in correct format?

6. Data processing ca2nter involvemen*t in user require-
ments developments Is data procassing centar involved
in establishing user data processing requirements?

7. Cata processing center system maintenance support;
Dces data prccessing center provide +imely hardware
apd software maintenance support?

8. Data center =support of user's objectives; Dogs the
data processing center understand and support +the
user's obijectives.

These gquality of service measurements are generally provided
ty the user satisfaction surveys. The information provided
is ofter formulated cn the user's percep4ion of the service
rather than statistical data.

The wmeasurements cf perfcrmance for the organizatien
should nct be limited tc only budgetary items btut stould
also include: organizational resources, such as perscnnel
and ccammunications; computing resources, such as CPU and
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ferirherals; administrative resources, such as clerical and
reports; and managerial resources, such as lcng-rangz rlans
and inpvestments,

F. CCHMPARISON OF PEEFCRHMANCE TO STANDARDS

Once a2 mechanism has been establisted to collect the
appropriate measures cof performance and the performance data
is ccllected, it must be compared to the respective perform-
ance standards. This comparison is a three step process:

1« Analysis; a separation of +the performance da%a into

its parts to study its structure.

2. Interpretation; a definition of the meaning of the
perfcrmance data.

3. Evaluation; tke assessrent of the actuzal operational
and managerial conditions as compared to the expected
performance set forth in the standards.

The comparison c¢f performance to the desired standards
should be done to determine <the variance betwsen actual ard
flanned rerformance. The performance shculd bte evaluated to
aralyze trend da*a and to ccmpare relative change vice abso-
lute change. Vital %o the comparison process is the accu-
rate reccrding of the performance data. The standards must
te set at a level that is reasorably attainable. The Lottom
line comes in the evaluaticn of the comparison data. It
nust ke viewed in tle ccntext c¢f the accomplishment of the
crganizaticnal objectives and the comparison process i*self
must te reviewed to ensure that the control system is moni-~
toring those wvital signs of the orgarization's activities
tha* are in +the mainstream of its future. The results of
the ccmparison must +hen be a source of feedback for what-
ever ccrrective acticn is needed.

Where in the organizaticnal structure the comparison of
performance to standards is made 1is determined by the rela-
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tive hierarchy of the measure c¢f performance. For ins<=nc
if 2 meacsure of perfermance is "program re-runs due to cper-
ator errorch, the shift supsrvisor wculd be a mcre agpro-
griats individual tc monitor +that particular pecformance
criteria than the data center manager. Conversely, the
trend data concerning the proliferation ¢£ new usar applica-
tions is mcre appropriately monitored at the data center
ganager level, The evaluation of the @management ccntrol
system's mcnitoring cf performance must not bz strictly a
top management responsibility. When +he standards are set
and the measures of performance defined, the analysis,
interpretation and evalua*ion of the performance measures
should te done by persons ot groups of perscns wh can
directly <c¢r indirectly influence <+the behavior of +that
particular performance. It ray be arppr-opriate that marny
crganizaticnal levels monitor specific performance measures.
Computer program backlog is an example of a performance
peasurement that permeates all levels of a data center crga-
nization. Likewise, custcmer complaint trends affect %he
entire data center organization.

G. MANAGEMENT REPORIS

The primary objective of management reports is ¢to
provide the top level c¢f organizational management with *he
information necessary +¢o direct and control *he activities
cf the dJdata processing center in its contribution +*o th=
cver2ll gcals and otjectives of <tha organizatiorn. The
manragement repor+s +tc tcp management must provide informa-
tion in the following broad categories:

1. Ezxisting rroblems and tisks

2. Pctential protlems and risks

3. Acccuntability for each fanc*ion, decision ard
project

72

-




B
!
I

or
o
(")
[§i]
w
I

4, Ccrrective acticns, 1in prcgress or planned,

with existing cr potential problems
1 5. Variances in nmeeting or exceeding performance stan-
dards 3
6. Benefits resulting frcm individual cor grocup perform-
arce or decisicns .

t

These types of information should be present=3d to top lev

e
managemert ir summary  form, such as graphics, but with 2
clear, ccrcise narrative that highlights the major pecints of
interest in specific areas. -

For discussion purposes, the crganizational structure of
a Navy ccmputer center is assumed to be cne in which there
is a Naval Officer assigned as Commanding Officer (zepre-
senting ¢cp management) to whom +the data center manager, -
either civilian or military, reports. Reporting to the dats '
center manager are departmental managers and organizatio-
nallly telew the departmental managers are the operating
persornel. With this organizational structure, the types of -
managenant reports will in some cases be =he same (i.e., CPO ‘
utiliza+ion). BPut in other cases, the management rerorts
will ccncentrate on +he performance parameters appropriatea
to the specific 1level of responsibility and +hat organiza-
+ional level,

The feollowing management reports should be submitied to

the <Ccmmanding Officer, addressing the six infcrmation
categcries previously discussed:
t. Budge:t Reports.
Budget —reports should display to +he Commanding
Cfficer a ccmparison of actual expenditures3 to
planned expenditures for the work accomplishad for

the data rrocessing department ani overall organiza-

~a -4 a A

. 3Exginditures in this sense relates _only to “he concept
cf spending resqources and dces nct make distinctions between
cbligaticng and expensas as defined by *he Rescurce

Management System (RM5) acccunting practices.
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tien. Narrative ccompents should be proviiad <=
digcuss reasons Zor +rends and variances. Budge=
reports should show departmental budgst status with
ccmments explaining any variances.

a) Orperations

i) Available CPU capacity versus capacity
acutally used. This report should compare
available CEU capacity wi*h how the CPU was
actually used by categories (2.9., Tunning
programs, dcwrtime, <rceruns, preventive and
reme dial maintenarce, and applicaticn devel-
opment).

ii) Available storage capacity versus storage
capacity used.

iii) Available data entry capacity versus
capacity used.

iv) Overtime or extraordinary staffing require-
ments. This report will 7ive indicaticns of
reaching staffing capacity limi*s and need
for additional staff.

v) General ccmments cn potenzial capacity licgi-
taticns (hardware and personrnzl) ané reccm-
mendations for change +c increass2
organizational effici2ncy and effectivensss.

b) System Development and Maintenance

i) Backlcg of system maintenanc2, new service
requests and modification raquests. The
backlcg should indicate by type of reques-
the man-hours +that will be needed to tring
service requaests to a current status. The
averace age of the regues%s should be indi-
cated with the percentage of system mainte-
nance staff that will be ne2ded arnd the
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’ predicted date that the backlog will b=

I eliminated.

% iy Status of major projzcts indicating cuzraent
statcts, progress and problenms.

3. pPerfcrmance Ccrtrol Repcrts
a) Orerations
i) Cost ¢cf recovery, CPU “ime and nrnumber of
re-runs. This should be compared to the
perfcrmance  standard wit comments to
explain causes and corractive actions taken.
ii) On-line system response <“ime. This should
ke a compariscn of actual (averags<4)

respcnse time %0 a predetermined standard.
This rTeport alsoc givas an 4indicaticn of
suppcrt to the on~line us=rs.

iii) 1ate reports. This is an indication of how
many reports were deliver2d on time versus a
standard.

iv) Syster down-time. A comparison of system
down-time to a standard@ with narrative
comments for reasons ther2 is a vacziance.

b) System Development and Maintenance

i) Application performance and gquality audits.
The results of internal audits of applica-
+ion programs highligh%ing sut~s+andard
per fcrmance.

ii) The costs attributed to project cor applica-
*ion maintenance cr modification.

iii) Percentagse of projects completed orn <“ine.
Also the percentage of maintenance and modi-
fication projects that were ccmpletesd within
estimated completion dates.

c) User Relatices
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H User satisfaction survey. This «r=ocr+

ot

should quantitatively Tate he data

-
0
1
L ]

processing center's customer sazisfac:i
4. Rescurca Allogation Reports
a) Cost Jjustification £or najor data prcecessing

expenditures that bhave to be approved by ¢top
management.
k) Major prorcsals for neW systems development.
These are submitted fcr approval and pricrity
assignment.
Additionally, annual reports should be submitted on protiems
cr precgress in +the fcllowing areas:
1. Brdget status
2. Majcr applications installed
3. Majcr organizational accomplishments
4. Ccntzibution <c¢f the data procassing csn%er to <the
crgarization's goals. )
S. Lecng-range plan updates, including objactives, rlans
and tudget for the nex* year
Since tle reports typically flow from the 1lower levels
cf the organization, the type of reports submitted tc the
data <center manager address wmany of th2 same issues of
concetrtn to the Commanding COfficer. Although the focus
remains ¢n problem areas, acccuntability, and corrective
acticns, incraased attention is paid to planning factors and
¢ *the requiremernts of daily activities. The fecllcewing
ranagement reports <cshould be submitted <o the dJda*a center
manager:
1. Brdget Reporis
Ttese reports compare ac«ual expenditure 4o expected
expenditures and should trigger ques+ions *o func-
ticnal managers whose Jderartments show unfavorable
variances. Generally, purchase =zequisiticns and
perscnnel contract requests are submitted to <this
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level in the crganizaticn for approval.

The
of facilities and service contracts are reported in
+

“te ludget rercrts. Additionally, the currert+

ard problems with user service agreements are
reported with the expected impac* on the budget.

Besource Utilization Reports

a) Orerations

i)

iii)

ivy

v)

Crpy utilization varsus availability.
Separate repocrts indicate rerun *ime, down-
time, preventive and rzmedial maintenanc:
time, and internal data processing applica-
tion run tinme. User CPUO utilization trernds
for remote job entry (RJE) and interactive
applications sheould be prepared and
vercentage cf mainframe CPU utilizaticn for
user on-line prccessing should be repor+ed.
Library status report. The status of the
tape library back-up system, *%ape clearning
and verification, and disk ccrngression
should be rercrted to the data center
manager. Problems in this critical area can
causeé extensive operational difficulties.
Cn-line system availabili+y. This report is
of 1rajor cecncern to on-lin=s usecs. The
actual systenm availabili+y shoulad be
compared o a standard and rsasons for lack
of availability stated.

Computer hours used for program develcpmant
and testing.

Sstaffing levels by shift <+o0 identify sched-
uling problems or document the rneed for
increased or decreased operations, develop-
ment, and maintenanca personnel. If the
worklcad can not be accomodated within the
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vi)

i)

i)

ii)

specified standard (i.s., daily prccessing
should be completed by tha conclusior cf +he
second shift), then morz personnel, improved
metheds, cr procedures may be indicated.
likevwise, a decrease or reassigrment of
perscnnel may bs indicated when the worklcad
accomplished exceeds the standard. The
repcrt itself pust be evaluated in terms of
its marginal wvalue +o0 i%s marginal «ccst to
decide if tbhis rperformance measure contrib-
utes to the ccntrol of the organization.
Deviations frcr budget3d operating cos*s or
excessive expenditures on supplies should be
reported as an exception rerort to alsr+ the
data manager to not only budget implica*icas
but also to undsrlying cperational problems.
Data entry use versus capacity available.
Variances in , data entry may indicate crob-
lems with personnel, hardvare peripherals,
software or envircnmental problenms.
Perpteral device wutilizaticn in terms of
*ime and capacity should be reported for
planning purposes. The percentage of
channel capacity useage can be an iZmpor*an%
perfcrmance measure in determining if <the
system is cperating in an input/ou*put
limited environment.

k) Systems Development and Mainteraznce

A Dbacklog of development and mainterance
work request showing the number, type, esti-
mated workleocad (in hours), user, status and
priority of requests,

Systen developwent staff time worked versus
tctal available time., This can be a measure
of relative grcductivity.
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systea modification or maintemnarce) in
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The nmaintenancs and modification cests, in

and as a percentage of s+ta2ff “ime avail

O

terms of hardware down-time and staff +ine,
should be reported in hours and <trends to
iden+tify applications or prcject candidates
for replacenent.

3. perfermance Centrol Eeports

a) Orerations

i)

iv)

v)

vi)

vii)

viii)

A surpary of re-rumns by majcr applicaticn,
showing frequency, mnachine time lost, cost
of recovery and cause.

A sumrmary of the average time a jct stays in
queue ard the average numbar cf queues,

A summary by applicatior of reports deliv-
ered cn time ccmpared to a performancs s*an-
dard.

Tarminal response times in terms of avseraces
and means to detect trends that may result
in user complaints.

A surzary of reripheral hardware failures to
indicate reliability vproblens, rlan for
contingencies and moni4cr vendor mainterance
performance.

Teleccmmunication system up-time as ccmpared
+o a performance standard.

Transactions processed and cost per “rans-
acticn.

Status of training (formal z2nd on-the-jcb)
as ccmpared tc a standard.

L) Systems Development and Maintenarnce
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Percentage of projects comple*ted on time and
completed within specified costs by prciec=
category.

ii) Average resgonse time to a usar's <cTeogues+
with the period noted betweer recispt of
request and start of actual work.

iii) Average turnarocund time or pregram tests and
compilations as a measure of oferaticns
support.

iv) Average npumber of compilations and test per
program tc indicate whether design +echni-
gues and tools are being used =ffectively.
In addition +o the formal reporting s*ruc-
ture the data rrccessing manager should hold
weekly staff meetings to augment the infecr-
maticn received in the formal management
Ieports.

The nex*t level of the organizational reporting structure
is the departmental managers. Typically, these individuals
are panagers of the data processing center's otgeratiosns,
systems development, programaing, £inancial, supply and
contrel greups. Pirst line supervisors such as thesea that
supervise data entry, controls, 1library and other functions
may also ke included. These "departmental managers" either
ganarate the reports *to higher management or are responsitle
for the producticn of these rerports. Thig level of manage-
zent is ccncerned with the fcllowing categories of infcrma-
tion:

1. Individual performance evalua+tion

2. Allccation of personnel

3. Machine performance evalua+ticn

4. Ensuring informaticn wvalidity
The department managers prepare reports <£for upper levels of
+the organization and therefcre rzceive many of %the same
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reports. The following is a list of management repcrts used

bty the department managers that are unique to this igsvel of
P g

the organization or are used for a unigue function:

1. BEgscurce Utilizatlon Rerorts
a) Orerations

i) CPU utilization reports used for initialting
corrective action. Rescheduling of work and
allocation o0f channels and memory can be
enhanced by acticns takan resulting from
this report.
Remote systems reports on resources at

(20
2o
o

outlying user 1locations can be used for
contingency planning and job rescheduling.
k) Systems Development and Maintenance
) Work request response t*ime and backlcg.

(I

[VS

i) Perscnnel leave and availability schedules
for werkload planniag.

2. Berformance Ccrtrol Eepcris
a) Operations
i) Computer evaluation =z2ports such as jodb

accoun*ing logs, scf«wars amonitors, and
hardware moniter raports.

P-
(=2
—

Reports that can be used to evaluate
perscnnel perfcrmance such as:
e Keystrokes
e Errcr~rates
b) System Development and Maintenance

i) Pro ject status reports and milestone comple-
tion repects can be used for evaluating
develcpment and maintenance perscnnel.
Documen*ation status reporis can previde

(T8
(Bl
—

perscanel evalvation information

(ol
e
[
—

Personnel evaluation reports orevide derarzt-
zsent managers with 2 irect avaluaticn of
their personnel.
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Situaticnal reports such as trcuble reports, failursz rerocts
Cr prcblem reports are also received at the dsparine
level. Failure repcrting and analyisis should te cc

3
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t
for all fallures, including machines, ©programs, cower
supply, facilities, safety, and security. For instanc
Naval Supply System Command's capacity azalysis reporting
system [Ref. 122] requires reporting of machine down-tine,
power failures, safety and security violations [Ref. 123].

A corprehensive management repor+ing system is essential
for the direction andé contrcl of the data processing center.
The garagement reporting system provides essential informa-
tion +to appropriate 1levels ¢ management for planning,
decisicnr-making, and cortrol of data prccessing.

8. CORRECTIVE ACTIOWN

As stated earlier, corrective action is <the feedback
mechanism t¢c remedy an "error condition" tha+ indicates the
crganizaticr or a sut-group of the organization is nct rreg-
ressing sufficiently toward its gcal. The dacision to take
corrective action will normally be made a4 a level cf crga-
1iza+ion that is ccommensurate with the —<Tesponsibility for
that gperformance and thow trategically important <that
performance is to the organizaticnal goal. The process in
deciding what, if anything, should be dcne abcut the vari-
ance in performance involves [Ref. 124],

1. Diagnosis of <the prcblem with regard to its nature
and causes and a statement of the requirements of a
satisfactory sclution. The coanstiraints within which
*te corrective action must be made mus* also te iden-
tified.

2. Cetermination of alternative sclutions "will range
frcm doing nothing to finding a way cu* of the diffi-
culty, removing *he difficulty or even modifying the
cbjective" (Ref. 125].
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3. 2Analysis and ccmpariscn cf altarmatives tc detzznmins
tke advantages and disadvarntages of each solu*icr.

4, Selection of tte corrective action alternativs ¢ be
fcllovwed with identification of all significan*
ccnsequences cf that choice.

D

As discussed in Chapter 3, the timing of the correctiv
acticr is an important facter in how the sys+2m performanc

0

will react. Premature response cr over-rezction can cause an
unccntrclled oscillation in performance if +he perschs
responsitkle for ordering corrective actiors are not familiar
with the sensitivity of a particular performance pacameter
to change and they dc¢ not kncw the effz2ct a change in “his
rerformance measure may have on other performance parame-
ters. If 2 manager reacts too soon to a performance meas-
urement, the condition that gave an out of certrol
indicaticn may be worsened. For instance, if CPU idle time
is akcve standards, the da*a ©processor manager may be
inclinsd tc ruana aore jobs when in fact +the Jjob mix of
input/output intensive jobs 4is the reasen +he CPU utiliza-
*ion is dowr. TIf the data rrccessing manager waits too leng
tc take corrective action, the <condition may worsen *to *he
extent that primary services to *he customer are termina%ed.
An example cf not taking corrective action soon ernough might
be where a data entry clerk has a problem entering an inven-
tory receipt and instead of th? data entry supervisor
calling ip a +rouble report, the data clerk continues to
enter the data. Each time the data entry clerk keys *he
enter cormand the receipt informa+ion is gueued and when the
transac+ion is finally processed, nultiple receipts of the
same document are reccrdsd. A solution *o th2 cver-reaction
problem recommended Ly Webber [Ref. 126] is +c monitor
sensitive performance parame*ers on a continuous basis and
respend vith small cerrections., This action, if appropriate
to the specific perfcrmance parame-er, should prevent ccstly
premature response or over-reacticn *o a variance.
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Equally important as +the decision of what, 3£ =zrny,
acticn should be done is the question of who should actually
make the correction. The level cf management that nakes the
decision tc take <ccrrective action must <consider <he
follewing things in assigning the task:

1. Responsibility; Is the person(s) assigned to take the
coerrective action restonsible for that particular
performance standard? If thersa is joint <respensi-
kili+y, then all responsibls parties shculd be
advised,

2. Authcrity; Dces the person tasked with making %he
ccrrective action have the line authority to make it
happen?

3. System impact; Will +the <corrective action affect
cther performance parameters? If so, persons respon-
sible for +those performance parameters should be
ccnsulted.

4, Agresment; The corrective action should receive
support from ©not only the decision-maker, but also
thcse persons responsible for making the corrections.

There is no magic formula of how many variances constitute a
rerfcrmance problem c¢r how 1lcng a manager should wait to
determpine if there is a problem. These are management deci-
sions that must ke guided Ly inputs frcm appropriate levels
c¢f the organization for each performance area and an appre-
ciaticn cf the entire system environment.
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2. INTRCDUCTION

There are many types of computing facilities within the
Vavy, and each one will have its own unique characteristics
as well as vast operational differences. A NARDAC for
example, with the «computing facility being the Command
itself, will function gquite differently than a Data
Processing Center at a Naval Supply Center. A+ a WARDAC,
Command and Data Prccessing Center goals and objectives
would be one in the same as would the roles of Commanding
Cfficer and Data Prccessing Officer. A Data Processing
Department at a Naval Supply Center, however, would have a
hierarchical structure with brcader Command gcals and otjec-
tives which should e reflected in the subcrdinate darpart-~
men+t's mpore specific goals and objectives. While many
fundamental similarities remain among computing facilities
and *heir inherent requirements for control systems, the
unigue mission and operational requirements imbedded in each
crganizatior cause any attemrt to g=2nerate an evaluation
guide spanning these requirements to be necassarily gerneral
in nature. .

This evaluation guide is focused on management ccnirol
Sys-em issues as described in <the previous chapters of *his
thesis. However, this guide is by no means in“ended to be a
comprebensive document covering all aspects of a computing
facility's céération in the de%ail an Insec*or General or
audit team may desire. The irtended purpose of *his evalua-
tion guide is +to aid a data processing manager or frospec-
tive data processing manager in assessing the effectiveness
and apprcpriatness c¢f the management control system £or a
typical Navy computing facili+y.

85




h

This evaluation guida was davelopsd within the sc ¢
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tke issues and theories discussed in this thesis. U
s

this guids should be +tempered with a "big picture" assess
ment of the computing facility being 2valuated in terms of
technclegy, organizational structure, and stated missicn.

The gquide itself is conceptual in nature with marny qual-
itative terms included that must be defined in a qualiita+tive
sense by the user. Additionally, many of the gquestions that
are askeé ccntain some elements *hat may app=2ar *o bz mutu-
ally exclusive. Owing to the diverse nature of the types of
computing facilities that <this document could be used for,
the thrcet is to provoke questions +that cocver a brocad range
of issuas, These issues can vary in their applicability
from one facility tc a2nother and it is incumbznt on the user
tc detervine the applicability of each guestion.

Anc+tlter key e€lement in the proper usea of this document
is tc develcp a feel for the underlying characteristics of

the orgarization being evaluated in terms of the management *

theories that influence management controls as presented in
this s+*udy. some c¢f the wmajor influences dinclude the
follcwuing:

1. Ouchifs framescrk for management control: The ability
tc¢ measure either ou%put, processes or neither will
shape the centrol mechanisms in three fundamental
frameworks called markets, bureaucracies, or clans.

2. ©Nclan's stages of technological growths: The stages
which all data processing organizations go through
are defined as initiation, contagion, integraticna,
and control. Each stage will reguire a different form
of management control.

3. Thcmpson's types of task interdapendence: Three defi-
riticns of task interdependence which will influence
organizational structure were defined as pooled,
sequential, or reciprocal.
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Tempered with a fundamental grasp of the organization's
positions with respect +to tke themes and issues presented,

-

the usar is tasked tc¢c evaluate *he management control systern
effectiveness in their own quantitative terms. The qu

are intended to stimulate interest and investigaticn and
evaluaticn of the arecas covered.

EVALUATION GUIDE

B. ORGANIZATION

1. Is there a current chart of the Command's crganiza-
+ional structure down to the Data Processing Cernter
level? )

2. 1Is there a current chart of the Data Processing
Center's organizatioral structure?

3. Is there a listing of key management personnel in +*he
Ccmmand's chain-of-command £from the Ccmmanding
Cfficer down through the Data Processing Cen%er
rranch level?

4. 1Is organizaticnal structure designed so there is no
overlapping of functions, responasibility, or duplica-
+ion of effort?

S. Is the existirg centralization, or mixture of both
satisfactery?

6. Are the functicns , responsibilities, authority, and
relationships of each significant position in the
crganization defined in writing?

7. 1s there satisfactcry rapport between management,
staff and users?

8. Is the organizaticnal s%tructure in harmony with the {
objectives of the Command and <the Data Prccessing
Center?
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E.

9. Is avthority sc delegated as to permit decisicrs to
ke made at the lowest feasible levels of maragemzn4?

10. Dces the organrizatioral structure provide fcr wunity
of ccmmand -- each person reporting t¢ nc¢ more *han
cne superior?

MISSIOR

1. Is the mission of the Command clearly stated?

2, Is the mission of the Data Processing Center clearly
stated?

GCALS AND OBJECTIVES

1. Aare Command gcals and objectives set dcwn in writing?

2, Are Lata Processing Center goals and objectives sat
dcwn inp writing?

3. 1Is there <consistency and continuity between Ccmmand
gcals and objectives and Data Processing Cen%ter gcals
and objectives?

U, Are goals and objectives measurable, attainable,
ccmprehensive, and relevant to the Data Processing
Center's reedss

5. Are goals a2nd cbjectives reappraised periodically to
ansure uniformity and congruency among organizational
ccmpcnents?

OFERATICHS

1. MAre decisions rade at the lowest feasiblzs level?

2. 1I= ther2 a methodology to review tasking (or priori-
tiza*ion) versus rescurces?

3. What metheds are used for cost allocation and meas-

urement? Dc they encourage effective use of <the
ccmputer resource?
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4. How are job rpriorities assignz2d4? Is the prioziey
linrked to the job pricing scheme?

K=
]

5. Has an aprroval systea baen implemzntsd +hz+:

a) Has approval levels commensurate with *he signifi-
ﬁ cance cf tlte project?
i E) Reviews validity of *the job?

c) Determines <cb priorzity?
d) rrovides coordination for jobs that span sevsral
‘departments?

6. 1Is there a conflict between management job priorici-
zaticn and user job prioritization ( eg. user assigns
a bigh priority to a 1lcng job but the system is
running a "shcrtest job next"™ gqueueing algorithm )?
Is there a prccedure tc resolve these conflicts?

7. Are there procedures *to track the irpu* and outpu: of
all jobs?

8. Azre precomputer and postcomputer activities scheduled
and included in +he +urnaround time performarnce
criteria?

9. Is there a method tc 1locate jobs that are delayed,
and can requests about dJob status be answerad easily?

10. Is there a standard methodology to prevent, detect
and follow-up c¢n processing errors?

11. Are +the folowing i*ems considered in “he budget prep-
aration:

a) User demand and resource supply for ccmputing
services?

by Effect on M"sales"™ of service, pricing, quality and
responsiveness?

c) The effect ¢f commercial compe+ition?

d) How to generate new users?

12. Dces the scheduling branch or section know where jcbs
aze, and the status of all jobs on a continuing

. tasis? 1
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13.

14,

15.

1é6.

17.

18.

19.

20.

21.

22.

Are +here differences in schedulin tzchniguss

u
dvuring prime time and non-prime +time shifts? Is

4]

shif+ differential agplied to the job pricing scheme?

Dces management receive periodic sta%us repcrts on

werk scheduleé, being processed, and completed?

Are there backup procedures for disk and tape files?

Hew are files lacked up?

Dces the budget provide for:

a) lcgical standards?

b) ccmparison tetween budgeted and actual ccsts for
wcrk planneéd and acccmplished?

€) exclusion cf those items ovar which managemsn+ has
no con+trol? ,

d) differentiation between budget goals arnd organiza-
tional goals?

2) periodic examination of s+andards?

f) participation in setting budgets by those who must
live with them?

Is a chargeout or chargeback system required *» mak2

users aware c¢f costs or %o control costs and work-~

lcad?

Are reimbursakle charges correctly and accurately

assessed to tte apprcpriatzs customer?

Are rerun and downtime credits correctly incorporated

into *he tkillirg system?

Is provision made for prompt expediting and feedback

of informaticn to marnagement on variances be*ween

2stablished budgets, schedules and actual accomplish-

ments?

Dces the pricing scheme measure and prcvide a tasis

fcr contrelling user censumption of resources?

Is the budget process used as a mecharnism *0 plan the

provision of ccmputing resources and determine their

allccation?
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F.

23, If a charging system is usegqd, are *he fcllewing
func+tions/characteristics included:

a) Provide management dinformation for Tesource
centrol and decision-making?

b) Provide a means of allocating resources amcng
users?

¢) Encourage users +o employ computing <resources
effectively and efficiently?

d) Promote effective and efficient provisicn of
services by the computer facility?

e) Permit decentralization of control over rescurce
allocation édecisions?

£f) Tailored tc the obijectives it is to serve?

24, Dces the management ccntrol system control wuser job
arrival and internal job sequencing?

25, Are all operators fariliar with Data Prccessing
Center respcensibilities citad in mainterance
centracts?

26. Dces the management control system monitor jet pric:z-
jtiza*ion in terms of hardware performance, software
perfcrmance, c¢r pricing?

PERFORMANCE BEASURENENT

1. Is there an individual or individuals within the Data
Processing Center respcnsible for monitoring systenm
perfcraance?

2, Are +there prccedures to track and report Trescurce
utilization and system performance?

3. To¢ whom and at what frequancy do you report system
performance measuramen*s and rescurce capacity?

4, Are significant performance attributes wmeasured,
including capacities of resources for werklcads,
effectiveness in serving users, arnd efficiency in
utilizing rescurces?
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10.

1.

12.

Is there a management system to review tasking { oT

prioritizaton ) versus resources?

Is there a wvay to determine which avpplicatisns use

“te most computer resources?

Can performance measur2s prcvide feedback ¢  esval-

uate:

a) validity of standards?

b) success or failure tc¢ meet standards?

Are rerformance at-ributes based wupor a balanced set

cf criteria sc as not to sacrifice one facter for

another?

Are the follcwing perfcrmance measursment +4ccls

installed and utilized:

a)'operating system accounting packages?

k) herdware mcnitors?

¢) scftware mcnitors?

d) imbedded system mcnitors?

Are *here reviews to assess which performancs atiri-

brtes are feasible +to precisely and accurately

measure?

Dces the methcdolegy for choosing performance meas-

urements include the fcllcwing:

2) Identify +he purpose for the measurement?

b) Identify tte relevant feasible attributes +c be
measured?

¢) Evaluate the m2asurements in <“erms ¢f validi:y,
reliability, ard meapingfulness?

d) Bvaluate *tte ccst and relevance ¢f “he measurement
system?

Are measures cf performance free from factors *khat

are cutside tte contrcl cf the responsibility center?
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G.

He

STANILARDS

1.

2.

Are measurable, quantifiable standards es+-atlished in
terms of cost, quality, and schedules?

Are the =standards bassd upon a balanced sat of
criteria so as not to sacrifice arny one fac*tor ( 2q.
geuality, cost, or schedule ) for another?

Dces the control system provide feedback to ménage-
meént to evalauate:

a) The validity of standards?

b) The success or failure at meeting standards?

Is there provision fer establishing and disseminating
nev standards c¢f performance wher o0ld ones are found
*c ke inadequate or ineffective?

Are performance standards precise and communicated to
+he approfriate level ¢f managemen:?

Are standards for each organizational group reviewed
to ensure that there is no conflict between groups?
Are standards reviewed for validity and is +h
perfcrmance level required by the standard consisten
with the progress towards the goals and objectives?
Are standards constructed in such a way that they not
only provide ampirical data but also facilitate anal-

)]

ct

ysis in terms cf patterns, trends, and indicators?

PERFORMARCE EVALUMION

1.

2.

Is dcwntime, rerun times, hardware/software proltlems
recorded and reported for management action?

Does *he manacer have records, reports, and statis-
tics needed *c translate organizational objectives
irtc terms of performance and corrective acticn?

Are provisions made for periodic spctchecks of work
in process or completed work to ensure conformi*y to
astablished standards?
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5.
6.

Is Data Processing Center service +to users withi

performance standards fcr scheduled jobs, unscheduled

jebs, and on-line jobs?

Are *here perfermance standards for each work arez?

Are 3internal audits conducted on data ©processing

managemen* and operaticnal functions to include the

fcllewing areas:

a) Adherence tc organizaitons's policies, rules, and
regulationss

b) EBfficient use of resources?

c) Physical security of the da“a processing center?

d) Documentaticn of standards and procedures?

2) Leng-range resource planning (facilities, equip-
ment, etc.)?

Lces the management ccentrol system previde a2 s%ruc-

ture for continous audit trails?

Are persons responsible for meeting, parformancs stan-

dards involved in:

a) Setting of the standards?

b) Collection, analysis, interpretation, and evalua-
tion of the comparison data?

c) Ceciding wbhat corrective action should be taken?

D¢ management reports have the follcowing characteris-

“ics:

a) Measure and evaluate all func*ions *+ha%t contribute
+c attainmenrt ¢f the organizaticnal gcals?

b) Tailored to specific functions and €X[press
performance in terms appropriate to tha+ functicn?

c) Contrast related measures of performance in such a
manner “hat may indicatz cause and effect rela-
tionships?

d) Stated clearly and ccencisely?

2) Measure performance against a predetermined stan-
dard?
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f) Brecad enough +*imeframe *¢ allew historical tack-
ground on which tc base judgements of the p=rform-
ance?

g) Address resource utilization versus available
capacity?

h) Prepared in an apprcpriate periodicity to allow
timely corrective ac%ion?

i) Provide performance information to draw inferernces
cn potential problems?

j) Facilitate trend analysis for organizaticnal flan-
ning?

I. PLANNING

1.

2.

3.

Dces the Data Processing Center participate in the
development of user's functioonal requirements?

Is there a framework for integrating new application
requests into the data prccessing center operaticns?
Are sconomic analysis techniques u+ilized in =avalu-
ating new applications and projacts?

Hcw are projected workloads determined?

Are personnel requirerents projscted in terms of
future workload requirements?

Are ludget estimates based on realistic, leogical,
suppcrtable, and mathematically correct premisas and
stancards?

Dces long-range planning incorporate:

a) organizaticnal changes?

b) technological changes?

c) cost/benefit analysis?

d) wcrkload prcjections?

Are there contingency plans for +the varicus typss of
processing disruptions which require operating with
fewer resources or at another site?
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Jde

Are personnel +rained in contingency procedures? Are
ttere periodic drills?

10. Dces planning include:
a) user participation?
b) executive/steering committees?
c) cost/benefit analysis?
TRAINING

1. Dces employee +*raining include instructions on the
responsibilities,requirements, and functions cf their
pcsition?

2. [Lces employee trainirng include instructions on the
crganization's objectives, standards, peclicies,
procedures, aprd means of measuring performance?

3. 2Are *there on-the-job *training programs designed to
increase techrical proficiency and professional
ccmpetanca?

4, Are cross +training pregrams available +o brcaden
careser paths and provide back-up skills in key posi-
+ions?

S. Are employeestencouraged to davelop professional and
technical competence through off-duty studies?

6. Is there a current and active annual training plan?

PREESCNNEL

t. By what means are data processing center perscnnel
evaluated, paid, and prcmotad?

2. Are there any present or projected deficiencies or
vacancies in any key rositions?

3. 1Is there an urward employment path for employees that

includes trairing and participation in the formula-
ticn of management policies and procedures?
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1.

9.
10.

11.

12.

Are personnel management goals vreflected in <the
Ccmmand and Cata Processing Center goals and ctjec~
tives?

Have efforts teer identified to attract and keep
guality and experienced personnel?

Are personnel records maintained to ensure that all
apprepriate actions are documented?

Cc pesition descriptiors contain the current proce-
dcres and adequate job performance standards?

Do all positicn descriptions, procedures and policies
reflect the 1latest performance objectives and
requirements c¢f the crganization?

Are reriodic pcsition reviews performed on schedule?

Are periodic performance/evaluation reviews conducted
on schedule?

Are superviscrs performing prescridbed supervisory
respcensibilities? Are there clear cut delegations of
authority?

Have employees reczived wri<ten elements and perfcrm-
ance standards for their positions?

USER INTERFACE

1.

Are the needs of users reviewed and are their opin-
icns solicited as to *he guality of services or prcd-
ucts furnished?

Is there a prccedure ¢¢ inform the user community of
system problems, expected downtime, and expscted
impact on user services?

Are regularly scheduled meetings held with the user
ccemmunity? B

Is provision sade for all complaints and recommenda-
tions from users to be recorded upon receipt, evalu-
ated, acted ugcn, and ansvered?
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7.
8.

9.
10.

11.

12.

13.

14,

Does the Data Processing Center participats in +he

development of user functional requirements?

Is +here an active data cent2r steering ccomiiize

whose duties include:

a) Ccordinaticn of dJdata processing center and user
activities?

k) Resolution ¢f scheduling difficulties?

¢c) Data processing center's awareness of upccnmning
resource demands?

d) User awvareness of application processing protlems
and inefficiencies?

2) Examination of alternative processing approaches?

Is t+here a user/data center handbook?

Is there a periodic review ¢to verify the validity of

user service agreements?

Are user service profile trends maintained?

If users have authority to purchase and operate

ccmmercially available software and hardware, what

are *he data rprocessing center's main4enance respon-

sibilities?

Is the user ¢tc required +o use life-cycle management

techniques in acquisition of software and hardware?

Is off-site hardwvare and software compatible with the

data processing center's systems?

Are user and ¢éata processing center responsibilities

defined and dccumented to prevent and reconcile areas

of ccnflict?

Is the data processing center sensitive to the effec:

that the cost cf service will have on user demand?
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1USIONS ;_4

b VI. CON

A. SUNMARY

A management ccptrol system is the set of processes
through shich organizations ensure that actual activities
conform to planned activities (Ref. 127]. The unigque nature
of +the coeputing prccess, including hardware and sof*ware
technclogy, user sorhisticatien, and organizational struc-
ture, has introduced some specific considerations that need
to be addressed when designing c¢r evaluating the managemaent
contrcl system at a Navy computing facility. The maragement
contrcl system nmust ke able t¢c respond to change and, in
fact, evclve itself with ongecing changes in computer tech-
nology, software developments, and user demands for new
applications.

The management ccatrol system of a computer facility
invelves significantly more <than a daily measure of ou*put
per uni+ of input. Issues that influence and in some cases
even dictate the type or structure of the management ccntrol
system required bty an organizaticn are often long-termed and
very broad in scope. Questions must ba asked regarding: the
stage of technolcgical growth cf the organization, the capa-
bility <¢f the organization to measure either outputs cr
proceseses, “he apount of task interdependence, the crganiza-
tional structure and related pission, and a sense for the
organizaticn's rplanning and committment tc meeting its
cbjectives.

Non-financial controls are very important to the ogpera-
tional 4issves involved in a computer facility maragement

: control system, as are the traditional components of a
financial architecture, a financial con%+rol process, and an
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audit furcticn. The managemernt control system must include
methcds *o provide for effective and efficiznt rsscuzcs
utilizatior and alsc a structure for auditing.The cortrol
systen provides status of the organizaticn's operations so
that activities may te controlled in crder to meet ctjec-
+ivas and performance standards. Additionally, procedures
and techreclcgy can be modified to permit setting of higher
s~andards,

A panagement control system was described earlier as a
critical network whick integrates <tha organization's ofpera-
ions. It builds on the output of ths planning process to

& develop projects, hardvware apnd software improvements, facil-
4 itiss entancements, and personnel :equiteuenis. The manage-
; rent ccntrol system is ¢he ccracn denominator in evaluating
h the orgarizationt's precgress towvards achievirng its gcals ani
' cbjectives.

This study wvas ccnducted using traditional 1literature
search techniques as well as visits to Navy Regicnal Data
Mutomaticn Center, San Prancisco, Naval Supply Center,
Charlestcen, S.C., and Naval Supply Systems Command. The
issues rresented in this study represent +*he authors!
efforts tc provide scme ccnceptual frameworks as well as

rractical evaluation criteria to aid a manager in assessing
the panagement controls 4in a typical Navy computing
facility. The concepts and evaluation guide presented herein
will have %0 be tailored <+c¢ the specific facility teing
evaluated,

B. RECONNENDATIOES

Cne c¢f the first and nmost obvious discoveries made by
the authcrs wvwas the fact that there are vast differences
tetweer many of the ¥avy's computing facilities, while many
eimilarities are alsc present. For this reason, the study
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and the evaluation guide are intended to provide scne
discussicr and insight to *he many possible issues tha+
impact on a manager ir develoring or evaluating the marzge-
gent ccntrol system at any particular Navy ccmputing
facility.

While many of the issues are discussed in great detail,
some cf the topics mentioned would be beyord the sccpe of
this study to provide adequate guidance by itself. Econonmic
analysis, for instance, =should be thoroughly researched
befcre attempting to apply the principles involved.

The test approach ¢to using this paper and its included
evaluaticn guide would be to gain a basic understanrnding of
the organization with respect to the issues presented ir the
text cf +he study. Cnce tltat is accomplished, <the evalua-
tion guide can be used to conduct a step-by-step analysis
+hrough ansvering the questicrs providad.
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