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' under AFOSR Gnnt No. AFOSR 83-0168 dunng the time period
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::‘;{ 18 March 1983 through 17 May, 1984 The work covenﬂsevenl
ALY different sreas of optical computing, as well as some work on digital
; processing of images. The primary emphasis of the work is on

>

\ applications of optics to interconnections in the area of microelec-
‘ tronics. Other aress include diagonalization and inversion of circu-
Q lant matrices, inversion of wavefronts using photorefractive crystais,
N
3‘;,‘ suppression of speckie in coherently formed images, and data pro-
X cessing using dispersive anisotropic crysuls.ﬁ Publications during the
, Iast year arising out of the grant are also detailed.
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L INTRODUCTION

This document is an interim annual report on the research accomplished
under the spousorship of Air Force Office of Scientiic Research Grant No.
AFOSR 83-0166 during the time period March 18, 1083 through May 17, 1684.
The research performed lies in five major areas: (1) Optical interconnections; (2)
Nonlinear optical information processing using four-wave mixing; (3) Suppression
of speckle in coherently formed images; (1) Diagonalization and inversion of circu-
lant and Toeplitz matrices using coherent optics; and (5) Information processing
in linear birefringent dispersive materials. \We summarize the progress in each of
these areas (Sections II through VI). In addition we present other information

pertinent to the grant in the final section.

II. OPTICAL INTERCONNECTIONS

The primary and most important project under way is an investigation of
the possible applications of optics to electronic interconnection problems. Inter-
connections are smong the most challenging problems facing the electronics
industry today. Optics is being successfully applied to the problem of machine-
to-machine interconnections (fiber-optic local area networks), but there are inter-
connection problems at many other levels of electronic architectures, from high-
speed buses within a single machine to board-to-board, chip-to-chip, and even
within-chip communications. The most difficult problems in many respects are
those at the lowest levels of architecture (chip-to-chip and within- chip). and it is
at these levels that the majority of our work is focused. The uniqueness of our
work liex in the empluwis placed on “imaging™ interconnections, for which a con-

nection channel is established by means of a holographic imaging element that

images a small source onto one or more small detectors. \Work is aimed at both
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the conceptual level and at the practical level. In the conceptual area, we are
-,.‘ . attempting to discover the most important scenarios in which optical intercon-
.ég . nections make sense. A good summary of the level of our current conceptual
f.'. understanding is contained in the preprint of the paper entitled "Optical inter-
e connections in microelectronics”, which is attached as Appendix 1. This paper
;S: will be published in the Proceedings of the SPIE volume entitled Optical Comput-
2 ing: a Critical Review of Technology.
:2 At the practical level, we have embarked upon two different tasks. One is to
-Ej evaluate the use of optical interconnections as a means for communication
)':...4 between chips. The other, just getting under way, is an investigation of clock
; distribution within a single chip using optics. Since the latter project is just start-
3,
:E: - ing. we concentrate our comments here on the progress in the former area.
: -y Communication between distant locations (i.e. several mm to a few cm) on
:.‘:: planar substrates is a limiting factor of VLSI system performance. The bigh den-
?} sity of input and output terminals of integrated subunits (CPU's. buffers. ROM's,
?: ete.) present serions pad bonding and signal drive power difliculties. In addition,
:"2. the point-to-point  communications restrictions imposed by conventional elec-
' tronic interconnection schemes encombers algorithm design.
'E;" The particular interconnect problem addressed in this work is described as
E‘ follows. Two electronic integrated circuit units fabricated on a substrate with an
= array of input/output bonding pads are linked by deposited aluminum or a
N
:2 hybridized conducting material. The bonding p.ads are typically 125 micrometers
Ei ) square. The average power required to send a signal over a terminated line in
'. . this situation is about 40 milliwatts for a 2 volt signal with a 50 ohm termina-
:E tion. To date the highest modulation rates for arrangements of this type are
X
.
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": about 100 MHz. Projected required transmission modulation rates are on the
\. * order of tens of GHz. Our goal is to investigate the feasibility of an optical
: - replacement for the interconnection just described.

o The optical version of the interconnect geometry is described as follows. An

; information-bearing signal on one chip drives a light source; the emitted flux is
\:E collected by an imaging element and imaged onto a detector on the second chip,
.' where it is converted to an electronic signal. Information transfer between the
i:. two chips thus takes place optically, rather than electronically.

3.: An experimental system for testing the concept was constructed. It uses a
2 Litronix R513 standard red LED with peak emission wavelength 660 nm in a 20

)

b nm bandwidth. Approximately 70 mw of electrical power is required to produce
:'.: ) an optical intensity of 60 microwatts per steradian. The detectors are Hewlett-
: ] Packard photodiodes from a high-speed opto-coupler. The active area of the
; photodiade is about 280 micrometers square, while the area of the emitter is
2 about 240 micromelers square. Imaging is achieved with a reflection volume

:: phase hologram formed on an Agfa-Gaevert 875 HI) emulsion. A pyrogallol-
' { sodinm earbonate developer (Agla #GP-62) and a potassium bromide p-
7,

y benzoguinone bieach {GP-432) were used. The holographic element was formed
with on-axis converging and diverging spherical beams from a HeNe laser. The
_‘: source and image points were about 4.5 cm from enulsion plane producing a
b beam overlap region of about 1.5 cm diameter.

53 \When illurminated with the 660 nm LED, the peak hologram diffraction
3: efliciency was about 5.5%. Image irradiance and resolution were at off-axis
: s : illumination angles were evaluated with a CCD line scanner. Image resolution at
'5. 1.0 cm varied from from 270 micrometers at 7 mm source-detector scparation to
2
#
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330 micrometers at 30 mm separation. Astigmatism was the predominant aberra-
tion at large angles of incidence. At an 18 degree ungle of incidence, image inten-
sity decreased 10 50% of the value at a 9 degree angle of incidence. Thus 18

degrees is considered the useful field-of-view of this hologram.

Two source-detector mounting geometrie were tested. In the first, an LED
and detector divde were separated by 90 micr«  ters distance corresponding to
typical bonding pad separations on an IC. The purpose of this geometry was to
evaluate crosstalk between a source and a nearby detector on a single chip. A
second test configuration with a source-detector separation of 1.1 mm was also
used to simulate an interconnection between two different 1C units. Unwanted
seattered light was found to be sufficiently low in level to not pose a difficulty for
the system. The limits to system performance posed by internal receiver noise
are now being evaluated. A major effort in the future must be invested in the
design and realization of low-noise receiver circuitry suitable for realization on
integrated cirewit chips.

The work at Stanford on optical interconnections and supported by AFOSR
has received considerable recognition in the scientific coinmunity. As mentioned
previously, an invited paper was presented at the SPIE critical review of optical
computing technology. An invited paper will be published in the July 1984 issue
of the Proceedings of the IEEE. The keynote address of the 13th General Meet-
ing of the International Commission for Optics will be presented on this subject
by Prol. Goodman in August 1984, and the first R.V. Pole Memorial Lecture will

be prescnted on this topic by Prof. Goodman at the 1984 CLEO meeting in June
1984.
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s MII. NONLINEAR INFORMATION PROCESSING USING PHO-
e TOREFRACTIVE MATERIALS
Rt
s
A B Photorefractive materials are of interest in image processing because of their
N ¢
i holographic analog to conventional Fourier optical processing systems. Other
o groups have reported using two-wave and four-wave mixing techniques in pho-
iy
) ¢ torefractive crystals to perform optical phase conjugation, image convolution and
N
’ correlation, edge enhancement, image amplification, and image division. \We are
"':' interested in image inversion and have been investigating the characteristics of
)
5
>, photorefractives which generate and limit the inversion process.
, The origin of our interest in image inversion using photorefractive materials
7 .
- rests on the unusual signal processing operations that can be performed with such
Wl ':
X an effect. lmage deblurring.  code translation, detection of non-periodic struce-
3 " tures in a periodic field, detection of periodic structures in a non-periodic field,
P
j-;t and diagonalization and inversion of circulant mutrices (see section V) are all
1
examples of operations that can be performed if a method for image inversion, or
Pt motre properly. wavefront inversion, is realized.
§ In a photenefractive medinm, a space-charge ficld is generated when trapped
7
charges are excited by an intensity-interference pattern and subsequently
."
":I retrapped after transport by drift and diffusion. This field is proportional to the
3% : L : ,
»;.‘;- modulation depth, m , of the intensity grating, unless m approaches unity. If 7,
¢
< represents the intensity of the abject beam and J, represents the intensity of the
:‘ reference beam, then
{fﬁ:
.': - a1, T,
,»" . ’.+ l' )
$, Through the electro-optic eflect, the change in refractive index has the same
%
P *"
‘
R T e S N e R
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dependence as the space-charge field. A third beam performs read-out of the

grating in real-time. When plane waves are used as the input beams, the result-
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. ing steady-state expression for diffraction efficiency is

» = sin® [ .\nl]

where

P AEDS L
r'd

e o L
on =2, ,.3;[&.51_]’

o Ei+ (E,+ E,F
.:: In the above expressions,
>
" . N, .
N Ly = ol the maximal space charge held
e kT
s E, = —2= : the diffasion ficld
1KY q
s

E, = applied electric feld

.‘c

N, == cuncentration of traps
t = dielectric constant

K = magnitude of grating wase vector

S,

kp = Rolizmana’ s constant

t,1; = elective electen—optic corflicient

é& n, = appropriate index of refraction

"'i The exprexsion for Jdiffraction efliciency can, for small argument, be approximated
i by the square of the argument; thus, diffraction efliciency is proportional to the
E square of the modulation depth. Because m depends only on relative intensities
5:: between the object beam and the reference beam, and not on absolute intensity
¥ of either beam, variation of the beam ratio away from unity causes diffraction
::’. efliciency to drop. At appropriate beam ratios, therefore, image inversion can
$ occur. In certsin cases, it is appropriate 10 use an effective modulstion depth
::E . which includes effects of absorption of the crystal, a, and total light intensity
2; incident on the crystal, /y . Here,

2,

.
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and 1 is dependent on crystal parameters.

Our experimentasl set-up uses Argon laser green hght to write a grating in
BSO or BGO. and n He-Ne laser is uxed 10 read it ont. Minor adjustments need
to be made to the formulas to account for a different read-out wavelength. We
compare the experimental data with theoretical calculations. We have been
exploring the parameters which affect the dynamic range of the beam ratio over
which inversion oceurs. In simulating the two-beam coupling process, we have
shown that varging the electro-optic coeflicient changes the diffraction efficiency
a1 a constant heam ratio as well as the range of the beam ratio where inversion is
seen. Tlie concentration of donors and traps is another crystal parameter which
allects diffraction efficiency and inversion. When keeping all crystal parameters
fixedd, inversion is influenced by features of the experimental set-up. In particn-
Inr. it appears 10 be possible to “tune™ the inversion dynamic range by varyving
an applied electric field across the crystal. Total light intensity reaching the cry-
stal may be another tuning parameter. Once the two-beam process is well under-

stoud, we plan to use four-wave mixing techniques to invert images.

IV. SUPPRESSION OF SPECKLE IN COHERENTLY FORMED
IMAGES

All coherently formed images, including those obtained form side-looking
radar systems, laser-illuminated imaging systems, and medical ultrasound, con-
tain a disturbing noise known as speckle. Speckle arisus whenever the coherence
length of the illuminating radiation is long compared to the surface roughness of

the object to be imaged. For some time we have been involved in an evaluation
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SRS of a wide variety of technigues for suppressing speckle by means of digital iinage
' : processing. Our work provides the first quantitative comparison of these diverse
:::::: methads, and also introduces some new techniques that have never been tried
"\
o hefore,
::‘, Over the past 20 years or so, many researchens have tried many different
e
.:':’__s methods for suppressing speckle by post-detection fltering. Popular methods
e
include (1) simple smoothing of the picture with linear filters; (2) homomorphic
fihering consisting of a logarithmic transformation, followed by linear filtering,
followed by an exponential transformation: and (3) two-dimensional median
. filtering. Our work has compared all of these methods for certain objects with
P
::;Z mean-square error as 8 quality criterion. In addition, we have introduced new
ASA
':j- methods which include: (1) nonlinear one-dimensional filtering in a projection
N space; and a maximum entropy method.
l:~
.' s . - 13
s The resnlts of the work have identified what we believe to be the most
%N
. promising approaches. Of the methods studied, most consistently good results
<o were nbhlained using one dimensionsl square root filtering (i.e. s square root non-
o i
:{: linearity, followed by linear filtering, followed by a square-law transformation) in
o4
e % N .
a8 prujection space.
o Three papers have been prepared on the results of this work, and effective
v . , : :
e June 19x4, the project has been terminated. The papers will be submitted to
o various journals in the near future.
N
: \: V. DIAGONALIZATION AND INVERSION OF CIRCULANT
‘l
R . MATRICES BY COHERENT OPTICS
" : . . . 3
:f.; For some time we have been studying, both theoretically and experimen-
¥
';::'
"
.
-
\..:
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'\;, tally, some methods for diagonalizing snd inverting circulant matrices using
" . . coherent opties. Inversion of cicculant approximations to Toeplitz matrices is a
:: i problem that atises froguently in optimal lilering problems. Using the methods
:: we dave been stdying, it is pessible 16 invert as many as several hundred circy-
It matriees, cach of dimension several hundred by several hundred, simultane-
ously on one pass through a coherent optical system. Such a capability may have
appli-ation to estimation problems involving snienna arrays with many elements,
| 2 with many resolsable frequency bands in each antenna lobe. .
; The basic idea behind this work has recently been publiched in Applied
2 : Optiea. Rather than repeat that material here, we have attached a reprint of the
" papet as Appendix 2. Since the publication of that paper, we have pushed the
:3 work further, succensfully inverting circulant matrices, using photographic Gim as
. the nonlinear element needed to accomplish such invension. Ultimately interest
reste in the nee of real-time nonlinear elements for accomplishing this inversion.
Indeed the work on wavefront inversion using photorefractive crystals described
2 in Section Nl is directly applicable to this problem.
E A paper i« now being written dexcribing the further experiments that
? resulted in actual matrix inversions. This paper will complete our work on this
: subject. and the project will be terminated st the end of June 1984. ‘
i': V1. INFORMATION PROCESSING IN LINEAR BIREFRINGENT
- DISPERSIVE MATERIALS &
: An ares of recent interest to us has been the study of optical propsgation in :
- linear, birefringent, dispersive media, and the possibility of performing useful sig-
s nsl processing cperstions with devices based on such media. It has been showa
',: through this work that in the process of propagation of a space-time wavefield in
v
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32 such a medinm, a erons-ambiguity function of the spatial and temporal parts of
.' < y the input distribution is generated. provided the dispersion relations of the
:S - e exhibit a certain coupling between tempaoral dispersion and spatial aniso-
‘\ tropy . This new vl opens new avenues for novel signal proeessing methods in
N the donin of altealast opties.

N

..:3: Essentially. the quality to be possessed by materials which generate the

N ambiguity function is the following: axial dispersion of temporal wavepackets
E E varies with direction of propagation within the crystal. Thus the group velocity
::E is anisviropic and the materials exhibit anisotropic dispersion. An alternative
.‘ description i« that the Poynting vector walkoff sngle for the required materials
,:., exhibits Jispersive anisotropy, in the sense that its spatial anisotropy characteris-
:\; ties chonge with temporal frequency.

v To pursue the ides to the practical implementation of an optical processor,
‘E;_ much work remsins to be done in identifying suitable crystals with dispersive
:t: anroltopy (or anisot rupic dispersion) compatible with the requisite time resolu-
"- tion. The significance of the current rexulis for the domain of ultrafast optics
..’ remains 10 be evaluated. A particularly attractive prospect consists of converting
o the convolutional ambiguity function processor into a temporal time-invariant
'j filter which could compute convolutions with an impulse response that is spatially
,:; preset by means of a spatisl modulator.

g
= VII. MISCELLANEOUS INFORMATION
e
':E This section contains miscellaneous information regarding the personnel and
:2 publications associated with the AFOSR grant. The following individuals contri-
':..:: . buted to the research output of the grant:
%
%
X
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Profisaor Joseph W, Goodman, Principal Investigator - overall supervision.

Dr. Muwshe Nazarathy. Weizmann Foundation Poust-Doctoral Fellow - Infor-

mation processing in linear birefringent dispersive mnaterials.

Mk, Qizhi Cao, Graduate Student Research Assistant - Diagonalization aud

s ersion of circulant matrices.

Mr. Raymond Kostuk, IBM Doctoral Fellow - Optical interconnections.

Ms. Cllen Ochoa, IBM Doctoral Fellow - Wavefront inversion using pho-

torefractive crystals.

Mr Ray-Hong Park. Graduate Student Research Assistant - Suppression of
speckle in coherently formed images.
Both Ms. Cso and Mr. Park are receiving their docturates in June 1984, with

their theses based on the work carried out under this grant.

We call special attention to the fact that, due to the support of fellowships
from other sources. the actual number of peronnel performing research under
thr graut is actuslly nearly twic. the number of personnel actually supported

with grant fund<. Thus we have s high degree of leverage in this respect.

The publications on work supported in whole or in part by this grant during
the last 14-month grant period are listed as follows:

Published Works

1. Q. Cso and J.W. Goodman, "Coherent optical techniques for diagonalization
and inversion of circulant matrices and circulant approximations to Toeplitz

matrices,” Applied Oplics 23, 803-811 (1084).
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N
e 2. LW Goodman, “Architectural development of optical data processing sys-
. - tems,” KINAM (Revista de Physiea), Serie C, Vol. 5, 9-40 (1983).
‘.:;.
\j - 3. L. Ochoa and J.W. Goodman. "Statistical distribution of ray directions in a
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Abstract

As the complexity of microelectronic circuits increases, performance becomes wore and
more limited by interconnections. Continued scaling and packing lead to a dominance of
interconnect delays over gate delays. This paper explores the potential of optical inter-
connections as a wmean for alleviating such limitations. Various optical approaches to the
problem are discussed, including the use of guided wvaves (integrated optics and fiber
optics) and free space propagation (simple brosdcast and imaging interconnections). The
utility of optics is influenced by the nature of the algorithms that are being carried out
in computations. Certain algorithms make far greater demands on interconnections than do
others. Clock distribution is a specific application vhere optics can make an immediate
contribution. Data interconnections are mnore demanding, and require the development of
hybrid 8i/GaAs devices and/or heteroepitaxial structures containing both Si and GaAs layers. .4
The possibilities for future developments in this area are discussed.

¢ o ST € 0,

1. Introduction I -
In the field of computation, optics is currently best known for its role in analog sig-

nal processing. Examples include acousto-optic spectrum analyzers, convolvers and correla-
tors {11, [2), and systems for forming images from synthetic-aperture radar data (3], [(4].
Analog approaches of this kind offer high processing speed, but low accuracy and limited
flexibility in terms of the variety of operations that can be performed. These shortcomings
have lead to a search for applications of optics to digital (5], (6) and other types of
high-accuracy numerical computation [7), (8]. Bowever, regardless of the outcome of the new
thrusts towvards digital-optical computation, it is virtually certain that the vast majority
of computation done in the world for many years to come will be performed by microelectronic
chips. Wwhile cucrrent ideas in digital-optical computing have the potential to strongly
impact special-purpose digital signal processing, they are very unlikely to invade a signi-
ficant fraction of the total computing market in the foreseeable future. It is therefore
natural to inquire as to whether there exista another role for optics in digital computing,
one that has the potential for greater impact on the overall computing market.

-

A éigital computer or computational unit consists primarily of nonlinear devices (logic _
gates) in which input signals interact to produce output signals, and interconnections
between such devices or groups of devices of various siszses and complexity. The nonlinear
interactions required of individual computational elements are realized in optics only with
considerable difficulty. Various kinds of optical light valves have been utilized to real-
ize a multjtude of parallel nonlinear elements (9], {10], but the speeds at which such dev-
ices can operate are exceedingly slow Dy comparison with equivalent electronic elements.
Recent discoveries 4in the area of optical bistadility have generated new interest in con-
structing optical logic gates that are even faster than their electronic counterparts, but
currently the efficiency of such devices {is lov and the device concepts are too little
explored to allow a full assessment of their potential. The construction of optical logiec
gates with speeds, densities and efficiencies equaling or exceeding those of electronic
gates remains problematical, although future progress is certainly possible.

While optics lags behind electronics in the realisation of needed nonlinear elements,
nonetheless the horizon for electronics is not without clouds. It is generally realized and
agreed that the exponential growth of semiconductor chip caspabilities can not continue inde-
finitely, snd indeed important limits are beginning to be felt already. These limits arise
not from difficulties associated with the further reduction of gate areas and delays, but
rather from the difficulties associated with interconnections as dimensions are further
scaled down and chip areas continue to increase {11), (12]. 1Indeed, interconnection diffi-
culties extend beyond the chip level, and have major impact at the board level as well (13).

Given the sbove facts, it seems natural to inquire as to whether optics =night offer -
important ecapabilities in overcoming the interconnect problems associated vith sicroelec~
tzonic circuits and systems. BEncouragement is offered the fact that the very property of
optics that makes it difficult to reslise nonlinear elements (it is difficult to make two _
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streams Of phntons interact) is precisely the property desired of an

C ; ; interconnect technol-
ogY. However, at the chip level, optics is likely to be only one element of a hierarchy of

@nterconnect technologies, with optical interconnection networks feeding more conventional
interconnect lines constructed from polycrystalline silicon, metal silicides, or metals.

There exists an entire hierarchy of interconnect problems for which the implications of
optics should be considered. At one extreme is the problem of machine-to-machine communica-
tion (local area networks). Such problems are excluded from our consideration here, dve to
the fact that so much work is already in progress by others. The next level is subsystem to
subsystem communication within a single computer. Much less work has been done on optical
approaches to this problem, but at least one example exists [14). Again we exclude such
problems from consideration here, preferring to concentrate on communication problems at
lover levels of machine structure. Board-to-board communication with optics can be thought
of as the problem of constructing an optical data bus within a machine. Some ideas pertinent
to this level of interconnection have been published (see, for example, Ref. [15]), but
again we exclude these problems from consideration. Interconnection within a single board
(dimensions of approximately 1 ft x 1 ft) is in the realm where our discussions are per-
tinent, as is likewise the problem of interconnection within a wafer (typical dimension 7.5
cm diameter) or within a single chip (typical dimensions 10 mm x 10 mm). Most of our dis-
cussions will refer to the chip-level problem, but many of the ideas can be extrapolated to
the wafer and board levels. In addition, most of the discussion will assume that we are
dealing with common metal-oxide-semiconductor (MOS) integrated circuit technology.

The purpose of this paper is to stimulate further thought and research on optical
interconnections. The ideas presented are rather preliminary and underdeveloped, but hope-
fully they have the potential to serve as a starting point for others {in considering how
optics might play a more widespread role in computing of the future. Section II reviews the
origins and nature of the electronic interconnect problem from the technological point-of-
view. Section IIl briefly discusses the interaction between interconnections and algorithmic
considerations, thus examining the algorithmic side of the motivation for optical intercon-
nects. Section VI discusses the potential benefits that optics might bring to a solution to
these problems and outlines two fundamentally different optical approaches to interconnec-
tions, the index-guided approach and the free-space propagation approach. Section V specifi-
cally addresses the problem of clock distribution, while Section VI deals with the problem

of data distribution. Finally, Section VII discusses future developments needed if these
ideas are to have practical impact.

I1. The Interconnect Problem - Technological Motivation

The growth of integrated circui{t complexity and capabilities experienced since the
birth of the industry has been achieved through a combination of scaling down the minimum
feature size achievable, and a scaling up of the maximum chip size, both subject to the con-
straint of reasonable yield. The scaling process has many beneficial effects, but also
eventually causes difficulties if combined with packing, i.e. the addition of circuitry in
order to realize more complex chips in the same area of silicon that was used before scal-
ing. Here we briefly discuss the good and bad effects of scaling. A more detailed discus-
sion of the subject is found in Ref. {11].

Assume that all the dimensions, as well as the voltages and currents on the chip, are
scaled down by a factor d (an d greater than one implies that the sizes and levels are
shrinking). Consider first the effects of scaling on device performance. Obviously, when
scaling down the linear dimensions of a t:anstssoz by d, the number of transistors that can
be placed on a chip of given size scales up as (°. In addition, the power dissipation per
transistor decreases by a factor d, due to the fact that both the threshold voltage and the
supply voltage are scaled down by d. Pinally, we note that the switching delay of a

transistor is scaled down by o, due to the fact that the channel length is decreased by that
factor.

Scaling also affects the interconnections between devices. Figure 1 shows the effect
of scaling down a conductgr by a factor . Since the cross-sectional area of the conductor
is decreased by a factor d“, the resistance per unit length will increase by a similar fac-
tor. If the 1length of the conductor is scaled down by d, as simple scaling implies, then
the net increase of resistance is proportional to d. At the same time scaling implies
changes of the capacitance of the interconnection. Regarding the conductor as one plate of
a parallel plate capacitor, lcallngzdown of both linear dimensions of the plate by o implies
a decrease of capacitance by d°. However, scaling also implies a decrease by d of the
thickness of the oxide insulating layer separating the plates of the capacitor. Hence the
capacitance is inversely proportional to the first power of the scaling constant . We see

that the scaling up of resistance and the scaling down of capacitance exactly cancel, leav-
ing the RC time constant unchanged.

Since gate delays scale down with d while interconnect delays remain independent of d,
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it is clear that eventually a point must be reached where jinterconnection delays dominate
§evice delays. However, the sjtuation is actually much worse than the above considerations
imply, due to the fact that packing usually accompanies scaling, and the lengths of the
interconnects required do not scale down with . Rather, as the complexity of the circuit
being realized increases, the distances over which the interconnections must be maintained
on a chip of fixed area stay roughly constant. Statistical considerations show [13] that a

good approximation to the maximum length Lpa of the interconnection required is given

approximately by x

- W1/2
Loax - A7°72 (1)

where A represents the area of the chip. If the area of the chip stays roughly constant,
then the maximum interconnect length stays roughly constant, interconnection resistance
scales up as d“, and interconnection capacitance stays constant, yielding an overall scaling
of interconnect delay that increases in proportion to d“. Note that if chip size is
increased, rather than remaining constant, the interconnection problem becomes further exa-
cerbated, As a consequence of these considerations, it has been estimated that by the late
1980°s, MOS chip speeds will be limited primarily by interconnect delays [1l1].

Another different aspect of scaling is of considerable importance here. We refer to
the effects of scaling and packing on the numbers of connections required from the outside
world to chips. As the number of elements in a single chip grows, the number of interconnec-
tions required from that chip to other chips also increases. There {8 a well-known empiri-
cal relation, known as Rent”s rule, which specifies that the number of interconnections M
required for a chip consisting of N devices grows as approximately the 0.61 power of N, i.e.

However, the perimeter of a chip, to which the connections must be made, grows as only the
square root of area, or equivalently as the 0.5 power of N. The disparity caused by the
difference of these two exponents becomes more and more important as the number of devices
within a chip grows due to scaling and packing. It should be noted that Rent”s rule adplies
only to chips consisting of logic elements. Memory cells require fewer interconnections.

In addition, it is required that each chip be a small "random" subset of the entire logic
system [13].

The predictions of Rent”s rule can also be applied to collections of chips on a board
(providing the assumptions mentioned above are satisfied). At the chip level, some of the
limitations implied by Rent’s rule can be overcome by the use of metal bump technology for
making interconnections possible from the interior of a chip, rather than just from the
edges. Optical techniques may ultimately provide an alternate and more flexible means for
providing interconnections directly to the interior of a chip.

One additional and final implication of scaling should be mentioned. While current
scales down inversely with g, the cross-sectional area through which that current must flow
scales down inversely with d“. The net result is that current density increases in propor-
tion to d. Such an increase leads to increasing effects of electromigration, by which is
meant the movement of conductor atoms under the influence of electron bombardment. The
ultimate effect of electromigration is the breaking of conductor lines and the failure of
the chip. The potential of optical interconnections as a means for alleviating electromi-
gration problems is Oof considerable interest here.

I1I. The Interconnect Problem - Algorithmic Motivation

In Section II, some of the technological motivation for considering optical intercon- .
nections was presented. 1In this section we discuss motivations that arise from algorithmic
considerations. We describe several classes of problems that place various degrees of bur-

den on interconnections. Examples are drawn primarily from the fields of signal processing __
and image processing. . )

The first class of operations considered places the smallest burden on lntc:conncc-;-_

tions. We refer to this class as int processing operations. Given a two dimensional p“l

array g(n,m) of data points to be processe and a two 31mensIonaI array of processors to

perform these operations, the result of the processing is described by _ et
g(n,m) = NL(f(n,m)] (3).
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where NL[] ic a (generally nonlinear) function that transforms each value f(n,m) into a
value g(n,m), independent of the values of f(n,m) at indices other than (n,m),

new
Since each

cessors in the array. Because the interconnections are relatively simple for such problenms,
it is likely that the only role for optics here might be in loading and unloading the data
to and from the processor array. If the processor array is a large one, the number of paral-
lel inputs and parallel outputs needed for maximum efficiency will be large, implying a
large pin count for the processing chip. Relief can be found by integrating detectors with
each processor, thus p viding a parallel set of optical input channels. To achieve similar
relief for output data, the more difficult problem of integrating a source with each proces-

sor must be solved. Potential paths to solutions of this problem are discussed in later
sections.

As a second level of interconnect difficulties, consider the problem of matrix-matrix
multiplication. Letting capital 1letters A,B, and C represent matrices, and lower-case

letters with subscripts represent particular elements of those matrices, we wish to consider
the computation described by

C=AB (4)
or
N
cij - k:oalkbkj (S)

Note that a processor computing Sy requires communication from one row of A and one column
of B. Thus we might say that the éommunications required are semi-global (fully global com-
munications would require that each ¢ 3 receive data from all elements of A and all elements
of B, which is not the case here). 1Ifi“spite of the fact that the communication requirements
are semi-global, nonetheless it has been gshown [16) that the computation can be performed by
a two dimensional array of processors, with each processor connected only to its nearest
neighbors (we refer to such processors as being "mesh connected”). If only a single matrix
product is to be performed, then the time required by the mesh-connected set of processors
is greater than would be the case if the processors were connected with semi-global communi-
cations. However, the mesh-connected array can readily be pipelined, and if a large number
of matrix-matrix products are to be performed in succession, the pipelined mesh-connected
array can do the job in the same time that a set of semi-globally connected processors could
achieve. We conclude that for the matrix-matrix multiplication problem, the roles for
optics are probably limited to providing data loading and unloading, and providing semi-
global communications when the constraints of the problem prevent pipelining.

It is well recognized in the computer science field that there are classes of algo-
rithms that are intensive in their requirements for interconnects [17), [18]. Such algo-
rithms generally require periodic exchange of data between processors in an array, with the
exchanges being most efficiently carried out with other than nearest-neighbor interconnec-
tions. Often the exchange pattern has a particular structure that allows the exchanges to
be carried out with an interconnect network that is not fully general. Examples of useful
exchange networks include the shuffle-exchange network (Fig. 2), and the closely related
butterfly-exchange network (Fig. 3). These exchange networks play central roles in the PFY
algorithm and in certain approaches to sorting problems. Because the interconnections are
not nearest-neighbor, optical interconnect techniques may have an important role to play

here. Note in particular that the butterfly exchanges could be carried out nicely with a o

dynamic optical interconnect device that changes its interconnect pattern at the end of each
layer of exchanges.

Lastly, as an example of a class of problems with even greater demands on intercon~
nects, we mention the problem of space variant linear filtering. In this case the output

a:rayig(n,-) is computed from the input arcray f(n,m) through the general linear filtering
relation

g(n,m) = i: h{n,m;k,p) £(k,p) (6)
P

where h( ) is the kernel of the operation. In the most general case, the operation
described above 1is fully global, in that each g(n,m) receives data from every f(n.,m). The
fact that the transformation is space invariant, as evidenced by the dependence of the ker-
nel on ooth (n,m) and (k,p), implies that the interconnect pattern required for the
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corputation of each output value g(n,m) changes from output point to output point. Hence
such operations, to the extent that they are fully global in their nature and to the extent
that they require a multitude of different interconnect patterns, place an extremely inten-

sive burder on interconnect technology, and may uitimately be prime targets for applications
of optical interconnects.

IV. Optical Interconnections

This Section is devoted to discussing the general beneficial properties of optics as a
technology for providing interconnections, and to describing some of the approaches that can
be taken to using optics in this role. Properties of optics that are identified as being

beneficial are done so with more conventional integrated circuit interconnections and their
limitations in mind.

The first and perhaps most important advantage of optical interconnections over their
electronic counterparts is immunity to mutual interference effects, The stray capacitances
that exist between proximate electrical paths introduce cross-coupling of information to a
degree that increases with the bandwidth of the signals and with the closeness of the paths
of electrons, 1In contrast, optical interconnections suffer no such effects, as long as care
is exercised to assure that light scattering does not introduce an eguivalent result (of
different origin). 1Indeed, two streams of photons can pass directly through one another
with no cross-coupling of their high-frequency modulations, provided the propagation medium
is linear, as will nearly always be the case unless deljiberate steps are taken to introduce
nonlinear effects. The fundamental differences between electrons and photons in this regard
can probably be traced to the fact that the latter are bosons, while the former are fer-
mions. Two fermions can not occupy the same cell of phase space, whereas two bosons can.

A second advantage of optical interconnections is their freedom from capacitive loading
effects. The speed of propagation of an electrical signal on a transmission line depends on
the capacitance per unit length. Thus as more and more components having a capacitive com-
ponent of admittance are attached to an interconnection line, the velocity of propagation
decreases, and the time required to charge the line to a predetermined voltage increases. By
way of contrast, propagation of optical signals, whether confined to waveguides or through
free space, takes place at a speed that is independent of the number of components that
receive those signals, namely at the speed of light in the medium of concern.

A third potential advantage of optical interconnect technology 1lies in freedom from
planar or guasi-planar constrainte, Conventional integrated circuit design methodologies
are constrained to the use of only a very few interconnecting layers, and within each layer
interconnections can not cross. Optical waveguides can cross through other optical
waveguides without significant cross-coupling (provided the angle of intersection is greater
than about 10 degrees), and free-space light beams can cross through other free-space light
beams without significant interaction. Such flexibility can simplify the problems associ-
ated with routing signals on a complex chip or board.

A fourth advantage to be considered lies in the potential for realization of repro-
grammable interconnect patterns by means of dvnamic optical interconnect components. 1In
principle, the interconnection patterns associated with a chip can be changed at will by
writing appropriate information to the interconnect element. While such a capability could
be realized electronically with a suitable switching network, the cost in terms of wiring
area is likely to be rather large.

Having reviewed the basic reasons for interest in optical interconnect technology, we
now turn attention to various specific forms that optical interconnects can take. In this
regard, it is useful to distinguish between two types of optical interconnections. The term
index-guided interconnection is used to refer to an optical interconnection established when
a 1ight wave 1s guided along an interconnect path by means of a structure having a different
refractive index than the surround. The usual examples are optical fibers and integrated-
optic waveguides. The term free-space interconnection is used to refer to an optical inter-
connection established when a ght wave travels from source to detector via a path that
consists only of free space and possibly bulk optical components, such as lenses, mnmirrors,
and holographic optical elements. Within this class it is possible to distinguish two subc-
lasses, namely unfocused and focused interconnections. For unfocused interconnects, the
optical signals are simply broadcast over a comparatively large region, whereas for focused

interconnects, the signals are sent to specific desired locations via bulk focusing ele-
ments.

Index-guided interconnections are illustrated in Fig. 4, which shows sources connected
to detectors via both fibers and integrated optic waveguides. Consider first the case of
interconnections via optical fibers. The ends of the fiber must be carefully positioned over
the source and detector, perhaps with the help of a wire-bonding machine, and a permanent
attachment must be made, probably with UV-hardening epoxy. It should be noted that fibers
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can not be allowed to bend too much, for bending induces radijation losses, which can be
excessive if the radius of curvature of the bend is too small. Note that this interconnect
technology requires a three-dimensional volume of space, for fibers must be crossed above
the chip, and (for surface emitting sources as shown) bending limitations prevent keeping
the fibers too close to the plane of the chip.

For integrated-optic waveguide interconnections, the waveguides might be formed by
sputtering glass onto a silicon dioxide substrate. These guides again can not be bent too
much, due to the problem of radiation losses. Light can be coupled out of a guide by using
a taper at its end, causing radiation into and through the substrate. Alternatively, vari-
ous kinds of integrated-optic junctions and couplers can be used to route signals from one
source to a multitude of detectors. The chief difficulty with the integrated-optic approach
lies in the problems of efficient coupling into and out of the waveguides.

Figure 5 shows two approaches to free-space unfocused interconnections. As mentioned,
this approach involves broadcast of signals from one Or more sources to one or more detec-
tors, with no focusing of the light. Figure 5a shows a situation appropriate for the
transmission of a single data stream to many sites on the same chip, as required, for exam-
ple, for clock distribution. Detectors integrated into the silicon chip receive the common
signal with the relative delays inherent in the path length differences between the source
and the detectors., If a simple positive lens is inserted between the source and the chip
such that the source lies at a focal point of the lens, then all paths from source to detec-
tors are identical in length, and no relative delays are present. Such a confiquration
might be useful for clock distribution. Figure Sb shows a reflective configuration that
achieves the same goal as the previous configuration [19). A diffuser situated above the
chip scatter: any optical signal transmitted to it back towards the chip, where it can be
intercepted by any number of detectors. The chief disadvantages of all unfocused broadcast
schemes are (1) they are very inefficient in that only a small fraction of the total optical
power falls on the detector sites where it is needed, (2) they provide basically a serial
communication channel, with any parallelism achievable only through wavelength multiplexing,
a complicating factor in any interconnect realization, and (3) they require a three dimen-
sional volume rather than being strictly planar. It should also be mentioned that the broad-
cast of optical signals to the entire silicon chip has the potential to generate signals at
unwanted locations, and therefore it is likely that an opaque dielectric blocking layer
would be needed to prevent the optical signals from reaching undesired locations.

Figure 6 illustrates three approaches to free-space focused interconnects. In all of
these cases, the light is sent from a source or several sources only to those locations
where detectors are located. Figure 6a is appropriate, for example, for clock distribution,
in which a single signal must be sent to many sites on the same chip. A transmissive holo-
graphic optical element is used for the routing of the signal. Rather high overall effi-
ciencies can be achieved using dichromated gelatin holographic elements, with more than 99%
of the light being sent to the desired locations. Note that any element that focuses the
light to several different spots will also introduce relative time delays in those beams,
but for typical geometries anticipated (e.g. chip, source and hologram confined to a 1 cm
cube), the relative delays will be only a few picoseconds. Figure 6b shows a more general
type of interconnection, in which several sources on the left are connected to several
detectors on the right. The holographic optical element used in transmission connects each
source to any number of detectors in whatever pattern might be desired. Note that a thin
holographic element is restricted to providing the same interconnect pattern for all sources
(i.e. it is a space-invariant element). However, a thick holographic element can provide
different interconnect patterns for different sources, using the Bragg effect as the mechan-
ism of selective interconnection. Finally, Fig. 6c shows a geometry in which a reflection
hologram is used as the routing element. The free-spaced focused interconnections described
above have two potential disadvantages. First, and most serious, they require very precise
alignment of the focusing element with respect to the chip or chips. Second, as with the
unfocused free-space interconnects, since the focusing element lies above the chip, they
require a three-dimensional volume in order to establish the interconnect pattern.

wWe will close this section with a consideration of the inefficiencies inherent in opti-
cal interconnect schemes by virtue of the fact that they rely on the conversion of electri-
cal signals to optical signals and back again to electrical signals. What price is paid for
such conversion? An answer to this question can be obtained by considering a "canonical®
example. It is reasonable to suppose that the sources used are LED’s or lasing diodes
operating in the near infrared with a wavelength near 8000 A where the responsivity of p-i-n
silicon detectors is near its peak value of about 0.6 amps/watt. It is not unreasonable to
suppose an efficient lasing diode using 1.Smw of drive power (1 ma at 1.5 volts) and radiat-
ing 0.75mw of output optical power. If optical signals of 0.5mw power are available at the
detector end, 0.3ma will be generated by a p-i-n photodiode., A transimpedance amplifier with
perhaps two transistors could then utilize this current to generate voltages in the 100mv
range. Purther amplification (a few transistors) would be required to reach voltages compa-
tible with logic devices. As the number of detectors to be connected to a single source
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increases, the power available at each detector decreases, thus reouiring more amplification
at each detector site (or alternatively more transmitted power £rom the source).

V. The Problem of Clock Distribution

] A problem that appears amenable to immediate attack using optical technology is clock
dxst;ibution at the chip, wafer, or board level. Most (but not all) computing architectures
require sypchzonous operation of a multitude of devices, circuits and subsystems. Synchron-
ism is maintained by distributing to all parts of the system a common timing signal, called
ghe clqck. At the MOS chip level, for various reasons a two-phase clock is used. However,
1§ a single phase clock is distributed, the two phases can be generated locally with a rela-
tively simple circuit [20). One of the chief difficulties encountered in designing circuits
aqd systems for high-speed operation is "clock skew", a term which refers to the fact that
d*fferent parts of the circuit or system receive the same state of the clock at different
times. In this section we consider several different approaches to using optics for distri-
bution of the clock, with the aim of minimizing or eliminating clock skew. Attention {is
focused primarily on clock distribution within a single chip, although many of the same con-
cepts can be applied at the wafer level or even the board level.

The interconnections responsible for clock distribution are characterized by the

that they must convey signals to all parts of the chip and to many devices. These require-
ments imply long interconnect paths and high capacitive loading. Hence the propagation
delays are large and depend on the particular configuration of devices on the chip. Here we
consider methods for using optics to send the clock to many parts of the chip. It is assumed
that optics is used as only one part of a clock distribution hierarchy, in the sense that
optical signals might carry the clock to various major sites on the chip, from which the

signals would be distributed, on a local basis, by a more conventional electronic intercon-
nection system,

fact

I1f optical fibers are chosen as the interconnect technology, then the following
approach might be used. A bundle of fibers is fused together at one end, yielding a single
core into which light from the modulated source (probably a diode laser) must be coupled,
Light coupled in at the fused end is split as the cores separate, and is transmitted to the
ends of each of the fibers in the bundle. Each fiber is presumably located over an
integrated optical detector which will convert the optical signal into an electrical one.
Alignment of the fibers and the detectors can be accomplished with the help of a wire-
bonding machine, and Uv-hardening epoxy can be used to fix the fiber in its proper place
permanently. Note that the fibers can not be bent too much, due to the problem of radiation

loss, but some gradual bends will be inevitable and acceptable. The chief difficulty with
this approach is associated with the alignment problem.

If integrated optical waveguides are chosen as the interconnect technology, then the
following comments apply. wWaveguides might be formed by sputtering glass onto a silicon
dioxide substrate. Probably several straight waveguides would be run across the chip, thus
avoiding problems associated with bending losses. The waveguides would all be fed by the
same optical signal, probably generated by a single laser diode, with distribution to the
individual waveguides accomplished by fibers. Alternatively, separate laser diodes could
feed each waveguide, with synchronization of the sources provided by a single driving signal
distributed electrically. Light must be coupled out of each waveguide at several sites
along its length, with a detector converting the optical signal to electronic form at each
such site. The primary AQifficulties associated with such an approach are the problem of
efficient coupling of the light into the waveguides, and the problem of coupling light out
with small coupling structures, Present optical waveguide technology requires couplers with

sizes rather large compared with the feature sizes normally used in electronic integrated
circuits.

Clock distribution can be accomplished with free-space unfocused interconnects {f a
single optical signal is simply broadcast to the entire chip, with detectors at selected
sites generating the electrical version of the clock. Most desirable in terms of clock skew
would be a single optical source located at the focal point of a positive lens. The col-
limated light falls normally on the surface of the chip, with the result that all detectors
receive the optical clock signal with no skew whatsoever. However, this approach is
extremely inefficient, in the sense that most of the light falls on portions of the chip
where it is not needed or even wanted, and hence most of the optical energy is wasted. This
waste has important implications when one considers that the amount of circuitry required on
the chip to bring the detected clock signals up to a usable voltage level is dependent on
the strength of the detected signals, which in turn depends on the amount of optical power
delivered to each detector. In order to prevent the injection of unwanted electrical sig-

nals into the circuitry, an opagque dielectric overcoating should be used to block the 1light
at all points except those where a detector resides.

Lastly we consider clock distribution by free-space focused interconnections. For such
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interconnections, the optical source is imajed by
detection sites simultaneously. The required od:ical elemen: can be realized by reant of a
hologram, which acts as a complex grating and lens to seneraze focused grating coroonents at
the desired locations. The optical efficiency of the scne~e can far exceed tha: of the
unfocused method, thereby reducing the electrical circuisry rejuize? to bring the detected
signals up to logic-level voltages. Holojraphic optical elerents vwith a ginjle focal point
can be made with optical efficiencies well in excess of 90%, using Aichromated gelatin as a
recording material. PFor elements with multiple focal points, it seems certain that overall
efficiencies in excess of 50% can be achieved. The flexibility of tne method is very great,
for nearly any desired configuration of connections can be achiaved. The chief difficulty
of this method is the very high degree of alignment precision regquired in order to assure
that the focused spots are striking the appropriate places or the chip. Of course, the
spots might be intentionally defocused, decreasi ' the efficjency of the system but easing

the alignment requirements. There exists a continuum of cormpromises between efficiency and
alignment difficulcy.

81 optical elerment onto a riltitude of

Figure 7 illustrates a possible configuration that retains high efficiency but mnminis-
izes alignment problems. The imaging operation is provided by a two eslement microlens, in
the form of a block with a gap between the elements. A Fourier hologram can be inserted
between the elements, and establishes the desired pattern of focused spots. The hologram
itself consists of a series of simple sinusoidal gratings, and as such the positions of the
spots generated on the chip are :nvariant under simple translations of the holograa. The
source is permanently fixed to the :op of the upper lens block after it has been aligned
with respect to an alignment detector located at the edge of the chip, thereby establishing
a fixed optical axis. The only alignment required for the holograam is rotation, which might
be aided by the presence of a few more alignment detectors on the chip. The positions of
the image spots are determined by the spatial frequencies present in the holographic grat-
ing. Such freguencies could be established very precisely if the hologram were written by
an E-beam lithography machine,

Clock distribution at the wafer and board levels is also & strong candidate as an
application of optical interconnections. The primary diZferences in the optical require-
ments for these cases lie in the different physical sizes of chips, wafers and bosrds. At
the wafer 1level, the discussions of the previous paragraphs carry over essentially without
change. At the board level, the physical areas are sufficiently large that the free-space
and integrated optics approaches could at best be useld for coverage of only a portion of an
entire board. The preferred approach seems to lie with optical fiders for conducting clock
signals to remote parts of a single board, between which the greatest clock skews would oth-
erwise be anticipated. Hierarchical schemes can also be envisioned, in which a network of
fibers distributes an optical clock to a series of widely sedarated sites, from which either
optical waveguides or or free space interconnects are used to distribute the signals more
locally to detectors, where the optical signals are converted to electronic form and distri-
buted on an even more local scale to the various devices that require the clock signal.

VI. Data Interconnects Using Optics

The use of optics for realizing data paths on a chip is {nherently a wmore difficult
problem than the clock distribution problem discussed above, due to the fact that there are
many independent sources of information, each requiring an optical source. In addition, the
interconnection patterns required by different sources may be quite different, thus requir-
ing an extra flexibility of the interconnect technology. The chief practical difficulties
arise from the fact that source technology is GaAs while the chip technology is predom-

inantly Si. We consider first the problems of intrachip communications, and later make some
comments on interchip communications.

One approach to the problem is hybrid in nature. GaAs chips containing sources are
butted against a 8i chip, with connections made by wire bonding. Signals to be sent to new
locations on the S{ chip are fed to the perimeter of that chip, where they are transferred
to the GaAs chips. There they modulate optical sources, which send optical energy back to
the interior of the 8i chip, where it is detected and converted to electrical signals. Such
a scheme is illustrated in Pig. 8, for the case of optical signal routing via a holographic
optical element above the chip. A similar approach could use sputtered glass waveguides on
an S8i0, film to transport the optical signals, although with somewhat less flexibilicty in
tecms oz the routing pattecrns that can be achieved. This latter scheme mnight be well
sujited to the realization of a perfect-shuffle network.

A second approach to the problem is a monolithic one that presupposes the successful
development of heteroepitaxial growth of GaAs on 8i, presumably with the help of a buffer
layer (such as Ge) for lattice matching., The hope then is that devices can be fabricated in
both the 8i and the GaAs. 1Indeed such heteroepitaxial growth has already been carried out
by several organizations. However, the critical question concerns the defect densities (n
the GaAs and the corresponding ability to realize high-quality devices in that material.

oM AN

2




b

*y .s..- &
%S

X

&4
[

1,8

@

e
o4

PR
oy e e

Y

Scme success has been reported in this resard, wi th defz2ce densities ar low 10¢ per cm?
[21). However, as yet there remains a considerable 2i1stance to co before devices in both
materials can be realized in monolithic form,

It has been tacitly assumed in the preceding discussions that the opsical sources
must be on or close to the Si chip containinjy tne computational circuitzy. 1In fact the
sources could be quite remote from the circuitry, orovided modulators could be realized on
the chip. A given source could be imaged onto the on-chip modulator, where the modulating
signal would be imparted to the light beam. At present the only serious candidate for an
on-chip modulator would be in integrated optic form [22]). Such devices can provide modula-
tions in the Ghz range, but the difficulties associated with coupling the extecnally sup-
plied light into an integrated optic waveguide on the chip will be non-trivial.

used

If holographic optical elements are to be used for data routing, the necessity to pro-
vide different geometrical interconnect patterns for different light beams dictates that the
elements will have to be realized in the form of thick holograms. Por such structures, the
Bragg effect can be used to effectively provide a separate hologram for each source, and
therefore to estadblish a different and unique interconnect pattern for each data path. Such
holograms must be made interferometrically, since no fully synthetic way of generating the
needed thick structures is known. One further point adbout holographic interconnect elements
worth mentioning is that their use allows the possibility of “rewiring® the chip, simply by
removing one holographic optical eleaent and replacing it by another different element.
1deally one would like to have an e¢lectronically addressadble light valve onto which a holo-
gtam can be written for the particular interconnect pattern desired at the moment. Such
could be accomplished today if a thin hologranm would suffice, i.e¢. if all interconnect pat-
terns had the same geometrical structure. However, how to construct a light valve for real-
izing thick holographic optical eleaents is problematical, although some form of optical

damage in electrooptic crystals might provide a sujtable “real-time” medium for writing
thick holograms.

For communication at the interchip level, one additional approach should be wmentioned.
Consider an array of silicon chips surrounding a GaAs chip, as shown in Pig. 9. Suppose
that information is to be transferred from this cluster of chips to another similar cluster
some distance away. It should be possidle to realize high-speed multiplexers and demulti-
plexers in the GaAs chips, as well as optical sources. Very wide bandwidth optical signals
can then be transferred between chip clusters by means of an optical fiber.

VIi. Concluding Re=arks

The discussions of the previous sections were by no means exhaustive, for the filed of
optical interconnections is s0 young that we have only scratched the surface in terms of
ideas. However, some general conclusions are possible, and we list some in what follows.

1. The problem of optical clock distribution is one that is amenable to immediate attack
by several different means. It provides a good vehicle for learning what the practical
problems will be when optical detectors are to be used as a means for inputing informa-
tion to chips. Purthermore, the prodblem of clock skew is a real and important one, and
any contributions made by optics to solving this problems will be welcome.

2. Hybridization of Si and GaAs chips provides the short-term solution to making optical
sources available to silicon circuitry. 1Investment in the development of such tech-

niques will lead to ability to experiment with optical data interconnections, both at
the interchip and intrachip levels.

3. Heteroepitaxial growth of structures that combine S8{ and GaAs layers {is the most
attractive 1long-term approach to making optical sources accessible by silicon chips.
The development of such techniques to the point where Si and GaAs devices can be coa-
bined in monolithic form is probably a necessary condition before optical interconnec-
tions can have major impact at the intrachip level.

4. Integrated optoelectronics can play a major role in the optical (interconnect field.
Developments in this field are being pushed by other motivations, but optical intercon-
nections can take direct advantage of any developments in this field.

S. The development of dynamic masks capsble of changing optical interconnect patterns at
high speeds would provide a unique capadility, and could potentially speed up many
important signal processing operations that depend on the fast Pourier transfora algo-
rithm, for example. To be maximally effective, such masks should be analogous to thick

holograms, in that many different interconnect patterns can be multiplexed, one for
each of many sources.
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resedrch in this interesting area of technology.

?;cvpertect-shu££§e exchange is a sufficiently ubiquitous operation, and requires
{iciently large wirin3 area in conventional integrated circuit form, that optical real-

suf-

izations are worth pursuing. Realizations could be by means of fibers,

waveguides or
holographic optical elements. 3 !

It is hoped that the ideas presented above will serve to stimulate further thought and

Acknowledaoement

The author’s thoughts have been strongly influenced by participation in an Army

Research Office Palantir Meeting held October 31 through November 4, 1983. He would like to
thank his co-participants in that meeting, Dr. Ravi Athale of the Naval Research Labora-

tory,

Dr. 8.Y. Xung (meeting chairman) of the University of Southern California, and Dr.

Pred Leonberger of MIT Lincoln Laboratories for thefir many contributions to the ideas
presented here, and Dr. Bobby Gunther for hosting the meeting, Partial support of the Air
rorce Office of Scientific Research is also gratefully acknowledged.

S.

10.

11.

12.

13.

14.

15.

..

.. .,-}r.
Nl e

References

Special issue of the Proc. I.E.E.E. on acousto-optic signal processing, Vol. 69, Janu-
ary 1981.

%N.J. Berg and J.N, Lee, Acousto-optic Signal Processing, Marcel Dekker, Inc., New York,
N.Y. 1983,

A. Kozma, E.N, Leith, and N.G. Massey, °Tilted plane optical processor,® Applied
optics, Vol. 11, pp. 1766-1777 (1972).

t.J. Cutrona, E.N, Leith, L.J. Porcello, and ¥%.E. Vivian, °On the application of
coherent optical processing techniques to synthetic aperture radar,"” Proc. 1.E.E.E.,
vol. 57, pp. 1026-1032 (1946).

Por a review of this ares., see H.J. Caulfield, J.A. Neff, W.T. Rhodes, "Optical comput-
ing: the coming revolution in optical processing,” Laser Focus, Vol. 19, No. 11, pP.
100-110, (1983).

0. Psaltis, D. Casasent, D. Nef%, and ™. Cerlotzo, "Accurate numerical computation by
optical convelution,” Proc. S.P.1.E., Vol. 232, pp. 160-167 (1980).

A. Huang, Y. Tsunoda, J.W. Goodman, and S. Ishihars, "Some new methods for performing
residue arithmetic operations,” Applied Optics, Vol. 18, pp. 149-162 (1979).

C.Y. Yen and S.A. Collins, Jr., "Operation of a numericasl optical processor,” Proc.
S.P.1.E., Vol. 232, pp. 140-167 (1980).

A.A. Sawchuk sné T.C. Strand, "Pourier optics in nonlinear signal processing,”, in

Applications ‘of Optical Pourier Transforms, (H. Stark, Editor), Chapter 9, Acsdenic
Press, “ew York, NY (1982).

C. Warde, A.M. Weiss, and A.D. Fisher, "Optical information processing characteristics

of the microchsannel spatial 1light modulator,” Applied Optics, Vol. 20, No. 12, pp.
2066-2074 (1981).

X.C. Ssraswat and P. Mohammadi, "Effect of scaling of interconnections on the time
delay of VLSI circuits,® Trans. 1.E.E.B., Vol. ED-29, pp. 645-650 (1982).

R.W. Keyes, "Communication in computing,® international J. Theoretical Physics, Vol.
21, pp. 2%3-273 (1982).

A.J. Blodgett, Jr., "Microelectronic packaging,® Scientific American, vol. 249, pp.
86-96, July 19813,

H. Tejims, Y. Okada, and K. Tamurs, "A high speed optical common bus for a multiproces-

sotr system,® Trans. of the Inst. Electron. and Commun. Eng. Japan, Section E, Vol. E66,
No. l' "."7‘:‘ h’n).

W.T. Cathy and B.J. Saith, "Nigh concurrency dats bus using arrays of optical emitters
and detectors,” Appl. Opt., Vel. 18, No. 10, pp. 1667-1691 (1979).

-.'.~ s




/Rl Bty

W WNA

5

21.

rigure 2. Shuffle-exchange network.

. Mead and L. “onway, Introduction to VLSI svs e~s, Aslisan-wWesley, Reading ™A, 1920,
Cnapter 9.

4.S. Stone. ®"Parallel orocessing with the perfec: shulflle,” 1.E.E.L.

Trans. o Conput -
ers, Vol. ©-20, No. 2, pp. 153-1€) (197)).

3.D. Ullman, Conputational aspects of VLSI!, Corputer Science Press, Rockville, %D,
1984. Chapter 0.

The idea for using a diffuser above a chip for distributing optical signals was
suggested by Robert Xahn of DARPA. (Extensions of this ides were pursued by Rockwell
under DARPA funding. See P.D. Dapkus, “Optical conmunication for I1C's,” Report # MRDC
41072-1FR (Contract

§ N00014-80-C-0501), Rockwell International, Thousand Oaks, Cali-
fornia, March 1982,

first

C. Mead and L. Conway, Introduction to VLS! svstens, Addison-Wesley, Reading, MA 1980,
P. 299.

B8-Y. Tsaur, R.W. McClelland, J.C.C. Pan, R.P Gale, J.P. Salerno, B.A. Vojak, and C.O0.
Bozler, “low-dislocation-density GaAs epilayers grown on Ge-coated §i substrates by
means of lateral epitaxial overgrowth,® Appl. Phys. Lett. Vol. 41, WNo. 4, pp. 347-349
(1982). -_—

[ L ~={ .
» 3 e
h ~ =}e— conductor
T J —%— insulator
A ground plane
"\ t-L/a —i
hia T == la
4
. Aa?

rigure 1. Scaling of interconnect lines.

|

.——.

o 8y Py % e NV

TR,

« ¥ ¥

,‘, Ly ry

TR IIN




122 R AL BTN SARS Y XSS S PR
TR e . RN

. S . , et ‘_ IR SRR N

RARK
A

S

.‘I"l
SAAS Y,
LIRS NN

-
-
‘s

figure 4. Index-guided interconnections.

P .o Hologram
7 S~
/, [ (-] =
e . 7 Chip

' (a)
. ‘—’. Qs :ks
; RSN N

-\ - “f_;:"?—' :,

. |

. ' DIFFUSER Chip Hologram Chip

e 2 (b) j
. K
LY

' \
N PO A e 1)
I \ {7 '
!,0 [ '
i °/
~
1
(b) i
() |
!
rigure 5. Pree~space unfocused intercon- 'ngu 6. Pree-space focused interconnec- ‘
nections. ctions. .

G ecm ) /.




v = W
- L s - ¥ - 4 1 .‘ w N -
ATSACRACE S TS S ARSI AR AC A ARG AR AR

a

0
At A

-

AR

»
.
LAY ]
.

X / HOLOGRAM
3

SOURCES

.

SOURCES

}

ALY
>,

SOURCES

4 4
F 2 DA

DETECTORS ~~ SOURCES

—— i - =

.-

‘Plguro 7. System for optical clock dis-

‘tribution with mininum alignment prob-
jlems.

-

. 7 SOURCE

~ f A
o |

o,

S

~— HOLOGRAM

% ¥/ Nouwp
\ ' ALIGNMENT
~ ! DETECTOR

A )

a

.

Figure 8. Hybrid approach to optical dats
interconnects.

o

GCe&EDmAin/ 13

|
T |

e e et -.-.‘.‘ . AR R
."..-.. A3 PR » o ".‘ .\ et vy ‘\
ASANS \_, " -"n ’ e e

e, . LI
" \-.,\ V'-‘.\ S ‘\"‘.‘.‘s‘-.‘;‘..‘ LA/ R L e et o ’ PR

¥ : N .-.'-."'-
"' CHANE IS AL TS 2 "‘\'\\»’« (s S

.','



X4
I‘J(I "

-
Y

) .'\.’s""

55

.l
AN

} si

.| Si GaAs Si

Fiber-optic link

Vi

*a

Si

o
&

a

.
-

Ak

Si

.
-

A
8
s

NN
v

:'J
@

GaAs Si

U
L)
13

.
‘.
»

REFRS

ERV RS AP

&
.
)
» b

Pigqure 9. Silicon chip clusters with opt-
ical communication between GaAs chips.

%

Fy A . '.l"ﬁl‘l d
R A

»
»

.f-, »”

AT ANT I W I ) -.:,'-;,'.' SRS 4.;«.'» AN S \}s PO
& Wi M Sl AR T ()

DAY K SNVAS LN LT B AN



S APPENDIX II

- Coherent optical techniques for
diagonalization and inversion of
circulant matrices and circulant
approximations to Toeplitz

matrices

oy
] !.)\.‘.'J

Qizhi Cao and Joseph W. Goodman

N0

Y%
Par

anetate,

c.' »
o

R

e

.)‘
o

)

AN

‘ .
SO

o

| KPP

& reprint from Applied Optics
e volume 23, number 6, March 15, 1964

P

I
™

%% %
LA X R

A
|y ¢V

e

~

" i, g LA N - AN RN Y A" (R A RN T SR S A AN PO o " ‘- DCHIDI TR o, SO N
ATNN L \-u % 'b"’ ATl s A e \.\ 2 s‘. IR o REAAT S
A5 Dy ,&‘-"‘\ AN WA AN, l PR AN o B NH o AT g p ¥

.




]
‘)\I‘

L

..
PN X Xt S

BELENEME S

WANIIN

‘\,s’-.":"."- *,

.\‘_'. .'. . 1 ‘

G
R0

¢

[ LS

)

AA A

R
-

.

a
2y ‘e

..-‘,....‘

Coherent optical techniques for diagonalization and inversion
of circulant matrices and circulant approximations to

Toeplitz matrices

Qizhi Cao and Joseph W. Goodman

A coherent optical system for performing continuous Fourier transforms can be modified to perform discrete
Fourier transforms. Such a system is capable of diagonalizing circulant matrices presented at its input.
The diagonal elements of the new matrix are the eigenvalues of the original matrix. A suitable modification
allows the eigenvalues of many different circulant matrices to be found simultaneously. Such a technique
can be used for the initial portion of a coherent optical matrix inversion system, which can find the inverses
of circulant matrices. The method can also be applied to the problem of inverting Toeplitz matrices in a hy-

brid digital and optical system.

l. Introduction

Matrix operations are receiving much attention from
those working in the field of optical information pro-
cessing. Primary attention has been focused on two
problems, namely, matrix-vector multiplication and the
solution of sets of simultaneous linear equations by
means of iterative techniques. In this paper we discuss
potential optical solutions to another class of problems,
specifically the diagonalization and inversion of circu-
lant matrices and circulant approximations to Toeplitz
matrices. The basic ideas underlying the method were
proposed some time ago but have just recently appeared
in print.” Here we briefly review the basic ideas in-
volved and focus attention on extensions of the method
to matrices with complex elements, on some simple
experiments verifying the most fundamental aspects of
the ideas, and on the implications of the method for the
problem of inverting Toeplitz matrices.

A circulant matrix is one for which each successive
row is a simple circular shift of the row above by a single
element. For example, in matrix C below, the numbers
1-4 stand for four distinct elements, and the organiza-
tion of those elements in the circulant matrix is as fol-
lows:
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A Toeplitz matrix is one for which all elements along
the diagonal or any subdiagonal are constant. For ex-
ample, again letting each number represent a distinct
matrix element, a Toeplitz matrix has the form

1 3 4.
2 3
1 2

5 1

If only M of the 2N - 1 possible diagonals are nonzero,
the matrix is called a banded Toeplitz matrix with
bandwidth M.

While any circulant matrix is also Toeplitz, the re-
verse is not true. Any covariance matrix of a wide-sense
stationary random process is a Toeplitz matrix but in
addition has Hermitian symmetry, implying that its
eigenvalues are non-negative and real. The eigenvalues
of a circulant matrix are in general complex-valued.

A very important problem in much of signal pro-
cessing is the inversion of Toeplitz covariance matrices.
Such inversions are required for the realization of op-
timum least-mean-square-error filters, and the inver-
sion process must be repeated as knowledge of the co-
variance matrices is updated. While fast algorithms for
such inversions have been devised, the issue of com-
putational speed is still an important one, and any help
offered by optical processing would be welcome. In-
version of Toeplitz matrices is, therefore, the ultimate
motivation for this work.
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In Sec. II we discuss the problem of diagonalizing
circulant matrices using a coherent optical system and
offer some simple experimental results verifving the
basic idea. Section 111 discusses potential methods for
inverting circulant matrices based on the diagonaliza-
tion method of Sec. Il Such inversion techniques have
not vet been experimentally verified. but there is strong
evidence that they can be carried out in practice.
Section 1V provides a method to discover both moduli
and phases of the output spots based on the intensity
readings from a square-law detector. Section V dis-
cusses the application of the proposed technique to the
inversion of a Toeplitz matrix or a multitude of Toeplitz
matrices simultaneously. A combined optical and
digital hybrid processor is required. Finally, Sec. V1
summarizes the conclusions of the work at this stage.

Il. Diagonalization of Circulant Matrices Using
Coherent Optics

A remarkable property of circulant matrices (not
shared by Toeplitz matrices) is that they are diagonal-
ized by the discrete Fourier transform (DFT).2 The
resulting diagonal elements are the complex eigenvalues
of the original matrix. Thus, if the DFT matrix W is
defined by (again illustrating with a 4 X 4 example)

1 1 1

woow? ot

3

"' 6 4]

1
1
1 w? wt ow
1 wt

w
where w = exp(—i27/N), we have

" O

A=W-ICW = " . (3)

A

_where the various A are the eigenvalues of C.

A. Implementation with a 2-D Matrix input

Two methods for diagonalizing a circulant matrix
using coherent optics can be identified. One is esthe-
tically pleasing in the sense that the entire circulant
matrix appears at the input to the system and the entire
diagonalized matrix appears at the output of the system.
‘The second method is potentially more powerful. Only
a single row of the circulant matrix is presented at the
input, and all eigenvalues appear in a single row of the
output plane. With the help of suitable astigmatic
optics, the second method can be used to find the ei-
genvalues of many different circulant matrices in par-
allel, while the first method operates on one matrix at
atime. We focus our attention first on the 2-D method
and later discuss the 1-D method. Throughout this and
the next sections we assume that the elements of the
circulant matrices of interest are non-negative and real.
Generalization to complex-valued matrices is deferred
10 a later section,
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Fig. 1. System for performing the di~crete Fourier transform.

The task of diagonalizing a circulant matrix using
coherent optics can be performed if the normal con-
tinuous 2-D Fourier transform. so easily performed by
such systems, can be changed to a discrete Fourier
transform. Such a change can indeed be made. With
reference to Fig. 1, the matrix to be diagonalized is en-
tered into the coherent optical system as an array of
transmitting cells in a mask, each cell representing one
element of the circulant matrix (for the moment we
assume that such elements are non-negative and real).
The matrix is repeated at least 3 X 3 times in the hori-
zontal and vertical directions causing the spectrum to
form a series of discrete spots. The amplitude of each
of the spots represents a different complex eigenvalue
of the original matrix. Measurement of the intensities
of these spots by discrete elements of a detector array
is equivalent to measurement of the squared magni-
tudes of the eigenvalues of the matrix. If the full
complex values are desired, interferometry or hetero-
dyne detection must be used 10 extract both amplitude
and phase information.

A mathematical description of the process can be
given as follows. The coherent optical processor is as-
sumed to perform a Fourier transform of the field g(x,y)
at its input. Thus,

G, a, )= f. J" gl y) exp[—i2ziv,x + v,y )jdxdy.  (4)

The input transparency representing the replicated
matrix can be represented as an amplitude transmit-
tance:

sxy)= \“ ST T tp-dtx=mlL=pXy=nlL=-yX),

- N=1N=-1)
m--- n--- po w0

(5

where X is the interval between any two cells along both
x and y directions in the transparency, L is the period
of replication, .V is the number of elements in one row
or column of the matrix. and ¢p, are the amplitude
transmittance of matrix elements. In Eq. (5), for sim-
plicity we have neglected the finite size of the trans-
parency and the finite size of the cells representing
matrix elements. A more general formula will be given
later.

Substitution of g(x,») into Eq. (4) vields a continuous
spectrum
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Fig. 2. Matrix and its eigenvalues—2.D format: (a) replicated 4
X 4 circulant input matrix; (b) output for the matrix of (a). The A,
are the eigenvalues of the original matrix.

Fig. 3. Experimentally obtsined output for a 3 X 3 circulant input
matrix.

AR R R N N N
LN LS NP
L3 o

-. X "\f\.

LIS N SAe,

[}

Finally, suppose that the continuous spectrum is
sampled at particular pointsv, = k/L,v, =l/L. Then,
with the definition N = L/X, the observed amplitudes
can be expressed as

N=1 N~}
Gu= zl; P};o 'Eo tpg €Xp [-j % thp + Iq)] .

The values of the complex spectrum at the chosen
points are seen to represent the DFT coefficients of the
original matrix (to within a known constant).

When the size a of a cell of the input matrix and the
size w of the whole matrix transparency are taken into
account, g(x,y) and G (v;,v,) become

snsr o2 £

p=0 q=0

+8(x—-mL -pXJ-nL-qX)]])

X rect z ’ Z) ’ (7)
w w
aw)? | - - k 1
Glvsy) = (T) smc(av,.av,.)([.g- '_Z_. S{v, ._Z vy - E)
x{T ' i 22 (kp + Ig)
p=0 g=0 Nexp[ JN P q]l]

* sinc(wu, Wy, )) . ®

Returning to the optics of the situation, if Fig. 2(a)
represents the form of the matrix mask at the input to
the system, Fig. 2(b) represents the form of the light
amplitude distribution in the rear focal plane of the lens
of Fig. 1. Each spot of light in the focal plane is repre-
sented by a small square, with a label indicating its
complex value. The complex amplitudes of the spots
are proportional to the eigenvalues of the original cir-
culant matrix. In addition, as implied by Eqs. (6) and
(8), there is a replication of these spots in the focal plane.
The spots also are attenuated by a slowly falling enve-
lope arising from the finite size of the cells of the input
matrix.

There is one subtlety that should be mentioned. By
using the 2-D forward DFT, we have in effect performed
the matrix operation WCW, omitting the inverse sign
on the first DFT matrix [compare Eq. (3)]. The result
is only a 90° clockwise rotation of the diagonals in the
eigenvalue plane, a change that is of no consequence
provided its existence is recognized. As shown in Fig.
2(b), for example, the resulting eigenvalues are along the
diagonal lines in the second and fourth quadrants in-
stead of in the first and third quadrants.

A simple experiment has been performed to verify the
tl_msic ideas presented above. A circulant matrix of the

orm

was used. Figure 3 shows the distribution of light in-
tensity present in the focal plane of the lens, each spot
corresponding to an eigenvalue. The intensities of
these spots were measured. The measured numbers
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Table l. Measured Output Relative Values

Measured by power Values of sinc  After compensation for
Ideal meter (g W) envelope sinc envelope Normalized
M 2 0.64 0.90 0.71 2.03
A2 1 0.33 0.94 0.35 1
I\ 1 0.33 0.94 0.35 1

were compensated for the falloff induced by the finite
size of the input matrix elements, and square roots were
taken, yielding estimates of the magnitudes of the ei-
genvalues of the matrix. Table ] compares the numbers
deduced from measurement with the exact results ob-
tained by analytical calculation. For this simple case
the accuracy was found to be ~1.5%. It is likely that the
accuracy obtainable is a function of the size of the ma-
trix, and greater care will be needed to obtain high ac-
curacy from larger matrices.

B. Implementation with a 1-D Input

Since the successive rows of a circulant matrix are
circularly shifted versions of the neighboring rows, such
a matrix is obviously highly redundant. It may come
as no surprise, therefore, to learn that the eigenvalues

SPHERICAL - CYLINDIMICAL
LENS SYSTEM

@

ouUTPUT

)

Fig. 4. Matrices and their sigenvalues—1-D format. (a) Optical

system for finding eigenvalues of many circulant matrices. Each row

of the output matrix contains the eigenvalues of one input matrix. (b)

Experimentally obtained output for an input mask having many
three-element sequences in parallel.
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of the entire circulant matrix can be obtained from
operations on a single row. It can be shown that, if the
top row of the matrix in Eq. (1) is subjected to a 1-D
DFT, the complex DFT elements are, in fact, the ei-
genvalues of the original circulant matrix (see Ap-
pendix).

The above fact suggests that only one row of the cir-
culant matrix need be entered into the optical system
(with some replication of that row in the direction of its
length) and only a 1-D Fourier transform need be per-
formed. Thus, the spherical lens of Fig. 1 can be re-
placed by a cylindrical lens with power along the di-
rection of the row. More important, by use of a suitable
pair of spherical and cylindrica) lenses, the optical
system can be made to Fourier transform in one direc-
tion (along the rows) and image in the other direction
(across the rows), allowing 1-D DFT's to be performed
independently on all rows simultaneously. In this
fashion the eigenvalues of many circulant matrices can
be found in parallel. A 2-D detector array is then re-
quired at the output of the optical system if the squared
magnitudes of all eigenvalues are to be measured. The
optical system is illustrated in Fig. 4(a).

The idea of finding the eigenvalues of many circulant
matrices in parallel as described above was tested (in
a limited way) using the optical system of Fig. 4(a) and
the same input mask that led to the results of Fig. 3.
Originally the input mask was regarded as representing
a full circulant matrix. For this particular mask, each
row is a unit circular shift of the row above it, 8o all cir-
culant matrices being represented by the rows of the
mask are circularly shifted versions of the same matrix.
The magnitudes of the eigenvalues of a circulant matrix
are unaffected by circular shifts of the rows of the ma-
trix. Therefore, all rows in the distribution of output
intensity in the DFT plane should be identical for this
particular mask. Figure 4(b), showing the experimental
result, demonstrates that this is the case. With a more
general set of circulant matrices represented by differ-
ent rows of the input mask, the various rows in the
output plane would differ from one another.

C. Diagonalizing Circulant Matrices with Complex-
Valued Elements

Our previous discussions have all assumed implicitly
that the elements of the circulant matrix or matrices to
be diagonalized are non-negative and real; that is, it has
been assumed that they can be represented physically
by a non-negative and real amplitude transmittance of
a mask. In practice, it is important to be able to deal
with bipolar rea] inputs and in some cases complex-
valued inputs. In this section we discuss several ways
for generalizing the nature of the inputs.
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First, we suggest a way to input a 2-D complex matrix
having positive real and imaginary parts for a 2-D op-
tical Fourier transform system. From Fig. 2(b) we see
that the output spots of a circulant matrix mask are all
arranged along the diagonals. If we shift the entire
input along the direction perpendicular to those diag-
onals, according to the shift theorem, we will have an
output which is the same as the original one, except for
a linear phase factor along the shift direction; that is,
along each diagonal of the output, the complex field of
each spot on this diagonal has an additional constant
phase factor. Controlling the shift by various amounts,
we can obtain various phase factors at will.

For example, as shown in Fig. 5(a), suppose we shift
the matrix input along the diagonal toward the lower
left with a displacement of Y of the diagonal interval
between two adjacent cells of the input. The Fourier
transform of this shifted matrix [the shaded one in Fig.
5(a)} has an additional phase factor ¢ = 2x(v; + v,)-
(X/4). In the output plane [see Fig. 5(b)] for the di-
agonals which satisfy

ORIGINAL FUNCTION —
olny)s Riny) e jl(ny)

c o
@ of D tuacamy eurt
mu: mm INPUT FUNCTION —

i Qe s Ry etizedye
;»-:l m.‘h P e e

®)

Fig. 5. Two-dimensional encoding of a matrix with complex ele-
ments. (8) Aninput mask. The original function is g(x,y) = R(x,y)
+ jl(z,y). The input function is g’(x,y) = R(x,y) + I{x + (X/4).y
+ (X/4)). (b) Output for the input of (a). If (v; +v,) = (4n + 1)/X
withn = 0,21,22,. .., Gl(v,,uy) = R(vs0y) + jl{vs 0y).
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Fig. 6. Two-dimensional encoding of a circulant matrix with bipolar

and complex elements. The four squares frame four matrices, each
with relative shift of X/4 along the diagonal.

7 3 1 6§ n+1
(v,+v,,)-...—;-3(-:}’;-.... X
withn = 0,£1,+2, ..., the phase factors are
-7 -3 x 5« n+1
O

withn = 0,£1,£2,.... Therefore, by making a mask
with twin structures as shown in Fig. 5(a), with the
shaded one representing the imaginary part and the
unshaded the real part, we generate the effect of a
complex input having positive real and imaginary
parts.

In the same way, the effect of a complex matrix mask
with negative real and imaginary parts can be gener-
ated.

Suppose the original matrix is A = R + jI, and both
R and I have bipolar components. They can be de-
composed as follows: R=C, - B, and] =C; — B,
where both B, and B; are bias matrices with positive
constant elements equal to the magnitude of the most
negative elements from R and I, respectively. ThenC,
and C; have only real and positive elements.

Noticing that a negative sign is equivalent to a =
phase factor, we can design an input mask for the matrix
A as shown in Fig. 6. As before, the desired eigenvalues
are located along the output diagonals as described
earlier.

For the case of many 1-D inputs and a spherical-
cylindrical lens system, we now suggest a way to gen-
erate a bipolar real-valued input. Assume that the
three independent (real and bipolar) components of a
3 X 3 circulant matrix are {¢,,c2,c3l. By addition of this
vector to a bias vector }b,b,b}, we have a new vector
le1,c 2,3} with all positive elements. Therefore, the 1-D
Fourier transform for j¢;,¢2,¢3} can be written as

fEatn]
[

and correspondingly

But
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Now, as in the 2-D case, the original sequence can be
represented by two sequences, one of which is shifted
- from the other appropriately. Knowing that the Fou-
rier transform of the bias sequence has only one nonzero
element, we can, for example, shift it from the other with
a distance of X/2 [Fig. 7(a)] so that a 7 phase factor
appears at the first spot of the second period of its
Fourier transform, and so the sum of the two Fourier
transforms within this period turns out to be the Fourier
transform of the original bipolar sequence. This ap-
proach is illustrated in the diagrams of Fig. 7.

Furthermore, in Sec. III it will be seen that a second
DFT is required to perform inversion of a circulant
matrix. Therefore, we should have at least three con-
secutive periods of correct eigenvalues at this step to
assume that, in the final output plane, the elements of
the inverse matrix appear as separated spots. Another
input geometry is designed for this purpose and is il-
lustrated in Fig. 8.

ill. Inversion of Circulant Matrices

While the problem of finding eigenvalues of a circu-
lant matrix is of interest in its own right, there is much
greater interest in inverting such matrices. Such a
matrix inversion can be carried out if a means of in-
verting the complex eigenvalues of the diagonalized
form of the matrix can be found. A discrete Fourier
transform followed by inversion of the complex eigen-
values followed by an inverse DFT yields a new circu-
lant matrix that is the inverse of the original matrix.
Such an inversion method can be applied to a single
circulant matrix or to many circulant matrices simul-
taneously using the astigmatic processor described
earlier.

The key question to be addressed here is how to invert
the complex eigenvalues of the matrix or matrices, those
eigenvalues being represented by complex-valued fields
in the DFT plane of the processor. An answer to this
question is suggested by the following discussion.

Suppose we have a holographic recording device in
the DFT plane that produces a diffracted field (into the
-1 or conjugate diffraction order) having an amplitude
that is proportional to the contrast of the fringes gen-
erated between an incident uniform plane reference
beam and the object beam consisting of discrete spots
of light with amplitudes proportional to the eigenvalues
of the input circulant matrix. If U, and U, represent
the amplitudes of the incident reference and object
beams, respectively, we suppose that the amplitude U;
of the reconstructed image wave is given by
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Fig.8. One-dimensional encoding of a sequence with bipolar num-
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shifts of X/4 or 3X/4 from the positive sequence, respectively; (b) 1-D
DFT, of four sequences; (c) 1-D DFT of |a,,0s,a3l.

alU,Us
ETATRYTAT @
where « is a constant. If we now further assume that
the reference beam is chosen to be much weaker than
the object beam, we find that the reconstructed image
wave is given approximately by
Ur

U‘-.a—.

Since the reference wave amplitude is constant, the

Ui
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reconstructed image wave has an amplitude propor-
tional to the reciprocal of the complex object wave U,,.
This is precisely the inversion process we desired.

That photographic film can be made to behave in the
manner postulated in Eq. (9) is well established in optics
literature. Such a dependence was exploited by Rag-
narson” and by Tichenor? to realize coherent optical
inverse filters using bleached photographic emulsions.
More important, a similar dependence of the field dif-
fracted in four-wave mixing experiments has been noted
and exploited by White and Yariv for image edge en-
hancement.> Most recently, Ja has demonstrated
wave-front division using four-wave mixing.6 Thus,
there seems to be ample reason to believe that methods
for optical inversion of complex eigenvalues can be re-
alized in the near term, particularly using real-time
four-wave mixing devices.

The optical setup required for finding inverses of
many circulant matrices simultaneously is illustrated
in Fig. 9 under the assumption that a suitable nonlinear
device is used for the reciprocation operation. While
the reciprocation and inversion processes have not been
experimentally demonstrated in this paper, the evi-
dence that they can be carried out at least for some
dynamic range of eigenvalues is extremely strong based
on the above references.

IV. Detection of Output Data

In general it is possible for the elements of an inverse
matrix to be bipolar (for real original matrices) or
complex {for complex original matrices). However, the
coherent optical system produces at its output a dis-
tribution of intensity representing the squared moduli
of the elements of the inverse matrix. Limiting con-
sideration to real-valued input matrices, some means
for determining the sign of a real output must be
found.

One possible solution is to resort to interferometric
detection at the output, from which information con-
cerning the signs associated with the various matrix
elements can be found. Such an approach has the
disadvantage of significantly complicating the optical
system. We consider here an alternative approach
which seems considerably simpler to implement. Our
approach rests on a certain shift property of a circulant
matrix as we now discuss in detail.

A. Shift Property of a Circulant Matrix

We first define a shift of a matrix to be the addition
of a complex constant to each element of the matrix.
The shift property of a circulant matrix can be stated
as follows: if a circulant matrix C is shifted to C,, the
inverse matrix [C,] ™ is also shifted from C~! with an-
other shift constant. In other words, if C, = C + S, then
[C.)~1 = C~! + E, where S and E are matrices contain-
ing constant elements.

Furthermore, it can be shown that, if all the elements
of S are s, the elements of E are all equal to Ns/[A,(\,
+ Ngs)], where N and )\, are the dimension and the first
eigenvalue of matrix C, respectively.

0 [

NON- LINEAR

NPYT CF MARY
CilCuyLanT LIGWT vaLvE
WATAICES YO WVERT THE
™ PARALLEL CIGENvALUES

Fig. 9. System for performing the inversion of many circulant
matrices.

QUTPLT OF MANY
WVERSE ClCL ANT
MATRICES

In the following we will demonstrate this property for
a 3 X 3 circulant matrix. The proof for an N X N cir-
culant matrix is a simple extension of that for the 3 X
3 case. With ¢), c5, and c; as three independent com-
ponents, the circulant matrix could be represented by

vector C,
()
C=|cz|.
H

consisting of the elements in the first row of C. Simi-
larly, its inverse matrix could be represented by a vector
C-, also consisting of the elements of the first row of

C-1,
(3% Al
C=Flca|=] 2. an
C3 Aa

As we know,
C-l= 3-1

- 12
x a2)
1

LAs
Now if C is shifted by vector S,

-8

S= s] . (13)
L. 8

with C, = C + S, then, from Eqs. (11) and (13) and by

recalling the DFT of S, a vector with constant elements,
has only one nonzero element (the dc component) 3s,

we obtain
14387
C= A2 - 14)
As
Finally, from Eqs. (12) and (14),
1 19 )
M ':' 3 Al. A\ + 3s)
gl = Jagar| = |-g0 ]
)ia Xla
N A 0

thatis, C;! = C~! — E, where the second shifting vector
is
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B. Implementation of Sign Retrieval

With the help of the shift property of a circulant
matrix we now can retrieve the sign information asso-
ciated with the elements of the inverse matrix. When
an input is designed, we interleave N additional rows
between the N original rows of the input. Each of the
additional rows represents a shifted version of one of the
original matrices. Therefore, an input representing N
matrices is now expanded to 2N rows; i.e., N pairs of
rows. Similarly, at the output plane, we will also have
N row-pairs. Each pair represents two respective in-
verse matrices, one of which is shifted from the other.
For example, if the elements of one row are la,b,¢c, . . |,
those of the otherarela —e,b ~e,c —e,...},wheree =
Ns/[A (A, + Ns)] with all letters having the same
meanings as in Sec. IV.A.

€ can be easily calculated because A, is simply the sum
of all the elements of the original matrix and s is the
shift constant, which can be any appropriate real
number (for the 1-D input case). When A, = 0, ¢ will
be infinite. However, this implies that the original
circulant matrix is singular, which is a case we are ex-
cluding here.

With a square-law detector the values of {a2,b2¢2,.. |
and {(a = e)2,(b — e)%,(c — e)?,...} can be measured.
Thus, the remaining problem of finding the values of
la,b,c, ...} is quite simple and can be solved rapidly with
a digital computer.

V. inversion of Toepiitz Matrices using Circulant
Approximastions

Until this point we have considered the inversion of
only circulant matrices. Using approximation methods
developed by Jain,’ it is also possible to invert banded
Toeplitz matrices using the same techniques supple-
mented by some digital processing. The resulting hy-
brid processor can be envisioned for use in inverting a
multitude of Toeplitz matrices simultaneously. The
digitial processing required can be divided so that highly
parallel digital hardware can be used with each separate
digital processor devoted to inverting a small Toeplitz
matrix, while the optical processor inverts a large cir-
culant matrix. In what follows we describe the ideas
that lie behind such an approach.

According to Jain,” a Toeplitz matrix can be extended
with terms so that it becomes a circulant matrix. This
technique is called circulant decomposition. For ex-
ample, the circulant matrix H, is extended from a
Toeplitz matrix H as shown below:
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Table i. Comparison of Two Algorithms
Numbers of computastions for H™!

2NZ 4 2Nk — k2 4 O(N)
2n; + 3k2 + O(N)

Algorithm

Trench
Circular decomposition

N -
.“_’o... [T

N

™~ =1
: \ [T
where k = max(p.q)

LH-s © ° " Ky 0
The inverse of the matrix H. is

b= N —spa— k —f
y
SRS
3 3 '
where B,;.B;2.B2;, and B2 are four block matrices, each
of which has the size shown.

It has been proved? that the relation between the
inverse of the original Toeplitz matrix T and the matrix
H.is

H-! = B;; ~ B1aBs~'Bn. 15)

Since Bo is still a Toeplitz matrix but with a smaller
size of k, the advantage of decomposition now can be
seen.

Apart from the algorithm for inverting a Toeplitz
matrix without decomposition, this method includes
four steps: first, extension of the banded Toeplitz
matrix to a circulant one; second, inverting the circulant
matrix by performing a forward FFT, inverting a diag-
onal matrix and performing an inverse FFT; third, in-
verting a Toeplitz matrix of small size, which is em-
bedded in the inversion of the circulant matrix. This
latter inversion is accomplished with a conventional fast
algorithm. Finally, the matrix multiplication shown
in Eq. (15) must be performed. Table II shows the
numbers of computations required by two algorithms.
One is the well-known Trench algorithm,® the fastest
conventional algorithm for inverting a Toeplitz matrix,
and the other is the algorithm with decomposition as
described above.”

In Table II, ny is the number of operations involved
in the FFTs for finding the inverse of the circulant
matrix: i.e.,n; = (N + k) log(N' + k). It can be seen that
the computations required by the decomposition
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methouds are much less than those for the Trench algo-
rithm when k£ <« N (a banded matrix case). In addition,
when k = logsN so that 2n; >> 3k + O(N) as in practice,
the computations for inverting the circulant matrix
become the greatest. For example, if N = 512and k =
10, then 2n; = 9000 and 3k* + O(N) = 1000. This result
supports the idea of using an optical and digital hybrid
system to accomplish the inversion of a banded Toeplitz
matrix with the optical system taking care of the large
circulant matrix and the electronic digital computer
performing the remaining operations.

V.. Concluding Remarks

In this paper we have discussed methods by which
coherent optical systems can be used to diagonalize and
invert large circulant matrices. One configuration al-
lows the simultaneous inversion of many such matrices
in parallel. The methods can also be extended to the
problem of inverting a multitude of banded Toeplitz
matrices. The simultaneous inversion of many such
matrices may be a useful capability in the processing of
data from arrays of sensors. Often the data from such
arrays are broken into many spectral bands with a
separate matrix inversion operation required for the
covariance matrices appropriate for each spectral band.
Such operations are computationally very intensive, and
the availability of a fast parallel, circulant matrix in-
version system could speed the computations consid-
erably.
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Appendix

From W-ICW = A, we have [W-ICW]T = A, where -
T denotes the transpose of a matrix. Therefore, WTCT
= AWT. But W7 = W, then WC7 = AW,

Writing out the first column of both sides of the above
equality, we have WC = A, where
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