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Abstract

Systems of linear algebraic equations must be solved at each integration step in all commonly used methods for the numerical solution of systems of stiff IVPs for ODEs. Frequently, a substantial portion of the total computational-work and storage required to solve stiff IVPs is devoted to solving these linear algebraic systems, particularly if the systems are large. Over the past decade, several efficient iterative methods have been developed to solve large sparse (nonsymmetric) systems of linear algebraic equations. We study the use of a class of these iterative methods in codes for stiff IVPs. Our theoretical estimates and preliminary numerical results show that the use of iterative linear-equation solvers in stiff-ODE codes improves the efficiency - in terms of both computational-work and storage - with which a significant class of stiff IVPs having large sparse Jacobians can be solved.
1. Introduction.

As Gear [35, 36] and many others have noted, a major open problem in scientific computing is the efficient solution of large systems of stiff initial-value problems (IVPs) for ordinary differential equations (ODEs) of the form

\[ y'(t) = f(t, y(t)), \quad y(t_0) = y_0. \]  

These problems arise either directly in models of physical systems (such as chemical kinetics or electrical networks) or indirectly as a step in the solution of another problem (such as the application of the method-of-lines to a system of parabolic partial differential equations [59]). Consequently, the efficient solution of large systems of stiff IVPs is of great practical importance.

Although several authors have investigated techniques for avoiding implicitness in the numerical solution of stiff IVPs, most workers in the field still agree with Stetter's comment [79] that "all reasonable methods for stiff systems of ODEs have to be implicit", except, possibly, for special classes of problems. That is, a system of linear or nonlinear algebraic equations must be solved at each step of the numerical integration. Moreover, it seems that a Newton-like method must be used to solve the nonlinear systems to avoid a severe restriction on the stepsize. Consequently, large systems of linear equations must be solved in this case as well.

As we explain in more detail in §4, frequently a substantial portion of the total computational work and storage required to solve large systems of stiff IVPs is devoted to solving systems of linear algebraic equations. Therefore, any improvement in the efficiency with which these linear systems are solved will directly improve the performance of the integrator. Fortunately, the linear algebraic systems that arise in large systems of stiff IVPs are usually sparse and this property can be exploited to great advantage.

Over the past decade, several efficient iterative methods have been developed to solve large sparse systems of linear algebraic equations. The Krylov subspace methods, of which the conjugate gradient method [43] is a well-known example, have proven to be particularly
effective for solving the linear systems that arise in the numerical solution of elliptic and parabolic partial differential equations. (See, for example, [2, 10, 13, 14, 16, 17, 24, 42, 54, 55, 57, 60, 61, 68, 69, 70, 81, 83, 86] and the references therein.) Therefore, it is natural to consider
the use of iterative linear-equation solvers in codes for large systems of stiff IVPs for ODEs.
Not only are iterative methods faster than direct solvers for many systems of linear algebraic
equations, but also they require significantly less storage than direct solvers in most cases. In
addition, the use of iterative methods will ease some of the restrictions on the stepsize- and
order-selection strategies used in stiff-ODE codes; we believe that this may improve the
efficiency of these codes as well.

The outline of the remainder of this paper is as follows. In §2, we review the numerical
solution of the implicit formulas used in many of the most popular stiff-ODE codes, emphasizing
the relationship between the user-specified error tolerance for the IVP and the accuracy
with which the implicit formulas must be solved. We also show that a large class of stiff IVPs
have properties that make the associated systems of linear algebraic equations amenable to
solution by iterative methods. We then review the “inexact Newton method” in which the
systems of linear equations that arise in Newton’s method are solved approximately, rather
than exactly. Again, we emphasize the relationship between the accuracy with which the implicit
formulas and associated linear algebraic systems must be solved.

In §3, we review iterative linear-equation solvers with particular emphasis on two Krylov
subspace methods: the preconditioned conjugate residual method for symmetric positive-
definite systems and preconditioned Orthomin(k) for nonsymmetric positive-real systems.1 We
also point out how these iterative linear-equation solvers can be used in a stiff-ODE code that
does not explicitly compute or store the Jacobian associated with the IVP, and, in particular,
how the linear systems can be preconditioned in this case.

In §4, we develop theoretical estimates of the computational work and storage required

---

1 A real square matrix A is positive-real with respect to a real inner-product (·,·) if and only if (z,Az) > 0 for all
nonzero real vectors z. Typically, the usual Euclidean inner-product, (x,y) = z x Ty, is used.
to solve the spatially-discretized two- and three-dimensional Heat Equation using a stiff-ODE solver that employs either direct or iterative linear-equation solvers. In §5, we present numerical results for the solution of the spatially-discretized two- and three-dimensional Heat and Convection-Diffusion Equations as well as the 30 Stiff Detex Test Problems [27, 29] using stiff-ODE solvers based upon either direct or iterative linear-equation solvers. Both the theoretical and numerical results look quite promising.

Finally, in §6, we present our conclusions.

This paper complements the work of Miranker and Chen [64], Gear and Sand [37], and Brown and Hindmarsh [3], who also studied the use of iterative linear-equation solvers in stiff-ODE codes. We believe our development of the properties of the linear algebraic systems that arise in stiff-ODE solvers that makes these linear systems amenable to solution by iterative linear-equation solvers is new, as is our analysis of the relationship between the three tolerances required in a stiff-ODE code employing an iterative linear-equation solver. In addition, our theoretical estimates and numerical results extend the work of the authors referenced above, and, in particular, show the importance of preconditioning in the solution of some large systems of stiff IVPs.

Although their point-of-view is distinctly different, the predictor-corrector methods developed and analyzed by van der Houwen and Sommeijer [51] are related to the stiff-ODE methods discussed in this paper and those referenced in the preceding paragraph.

2. Implicit Formulas.

Many numerical methods have been developed during the past few decades for the solution of systems of stiff IVPs for ODEs, and this continues to be an active area of research. Most of these methods can be classified as being in one of three families: linear multistep (multiderivative) methods, implicit Runge-Kutta methods, and extrapolation methods. Of these, the linear multistep methods have so far proven to be the most successful [27, 29], with the most widely used codes being DIFSUB [33, 34], GEAR [44], EPISODE [5], and LSODE
[48], each of which is based upon the Backward Differentiation Formulas (BDFs) popularized by Gear [34]. Therefore, in our discussion of implicit formulas below, we concentrate on the BDFs, although much of what we say applies to stiff methods in general.

A k-step BDF for the solution of (1.1) can be written in the form

\[ y_n = a_n y_{n-1} + \cdots + a_1 y_{n-k} + h_n \beta_n f(t_n, y_n). \]  

(2.0.1)

Tables of coefficients for these formulas may be found in [34]. To advance the numerical solution from \( t_{n-1} \) to \( t_n = t_{n-1} + h_n \), (2.0.1) is solved for the approximation \( y_n \) to \( y(t_n) \) using the previously computed approximations \( y_{n-1} \). Because (2.0.1) is implicit in \( y_n \), an equation of the form

\[ F(y_n) = y_n - h_n \beta_n f(t_n, y_n) + c_n = 0 \]  

(2.0.2)

must be solved at each step of the integration, where \( c_n \) contains the terms in (2.0.1) that do not depend upon \( y_n \).

2.1. Accuracy Requirement for (2.0.2).

In general, (2.0.2) is nonlinear and cannot be solved exactly. Shampine [73, 74] discusses accuracy requirements for this equation. He notes that most stiff-ODE codes attempt to compute an approximate solution, \( \tilde{y}_n \), to (2.0.2) satisfying

\[ |y_n - \tilde{y}_n| \leq c_1 \cdot \text{TOL}, \]  

(2.1.1)

where TOL is the user specified error tolerance for the IVP and \( c_1 \) is a positive constant (usually less than 1). Shampine [74] presents a convincing argument that, for a stiff-ODE solver, a more appropriate criterion is to accept \( \tilde{y}_n \) if

\[ |F(\tilde{y}_n)| = c_1 \cdot \text{TOL}. \]  

(2.1.2)

Not only is this criterion more easily related to the accuracy requirement for the IVP, but also it is simpler to implement. Furthermore, Shampine gives an intuitive argument that suggests that, for most stiff problems,

\[ |y_n - \tilde{y}_n| \leq |F(\tilde{y}_n)|. \]  

(2.1.3)

However, Houbak, Nørsett, and Thomsen [30] demonstrate that it often takes more computational work to satisfy (2.1.2) than (2.1.1) with little or no gain in the accuracy of the numerical
solution of the associated IVP. Although we do not address the interesting question of which of these stopping criterion is more appropriate in a stiff-ODE solver, we do develop a bound on $|y_n - f_n|$ in terms of $|F(y_n)|$ similar to one given by Williams [84], but using a somewhat different (and possibly simpler) derivation. This bound and some of the relations used in its derivation are important to our discussion of inexact Newton methods and iterative linear-equation solvers below.

The validity of (2.1.3) is intimately related to the stability of the associated IVP. Assume that the IVP satisfies

$$\langle (t,y) - (s,z), y - z \rangle \leq \gamma (y - z, y - z)$$  \hspace{1cm} (2.1.4)

for all $(t,y)$ and $(s,z)$ in the domain of interest, where $y$ and $z$ are real vectors, $\gamma$ is a real (possibly negative) constant, and $\langle \cdot, \cdot \rangle$ is a real inner-product. This assumption is frequently made in studying the nonlinear stability of formulas for stiff IVPs as it ensures the stability of the IVP (1.1) in the following sense. Let $y(t)$ be a solution of (1.1) and let $z(t)$ satisfy the same differential equation but have a different initial value, $z(t_0)$. If (2.1.4) is satisfied in a domain containing both $y(t)$ and $z(t)$, then

$$|y(t) - z(t)| \leq e^{\gamma t} |y(t_0) - z(t_0)|,$$ \hspace{1cm} (2.1.5)

where $|\cdot|$ is the norm associated with the inner-product in (2.1.4). We say that the IVP is dissipative if and only if $\gamma < 0$. In this case, the IVP is asymptotically stable in the sense that the distance between $y(t)$ and any neighbouring solution of the differential equation, $z(t)$, decreases exponentially with $t$.

Inequality (2.1.4) can also be used to bound $|y_n - f_n|$ in terms of $|F(y_n)|$. Assume that (2.1.4) holds at $t = t_n$ in a domain containing both $y_n$ and $f_n$. By (2.0.2) and (2.1.4),

$$(1 - \beta_n \gamma) \langle y - z, y - z \rangle \leq \langle F(y) - P(x), y - z \rangle.$$ \hspace{1cm} (2.1.6)

Hence, if $1 - \beta_n \gamma > 0$, then, by (2.1.6) and the Cauchy-Schwartz inequality,

$$|y - z| \leq \frac{1}{1 - \beta_n \gamma} |F(y) - P(x)|.$$  

Taking $y = y_n$ and $z = f_n$, we get
\(|y_n - y_n| \leq \frac{1}{1 - h_n \beta_n \gamma} |F(y_n)|. \quad (2.1.7)

from which it follows that, if \( \gamma \leq 0 \), then (2.1.7) holds for any \( h_n > 0 \), since \( \beta_n > 0 \) for the BDFs. Note also that, if \( 1 - h_n \beta_n \gamma > 0 \), then (2.1.7) ensures that any solution of \( F(y_n) = 0 \) is unique in the domain for which (2.1.4) holds. Moreover, if (2.1.4) holds at \( t = t_n \) for all real vectors \( y \) and \( z \), and if \( 1 - h_n \beta_n \gamma > 0 \), then, by the Uniform Monotonicity Theorem [67], the unique solution of \( F(y_n) = 0 \) exists.

Now we consider in more detail for which class of stiff IVPs we can expect this condition \( 1 - h_n \beta_n \gamma > 0 \) to hold throughout the course of the numerical integration. First, note that, if the Jacobian \( f_y(t, y) \) exists and is continuous, then the algebraically smallest \( \gamma \) for which (2.1.4) holds is

\[
\gamma = \max_{(\nu, \nu)} \frac{(f_y(t, y)\nu, \nu)}{(\nu, \nu)}, \quad (2.1.8)
\]

where the maximum is taken over all nonzero real vectors \( \nu \) and all \( (t, y) \) in the domain of interest. Hence, \( F_y(y_n) = I - h_n \beta_n f_y(t_n, y_n) \) is positive-real if \( 1 - h_n \beta_n \gamma > 0 \).

It is easy to show that

\[
\max \{ \Re(\lambda) : \lambda \text{ an eigenvalue of } f_y(t, y) \} = \gamma,
\]

where \( \Re(\lambda) \) is the real part of \( \lambda \). If \( f_y(t, y) \) is symmetric, then equality holds in the last inequality, but, if \( f_y(t, y) \) is nonsymmetric, then the inequality may be strict, as the example below demonstrates. However, the proof of Theorem 1 of [39] can be adapted easily to show that, for any fixed \( (t, y) \) and any \( \epsilon > 0 \), there exists a real inner-product and an associated \( \gamma \) satisfying (2.1.8) for which

\[
\gamma - \epsilon = \max \{ \Re(\lambda) : \lambda \text{ an eigenvalue of } f_y(t, y) \} \leq \gamma. \quad (2.1.9)
\]

For IVPs having a symmetric Jacobian, it is quite reasonable to expect \( 1 - h_n \beta_n \gamma > 0 \). In fact, for a large subclass of these problems, all the eigenvalues of the Jacobian \( f_y(t, y) \) are nonpositive, from which it follows that \( \gamma \approx 0 \), whence \( 1 - h_n \beta_n \gamma \approx 1 \), since \( h_n \beta_n > 0 \). Thus, (2.1.9) holds. On the other hand, if \( \gamma > 0 \), then the Jacobian must have a positive eigenvalue arbitrarily close to \( \gamma \) in the domain of interest. Consequently, the differential equation has
solutions whose components may grow like \( s^\gamma \) in a neighbourhood of the solution of the IVP. Hence, it is reasonable to expect a stiff-ODE solver to choose a stepsize \( h_n \) for which \( 1-h_n \beta_n \gamma > 0 \) to control the accuracy in the potentially growing components of the solution. In fact, if \( \gamma > 0 \), one would expect \( 1-h_n \beta_n \gamma \) to be close to 1, at least if the error tolerance is sufficiently stringent. Moreover, the numerical solution of (2.0.2) requires that \( F_j(y_n) \) be "numerically" nonsingular. This effectively ensures that \( 1-h_n \beta_n \gamma > 0 \), provided that \( h_n \beta_n \) changes by small increments, since this inequality holds initially for \( h_n \) sufficiently small and, as \( 1-h_n \beta_n \gamma \) is essentially the algebraically smallest eigenvalue of \( F_y(y_n) = 1-h_n \beta_n J_y(y_n, y_n) \), \( 1-h_n \beta_n \gamma \) can never approach or pass through zero. Thus, for IVPs having a symmetric Jacobian, it is reasonable to expect that \( F_j(y_n) \) will be positive-definite and (2.1.7) will hold in the event that (2.1.3) does not.

If the Jacobian \( f_j(t,y) \) is nonsymmetric, then the assumption that \( 1-h_n \beta_n \gamma > 0 \) is somewhat more problematic, since, for a given inner-product, the associated \( \gamma \) given by (2.1.8) may be much larger than the real part of any of the eigenvalues of \( f_j(t,y) \). For example, consider the differential equation \( y' = Ay \), where

\[
A = \begin{bmatrix} -1 & 24 \\ 0 & -1 \end{bmatrix}.
\]

The eigenvalues of \( A \) are both -1, but, for the usual Euclidean inner-product,

\[
\gamma = \max \left( \frac{(x,Ax)}{(x,x)} \right) = -1 + |a|
\]

can be arbitrarily large even though the eigenvalues of \( A \) are fixed. In particular, if \( |a| > 1 \), then \( A \) is not negative-real. Moreover, if a stiff-ODE solver is used to integrate \( y' = Ay \) over a long time interval with absolute error control, the numerical solution will decay exponentially outside of an initial transient region and \( h_n \) will become large. Hence, for large \( t \), it is reasonable to expect that \( 1-h_n \beta_n \gamma << 0 \) and \( F_j(y_n) = I - h_n \beta_n A \) will not be positive-real. Furthermore, for the usual Euclidean norm, the smallest constant \( c \) that ensures that

\[
|y - s| \leq c |F(y) - F(s)|
\]

is \( |(I - h_n \beta_n A)|^{-1} | \), which may be larger than \( \sqrt{\beta_n} / 2 \). Thus, for large \( s \), the residual is not a good estimate of the error for this problem in the usual Euclidean norm. This is not to say
that, for the usual Euclidean inner-product and all IVPs having nonsymmetric Jacobians, the condition \( 1 - h_n \beta_n \gamma > 0 \) will be violated and \( F_y(y_n) \) will not be positive-real or that the residual will be a poor estimate of the error in (2.0.2), but this is the case for some problems.

On the other hand, even if the Jacobian \( f_y(t_n,v_n) \) is nonsymmetric, by an argument similar to the one used in the symmetric case, it follows that it is reasonable to expect that the stepsize, \( h_n \), in a stiff-ODE solver will be restricted by accuracy considerations to the extent that \( 1 - h_n \beta_n \Re(\lambda) > 0 \) for all eigenvalues \( \lambda \) of \( f_y(t_n,v_n) \). In fact, for many stiff IVPs, \( \Re(\lambda) = 0 \) for all the eigenvalues of \( f_y(t_n,v_n) \), whence \( 1 - h_n \beta_n \Re(\lambda) = 1 \) without any restriction on the stepsize \( h_n \). In any event, if \( 1 - h_n \beta_n \Re(\lambda) > 0 \) for all eigenvalues \( \lambda \) of \( f_y(t_n,v_n) \), then, by (2.1.9), there exists a real inner-product with respect to which \( F_y(y_n) \) is positive-real, although this inner-product may depend upon \( (t_n,v_n) \). For example, for the matrix \( A \) above, if we use the real inner-product \( \langle x,y \rangle_T = \langle x,Ty \rangle \), where \( T = \text{diag}(0^2,1) \) and \( \langle.;.\rangle \) is usual Euclidean inner-product, then

\[
\gamma = \max \left( \frac{\langle x,Ax \rangle_T}{\langle x,x \rangle_T} \right) = -1 + |a\delta|
\]

which, for \( \delta = a/a \), is within \( \epsilon \) of -1. Hence, for \( 0 < \delta < \frac{1}{|a|} \), \( A \) is negative-real, whence \( 1 - h_n \beta_n A \) is positive-real with respect to the \( \langle ., . \rangle_T \) inner-product for any \( h_n > 0 \). Although these observations may not be of any practical importance in the selection of an error control strategy for a stiff-ODE solver, we believe that they may be of significance for the implementation of iterative linear-equation solvers, as will become evident in §3. Moreover, as we explain in that section, the iterative solvers that we consider are guaranteed to converge if \( F_y(y_n) \) is positive-real, but may break-down otherwise. Hence, their break-down gives a warning that inequality (2.1.7) is violated.

2.2. Numerical Solution of (2.0.2).

For nonstiff-ODE solvers, it is common to use functional iteration to solve (2.0.2) or to employ an implicit formula, such as (2.0.1), as the corrector in a predictor-corrector method. However, for stiff-ODE solvers, the use of either of these techniques severely restricts the
stepsize and it is exactly this type of restriction that must be avoided for stiff problems. Therefore, in most stiff-ODE solvers, a chord-Newton method is used to solve (2.0.2) at each step in the integration. That is, given an initial approximation \( y_n^a \) to the solution \( y_n \) of (2.0.2), the system of linear equations

\[
W_n^k(y_n^{a+1} - y_n^a) + F(y_n) = 0
\]

is solved repeatedly until an acceptable approximation \( y_n^a \) is computed, where \( W_n^k \) is an approximation to the Newton iteration matrix

\[
F_n(y_n) = T - h_n \beta_n f_n(t_n, y_n^a).
\]

Frequently, \( W_n^k \) is just the Newton iteration matrix retained from an earlier iteration on the current or a previous step. Of course, if (1.1) is linear and the exact Newton iteration matrix (2.2.2) is used at each step, then (2.2.1) gives the solution to (2.0.2) in one iteration.

With the exception of GEARBI [47], all the "production" codes for stiff IVPs known to the authors employ direct methods to solve the system of linear algebraic equations (2.2.1). For example, GEAR, EPISODE, and LSODE each use Gaussian Elimination (GE) with partial pivoting, while DIFSUB computes the inverse of \( W_n^k \) explicitly. For large systems of stiff IVPs, great savings in both time and storage can be achieved by taking advantage of the sparsity of the Jacobian. This observation leads to the development of codes that employ either banded GE (such as GEARB [45], GEARIB [46], and LSODE) or sparse GE (such as GEARS [77] and LSODES [49]).

Furthermore, much of the consideration in choosing the formulas, strategies, and heuristics in a stiff-ODE solver is directed towards solving (2.0.2) as efficiently as possible. To this end, most stiff methods evaluate the Jacobian and refactor \( W_n^k \) as seldom as possible, since, as explained in more detail in § 4, the cost of these two operations may dominate the computation. Hence, in most stiff-ODE solvers, \( W_n^k \) remains unchanged for several consecutive integration steps.

The desire to avoid refactoring \( W_n^k \) also affects the choice of stepsize- and order-selection strategies in a stiff-ODE solver. If the stepsize or order is changed from one step to the next,
then at least one of the terms $\lambda_n$ or $\beta_n$ occurring in the Newton iteration matrix (2.2.2) is changed as well. Therefore, unless $W^k$ is updated and refactored, it may be a poor approximation to (2.2.2). As a result, the chord-Newton iteration (2.2.1) may fail to converge or converge too slowly. (Note that this observation applies to linear as well as nonlinear IVPs.) Consequently, the stepsize- and order-selection strategies in most current stiff-ODE solvers are restricted by this consideration. For example, EPISODE changes stepsize and/or order only after a failed step or when it estimates that it can increase its stepsize on the next step by a factor of at least 1.3. In addition to forcing the method to take more steps and function evaluations to integrate a problem than might otherwise be required, this constraint on the order- and stepsize-selection strategies reduces the "smoothness" of the dependence of the actual error committed by the code in solving a problem on the user specified error tolerance; it is generally agreed [36] that such "smoothness" is a very desirable property for an ODE solver to possess.

The choice of variable-stepsize implementation of a multistep formula is also affected by the consideration of how this choice will effect the efficiency of the Newton iteration. The two commonly used implementations are the fixed-coefficient implementation (FCI) of Nordström [65], which is used in DIFSUB, GEAR, and LSODE, and the variable-coefficient implementation (VCI), which is used in EPISODE. For nonstiff problems, both theoretical considerations and numerical testing have shown VCI to be superior to FCI for the Adams formulas. (See, for example, [28, 38, 52, 75] and the references therein.)

However, this clear superiority of one implementation over the other for Adams codes does not extend to stiff methods based upon the BDFs. The reason for this seems to be that, when VCI is used with a k-step BDF, the coefficient $\beta_n$ in (2.2.2) continues to change on each of the $k-1$ steps following a stepsize change. Therefore, unless $W^k$ is updated and refactored on each of these steps, it may be a poor approximation to the Newton iteration matrix (2.2.2). On the other hand, FCI does not share this disadvantage, since, for this implementation, $\beta_n$ is a constant that depends only upon the formula being used. We believe that it is primarily for
this reason that the numerical results in [27, 29] indicate that GEAR is more efficient than EPISODE. On the other hand, the numerical results in [6, 7] suggest that EPISODE is more robust than GEAR. This empirical observation is supported by the theoretical results in [38], which show that VCI is more stable than FCI for the BDFs. ⇒ [53] for a more detailed discussion of this topic.)

The cost of solving the implicit equation (2.0.2) also affects the choice of formulas used in a stiff-ODE solver. For example, although A-stable for arbitrarily high orders, the classical implicit Runge-Kutta formulas (IRKFs) [4] suffer the major disadvantage that the implicit system of equations associated with an S-stage formula is S times as large as the corresponding system (2.0.2) for the BDFs.

There has been a considerable effort during the past decade to alleviate some of the difficulties discussed above associated with solving an implicit equation of the form (2.0.2) at each step of the integration of a stiff ODE. However, one approach that has only recently begun to be investigated actively is the use of iterative methods to solve (2.2.1) [3, 37, 64].

For parabolic PDEs, iterative methods have been popular since the early days of computing: SOR and ADI have been used effectively for several decades [80]. More recently, the conjugate gradient method [2, 16, 17, 55] has received a considerable amount of attention. We believe that the use of iterative methods in stiff-ODE codes should be investigated as well. It appears that these methods offer a great potential for reducing the cost - in terms of both time and storage - of solving large systems of stiff IVPs having sparse Jacobians. Furthermore, as discussed in more detail below, the use of iterative methods may alleviate some of the constraints on the stepsize- and order-selection strategies discussed above.

2.3. Inexact Newton Methods.

To begin, note that the linear equation (2.2.1) is solved only to obtain an approximate solution to the nonlinear equation (2.0.2); there is no reason why a direct linear-equation solver must be used in a stiff-ODE code to solve (2.2.1). Moreover, Sherman [76] and Dembo,
Eisenstat, and Steihaug [15] show that it is only necessary to approximate the solution of these linear equations "sufficiently accurately" to obtain a quadratic rate of convergence for the Newton iteration.

More specifically, consider the class of inexact Newton methods [15]. Given an initial guess \( y_0 \), any such method computes a sequence of values \( \{y_\ell\} \) satisfying the recursion

\[
\begin{align*}
F'_\ell(y_\ell) (y_{\ell+1} - y_\ell) + F(y_\ell) &= \eta_\ell \| F(y_\ell) \|.
\end{align*}
\]  

(2.3.1)

where \( \eta_\ell = \eta_{\text{max}} < 1 \). In the next section, we discuss the use of iterative methods to compute \( y_{\ell+1} - y_\ell \) satisfying (2.3.1), but, independently of how \( y_{\ell+1} \) is determined, Dembo, Eisenstat, and Steihaug [15] prove that, if

1. \( F(y_\ell) = 0 \),
2. \( F \) is continuously differentiable in a neighbourhood of \( y_\ell \),
3. \( F'_\ell(y_\ell) \) is nonsingular, and
4. \( |y_\ell^0 - y_\ell| \) is sufficiently small,

then \( y_\ell \rightarrow y_\ast \) with a rate of convergence that is at least linear. In addition, they show that

(a) \( y_\ell \rightarrow y_\ast \) superlinearly if \( \eta_\ell = 0 \),

(b) \( y_\ell \rightarrow y_\ast \) with strong order at least \( 1+p, \ 0 < p \leq 1 \), if \( \eta_\ell = O(\| F'(y_\ell) \|^p) \) and \( F \) is Holder continuous with exponent \( p \) at \( y_\ast \), and

(c) \( y_\ell \rightarrow y_\ast \) with weak order at least \( 1+p, \ 0 < p \leq 1 \), if \( F \) is Holder continuous with exponent \( p \) at \( y_\ast \) and \( \eta_\ell = 0 \) with weak order at least \( 1+p \).

Taking \( p = 1 \) in (b), we get that an inexact Newton method may retain the quadratic rate of convergence characteristic of Newton's method.

Even though it is not necessary to factor or invert \( F'_\ell(y_\ell) \) in an inexact Newton method, it is necessary to evaluate the Jacobian of the IVP, \( f_\ell(y_\ell, y'_\ell) \), to compute \( F'_\ell(y_\ell) \) on each iteration. For large problems, the evaluation of the Jacobian may be very expensive, and,

\footnote{2 A function \( g \) is Holder continuous with exponent \( p \) at \( y \) if there exists a constant \( L \) and a neighbourhood \( N \) of \( y \) such that \( |g(y) - g(x)| \leq L \| y - x \|^p \) for all \( x \in N \).}
consequently, should be avoided whenever possible. Therefore, we consider the class of inexact chord-Newton methods for which (2.3.1) is replaced by
\[ W^k_n (y^k_n - y^k_0) + F(y^k_n) \leq \eta_0 |F(y^k_n)|, \]  
(2.3.2)
where, as in the previous subsection, \( W^k_n \) is an approximation to \( F(y^k_n) \). But in this case, if an iterative method is used to solve (2.3.2), there is little additional cost associated with using the current value of the scalar \( h, \beta \) in \( W^k_n \), although the Jacobian may remain unchanged from one inexact chord-Newton iteration to the next. In any case, the proof of Theorem 2.3 in [15] can be adapted easily to show that \( y^k_n - y^k_0 \) linearly for an inexact chord-Newton method if, in addition to (1)-(4) above, we assume that \( W^k_n \) is a good approximation to \( F(y^k_n) \) in the sense that
\[ |W^k_n - F(y^k_n)| \leq \gamma \quad \text{and} \quad |(W^k_n)^{-1} - F(y^k_n)^{-1}| \leq \gamma, \]
where \( \gamma \) is the constant appearing in the similar inequalities (2.3) and (2.4), respectively, of [15].

Like a chord-Newton method, the rate of convergence of an inexact chord-Newton method is not superlinear in general. This together with the convergence results quoted above suggest that an appropriate choice for \( \eta_0 \) is a constant \( \eta < 1 \), since (in theory at least) there is no benefit in allowing \( \eta \to 0 \), as there is for an inexact Newton method, while allowing \( \eta \to 0 \) makes the acceptance criteria (2.3.2) more stringent and, consequently, more expensive to satisfy for an iterative linear-equation solver.

In choosing a value for \( \gamma \), it is useful to note that, in many stiff ODE solvers such as GEAR, EPISODE, and LSODE, \( y^k_0 \) is normally a very good initial approximation to \( y_n \) in the sense that both \( |y^k_0 - y_n| \) and \( |F(y^k_0)| \) are close to TOL, the user specified error tolerance for the IVP, since \( y^k_0 \) is computed by an explicit formula of the same order as the implicit corrector. As a result, usually only one or two iterations of (2.2.1) are required to compute \( y^k_n \) satisfying either (2.1.1) or (2.1.2). To avoid an excessive number of evaluations of \( F(y^k_0) \) when using an inexact chord-Newton method to solve (2.0.2), we also require that, on most steps, only one or two iterations of (2.3.2) be used to compute an acceptable \( y^k_0 \). Furthermore, note
that

\[ F(y^k_{n+1}) = F_\mathcal{J}(y^k_n)(y^k_{n+1} - y^k_n) + F(y^k_n) = W_n^k(y^k_{n+1} - y^k_n) + F(y^k_n). \]

Hence, if \( |F(y^k_n)| = \text{TOL} \) and we want \( y^k_n \) to satisfy (2.1.2), then a reasonable value for \( \eta \) is

\[ r \cdot c_1, \]

where \( r < 1 \) is a positive constant and \( c_1 \) is the constant appearing in (2.1.2). An alternative is to replace (2.3.2) by

\[ |W_n^k(y^k_{n+1} - y^k_n) + F(y^k_n)| \leq r \cdot c_1 \cdot \text{TOL}. \]

since we require only that \( y^k_n \) satisfy the acceptance criterion (2.1.2) and not that it ultimately converges to \( y_n \).

Based upon the relationship between \( |y^k_{n+1} - y_n| \) and \( |F(y^k_n)| \) developed in § 2.1, it also seems appropriate to use either (2.3.2) with \( \eta = r \cdot c_1 \) or (2.3.3) as the acceptance criterion for an inexact chord-Newton method when the acceptance criterion for the implicit equation (2.0.2) is (2.1.1) rather than (2.1.2), although the justification is more tenuous in this case.

However, our numerical tests reported in §5, based upon a modified version of LSODE which employs LSODE's acceptance criterion of the form (2.1.1) for (2.0.2) and the acceptance criterion (2.3.3) for the inexact chord-Newton method, show that this heuristic works quite well in practice.

A stopping criterion of the form (2.3.3) for the inexact Newton method is also used by Brown and Hindmarsh [3] in their modified version of LSODE. In addition, they prove a result about the iterates \( y^k_n \), which, although apparently not tight, suggests that the stopping criterion (2.3.3) is appropriate for stiff-ODE solvers.

Finally, we note that the accuracy of the approximation \( y^k_n \) to \( y_n \) affects not only the accuracy and stability of the underlying implicit ODE formula [58] but also other formulas, strategies, and heuristics used in the ODE solver. For example, in our preliminary numerical tests with a modified version of LSODE, we found that \( y^k_n = y^k_n \) often satisfied (2.3.3), particularly on the initial steps of the integration. However, accepting \( y^k_n = y^k_n \) has a deleterious effect upon the code, since the error estimate in LSODE is based upon the difference between \( y^k_n \) and the accepted \( y_n \) and, moreover, the stepsize- and order-selection strategies are based
upon the magnitude of the error estimate. Hence, the error may be grossly underestimated and too large a stepsize selected for the next step. We were able to avoid this difficulty in part by taking \(-F(y^k_i)\), rather than 0, as the initial guess for \(y_{k+1}^i - y_k^i\) in the iterative solution of (2.3.3). Moreover, as this initial guess corresponds to the usual corrector in a predictor-corrector method, it produces a good initial approximation to the nonstiff components of (2.3.3). The choice of a good initial guess for \(y_{k+1}^i - y_k^i\) is discussed in more detail for linear systems of IVPs in [64], where, in our notation, they consider initial guesses for \(y_{k+1}^i - y_k^i\) of the form \(-(I + A + \cdots + A^j)F(y_k^i)\) where \(A = I - W_{k}^2\) and \(j \geq 0\). However, the effect of the accuracy of the approximation \(y_k^i\) to \(y_*\) on the formulas, strategies, and heuristics of an ODE solver clearly requires much more study, not only for methods employing inexact Newton methods, but also for all methods based upon implicit formulas.

3. Iterative Linear-Equations Solvers.

In this section, we discuss the choice of iterative methods for solving the systems of linear equations that arise in inexact chord-Newton methods (2.3.2). Because these iterative methods must function as a component of a general purpose stiff-ODE solver, it is essential that they perform effectively for general sparse systems of linear equations and are not dependent upon any special matrix properties such as those, for example, associated with the five-point operator for the two-dimensional Laplacian. This consideration immediately eliminates PDE-related methods such as ADI or multi-grid. Moreover, even for the application of the method-of-lines to parabolic problems, many of these PDE-related methods are unsuitable because they require specific information about the PDE itself (e.g., grid structure or operator splittings) which is not usually available to a general-purpose stiff-ODE solver.

Although the classical iterative methods, such as Jacobi, Gauss-Seidel, and SOR, are not restricted to PDE-related problems, they may not converge if the linear system is not symmetric positive-definite. Moreover, these methods are often slow when used on their own and are, therefore, frequently coupled with an acceleration technique to improve their convergence rate. For example, the Symmetric SOR (SSOR) method [51] may be accelerated by
either the Chebyshev semi-iteration method or Richardson's second-order method [40]. One undesirable feature of these acceleration techniques is the need to estimate parameters to make them effective. Typically, these parameters depend upon the eigenvalues of the coefficient matrix, which are generally not known to the user a priori. However, adaptive Chebyshev methods, which automatically estimate these parameters, have been developed recently [60, 61] for both symmetric and nonsymmetric problems. These methods may be particularly effective for time dependent problems, since the coefficient matrix $W_N$ of (2.3.2) (and, hence, the associated optimal Chebyshev parameters also) change slowly from step to step throughout the numerical integration of (1.1). Moreover, the Chebyshev iteration is guaranteed to converge if the required parameters are chosen "correctly" and if the real part of each of the eigenvalues of $W_N$ is positive. As we argued in the last section, if this last condition is not satisfied, then the stepsize $h_n$ is almost surely too large and should be reduced until this condition is satisfied to ensure a reliable numerical integration. However, to date we have not investigated in depth the use of adaptive Chebyshev methods in stiff-ODE solvers.

The Conjugate Gradient (CG) method is possibly the most well-known example of another class of iterative methods that has received considerable attention recently. CG was originally proposed by Hestenes and Stiefel [43] as a direct method, but it was re-introduced by Reid [68] as an iterative method for large sparse systems of linear equations. It has proven to be very effective in the latter role for a wide range of problems arising from, for example, geophysical applications [71], elliptic PDEs [10, 11, 13, 14, 72], and time-dependent PDEs [2, 16, 17, 25]. We believe that this class of iterative methods is also suitable for solving the linear systems that arise in stiff-ODE solvers. In particular, we consider the Preconditioned Conjugate Residual method [10, 24] and one of its generalizations for nonsymmetric problems, Preconditioned Orthomin [20, 24, 61]. In the remainder of this section, we give a brief description of these methods.
3.1. The Preconditioned Conjugate Residual Method.

Throughout this subsection, let $A$ be a symmetric positive-definite matrix. To solve the system of linear equations

$$Ax = b,$$  \hfill (3.1.1)

the Conjugate Residual (CR) method, like CG, requires only that the user supply a routine to compute the matrix-vector product $Av$ for any given vector $v$. Thus, CR can take full advantage of the sparsity of $A$. However, the effectiveness of CR can often be improved dramatically by applying CR to the equivalent preconditioned system

$$\hat{A}\hat{x} = \hat{b}$$  \hfill (3.1.2)

instead of (3.1.1), where $\hat{A} = S^{-1}AS^{-1}$ is a symmetric positive-definite matrix since $A$ is, $\hat{s} = S^{-1}s$, $\hat{b} = S^{-1}b$, and $Q = SS'$ is "close" to $A$ (in a sense to be made more precise below), but substantially less "expensive" than $A$ to invert. We refer to CR applied to (3.1.2) as the Preconditioned Conjugate Residual (PCR) method and $Q$ as the preconditioner.

One of the several equivalent forms of PCR is given in Figure 3.1.1. Although any inner-product can be used with PCR, the usual Euclidean inner-product is most often used in practice.

If $Q = I$, then PCR reduces to CR. Both methods require the same amount of storage, but, for $Q \neq I$, PCR requires one additional solve of the form $Qu = v$ per iteration. Note, though, that the matrix $S$ associated with (3.1.2) is not required explicitly. Also, if $Q \neq I$, only the residual $r_i = Q^{-1}(b-Ax_i) = Q^{-1}r_i$ is available in this implementation of PCR; if the residual $r_i$ for (3.1.1) is required also, then either one additional matrix-vector product of the form $Qu$ must be computed per iteration or one additional vector must be stored.

It is well-known \[1, 10\] that PCR is an optimal polynomial-based method in the sense that the $t^{th}$ iterate $x_t$ computed by PCR minimizes

$$||r_t||_Q = (r_t, Q^{-1}r_t) = (r_t, Q^{-1}r_t)^1 = ||r_t||_{Q^{-1}}$$  \hfill (3.1.3)

over the translated preconditioned Krylov subspace

$$x_0 + < Q^{-1}r_0, (Q^{-1}r_0)^1(Q^{-1}r_0)^2, ..., (Q^{-1}r_0)^{t-1}(Q^{-1}r_0) >$$  \hfill (3.1.4)
Choose \( x_0 \).

Set \( r_0 = b - Ax_0 \).

Solve \( Q r_0 = f_0 \).

Set \( p_0 = f_0 \).

FOR i=0 STEP 1 UNTIL convergence DO

Solve \( Q r_i = A p_i \).

\( a_i = (r_i, A p_i) / (A p_i, A p_i) \)

\( x_{i+1} = x_i + a_i p_i \)

\( f_{i+1} = f_i - a_i q_i \)

\( b_i = (r_{i+1}, A p_{i+1}) / (r_i, A p_i) \)

\( p_{i+1} = f_{i+1} + b_i p_i \)

END FOR

**Figure 3.1.1: The Preconditioned Conjugate Residual (PCR) Method.**

where, \( r_i = b - Ax_i \) is the residual for (3.1.1) associated with \( x_i \), for \( x_i = S x_i \), \( r_i = b - Ax_i = S^{-1} r_i \) is the corresponding residual for (3.1.2), \( x_0 \) is the initial guess for the solution of (3.1.1), and \( r_0 = b - Ax_0 \) is the associated residual.

The Preconditioned Conjugate Gradient (PCG) method can be implemented in a similar way, but we believe that, for our application, PCR is more appropriate than PCG. First, note that the inexact chord-Newton method requires that the residual of (2.2.1) satisfy (2.3.2). Therefore, for this problem, CR is the optimal unpreconditioned Krylov subspace method in
the sense that it minimizes the norm of the residual over the Krylov subspace (3.1.4) with $Q = I$. On the other hand, CG minimizes the $A$-norm of the error

$$
\|x - x_t\|_A = (x - x_t, A(x - x_t))^A = (r_t, A^{-1} r_t)^A = \|r_t\|_{A^{-1}}
$$

(3.1.5)
rather than the residual itself, over the same space (3.1.4). However, this advantage is partially lost for the preconditioned methods, since PCR minimizes $\|r_t\|_{A^{-1}}$ while PCG minimizes $\|r_t\|_{A^{-1}}$ over (3.1.4). Second, PCR can be generalized more easily than PCG for nonsymmetric problems, partly because (3.1.3) defines a norm for any nonsingular matrix $A$, provided $Q$ is positive-real, while (3.1.5) does not. Moreover, the preconditioned Krylov subspace methods discussed in the next subsection which extend PCR to nonsymmetric systems are capable of minimizing the residual associated with (3.1.1) provided the preconditioning is applied "on the right". Therefore, we consider PCR only throughout the remainder of this subsection, although similar results hold for PCG.

Since $x_t$ is a member of the affine space (3.1.4), the residual $\hat{r}_t$ associated with (3.1.2) satisfies

$$
\hat{r}_t = (I - \hat{A} P_{t-1}(\hat{A})) \hat{r}_0 = R_0(\hat{A}) \hat{r}_0
$$

(3.1.6)
where $P_{t-1}$ is a polynomial of degree $i-1$ and $R_t$ is a polynomial of degree $i$ that satisfies $R_t(0) = 1$. If $\hat{A}$ has $k$ distinct eigenvalues (which are all positive since $\hat{A}$ is symmetric positive-definite), we can choose a polynomial $R_t$ of degree $i$ such that $R_t(0) = 1$ and $R_t(\hat{\lambda}) = 0$ for each eigenvalue $\hat{\lambda}$ of $\hat{A}$. Since PCR minimizes $\|\hat{r}_t\|_A$ over (3.1.4) and this choice of $R_t$ makes $\|\hat{r}_t\|_A$ zero, it follows that PCR, like PCG, converges to the exact solution of (3.1.1) in at most $k$ steps. This is a slightly sharper version of the well-known result that PCG solves (3.1.1) in at most $M$ steps (assuming exact arithmetic is used in the computation), where $M$ is the dimension of the system (3.1.1). Note, though, that $A$ and $\hat{A}$ may not have the same number of distinct eigenvalues. In particular, $A$ may have only a few distinct eigenvalues, while $\hat{A}$ may have $M$. Consequently, in preconditioning, one must take care not to destroy an advantageous eigenvalue distribution.

More generally, one can derive from (3.1.5) and (3.1.6) the bound [10]
\[ |r_i| = \left[ \min_{\lambda \in \Omega_i} \max_{\lambda_j \in \lambda_i} |R(\lambda_j)| \right] |r_0| \]  

(3.1.7)

where \( \Omega_i \) is the set of polynomials of degree \( i \) or less that satisfy \( R(0)=1 \) and \( \{\lambda_j\} \) are the eigenvalues of \( \hat{A} \), which are also the eigenvalues of \( Q^{-1}A \) since these two matrices are similar.

Using the \( i \)th Chebyshev polynomial as a particular choice for \( R \), one can derive the following bound [1, 10]

\[ |r_i| \leq 2 \left[ \frac{1-1/\lambda_{\text{min}}(\hat{A})}{1+1/\lambda_{\text{min}}(\hat{A})} \right] |r_0| \]  

(3.1.8)

where \( \lambda_{\text{min}}(\hat{A}) = \lambda_{\text{max}}(\hat{A})/\lambda_{\text{max}}(\hat{A}) \) is the spectral condition-number of \( \hat{A} \). Again, since \( \hat{A} \) and \( Q^{-1}A \) are similar, \( \lambda_{\text{min}}(\hat{A}) = \lambda_{\text{min}}(Q^{-1}A) \). Also, since \( |r_i| = |r_i|_{Q^{-1}} \) inequalities (3.1.7) and (3.1.8) hold with \( |r_i| \) and \( |r_0| \) replaced by \( |r_i|_{Q^{-1}} \) and \( |r_0|_{Q^{-1}} \) respectively. Similarly, it is well-known [1, 10] that both (3.1.7) and (3.1.8) hold for PCG with \( |r_i| \) and \( |r_0| \) replaced by \( |r_i|_{A^{-1}} \) and \( |r_0|_{A^{-1}} \) respectively.

If \( A \) is well-conditioned or the eigenvalues of \( A \) are clustered, then CR reduces the error in the initial approximation very rapidly. Therefore, this method can be expected to perform very effectively on the linear equations that arise in mildly stiff IVPs or in large IVPs for which the eigenvalues of the associated Jacobian form a few clusters. In particular, CR is well-suited for problems with a few stiff components only. (See [30, 82] and the references therein for a more detailed discussion of this latter class of problems.) On the other hand, if \( A \) is ill-conditioned with its eigenvalues spread throughout a very large interval, then these bounds suggest that CR may require a great many more iterations than PCR to generate an acceptable approximation to the solution of (3.1.1). Since such linear algebraic systems arise during the numerical solution of many large systems of stiff IVPs (in particular, those that arise from the spatial discretization of time-dependent PDEs), we believe that it is necessary to consider effective preconditionings for use with iterative linear-equation solvers in codes for stiff ODEs. The importance of preconditioning is demonstrated in the next two sections.

Among the more popular preconditionings for symmetric positive-definite systems are SSOR [42, 85], the Incomplete Cholesky (IC) factorization [63], and the Modified Incomplete
LU (MILU) factorization [41], a generalization of the Dupont-Kendall-Rachford (DKR) factorization [18]. Each of these preconditionings can be written in the form

\[ Q = LL' = A + E, \]

where \( L \) is a lower triangular matrix having the same sparsity structure as \( A \), and \( E \) is an error matrix. These preconditionings do not require more storage than the original matrix \( A \) and, if implemented carefully [19], may require substantially less. Furthermore, to solve a system \( Qu = v \) or to compute \( Qu \) for any of these preconditionings does not require more computational work than multiplying a vector by \( A \) and, when embedded in PCR, may require substantially less [19].

As explained in 2.1, if the Jacobian \( f_J(r,y) \) is symmetric, then it is reasonable to expect that the chord-Newton iteration matrix \( W^n_c \) (2.2.1) will be symmetric positive-definite. If this is not the case, then the stepsize \( h_n \) is almost surely too large for the IVF and should be reduced until \( W^n_c \) is positive-definite to ensure a reliable numerical integration. For \( W^n_c \) symmetric positive-definite, the SSOR preconditioning is well-defined and both the IC and MILU incomplete factorizations can usually be formed [56, 62, 63].

PCR based upon these preconditionings has proven to be very effective for solving the linear equations associated with self-adjoint elliptic PDEs [10]. In the next two sections, we present some theoretical and empirical results for the spatially-discretized Heat Equation which show that PCR is very effective for this model problem also.

3.3. Preconditioned Orthosmin.

Although both PCG and PCR have proven to be a very effective methods for solving symmetric positive-definite systems of linear algebraic equations, only recently have they been extended to solve more general systems effectively. As explained in the previous subsection, the solution of symmetric indefinite systems is not of great importance for stiff-ODE solvers. Therefore, we only consider the solution of nonsymmetric systems in this subsection.

An obvious way to extend either PCG or PCR to solve a nonsymmetric system \( Ax = b \) is
to apply either of these methods to the symmetric positive-definite normal equations $A'Ax = A'b$ or to the related system $AA'y = b$, $x = A'y$. In either case, though, for the badly conditioned systems that arise in stiff-ODE solvers, this approach is not attractive because it frequently leads to a slow rate of convergence.

Recently, several effective Krylov subspace methods have been developed which extend PCG and/or PCR to nonsymmetric systems. For example, Concus and Golub [12] and Widlund [83] developed a technique known as the Generalized Conjugate Gradient (GCG) method which uses the symmetric part of $A$, $S = \frac{1}{2}(A + A')$, as a preconditioning. GCG is particularly effective if a "fast" solver exists for $S$. Although this may be the case for many parabolic problems, this method is not well-suited for use in a general-purpose stiff-ODE solver, since there is no guarantee that systems of the form $Sx = b$ can be solved cheaply.

We chose to base our investigation of the use of iterative linear-equation solvers in codes for stiff IVPs upon the Preconditioned Orthomin(k) (POR(k)) method [20, 24, 81], an extension of PCR to nonsymmetric systems, partly because Elman's codes [21, 25] were available to us and partly because, like PCR, POR(k) minimizes the residual associated with the preconditioned system over a subspace described in more detail below. One of several other alternative Krylov subspace methods is discussed by Gear and Saad [37] and Brown and Hindmarsh [3].

In this subsection, we briefly outline POR(k) and the related Preconditioned Generalized Conjugate Residual (PGCR) method from which it is derived; a more detailed discussion of these methods can be found in [20, 24].

Like PCR, the effectiveness of POR(k) can often be improved dramatically by an appropriate choice of preconditioning. However, since POR(k) is applicable to nonsymmetric systems, there is more flexibility in the choice of preconditioning for POR(k) than there is for PCR. More specifically, the preconditioned system associated with (3.11) may be of the form

$$ A\hat{x} = \hat{b} $$

(3.2.1)

where $\hat{\lambda} = \lambda_1^{-1}\lambda_2^{-1}$, $\hat{x} = \hat{\lambda}x$, $\hat{b} = \lambda_1^{-1}b$, $\lambda_1$ and $\lambda_2$ are substantially less "expensive" to
invert than $A$, and the preconditioning matrix $Q = Q_1 Q_2$ is "close" to $A$ (in a sense to be made more precise below). In this formulation, the preconditioning (3.1.2) used with PCG or PCR is equivalent to a symmetric positive-definite split preconditioning having $Q_2 = Q_1^\top$. Two other particular forms of preconditioning (3.2.1) are worth noting: **preconditioning on the left only** with $Q_2 = I$ and **preconditioning on the right only** with $Q_1 = I$.

The prototype of the PGCR family of methods from which FOR(k) is derived is shown in Figure 3.2.1. The expression for $a_t$ used there is mathematically equivalent to the expression given in Figure 3.1.1, but Elman [24] believes that the former is less sensitive to roundoff error for nonsymmetric problems.

Choose $z_0$.

Set $r_0 = b - A z_0$.

Compute $r_0 = Q_1^\top r_0$.

Compute $p_0 = Q_2^\top r_0$.

FOR $i=0$ STEP 1 UNTIL convergence DO

\[ a_i = (r_i, Q_1^\top A p_i) / (Q_1^\top A p_i, Q_1^\top A p_i) \]

\[ x_{i+1} = x_i + a_i p_i \]

\[ r_{i+1} = r_i - a_i Q_1^\top A p_i \]

Compute $p_{i+1}$.

END FOR

Figure 3.2.1: The Prototype of the Preconditioned Generalized Conjugate Residual (PGCR) Family of Methods.

The two-term recurrence

\[ p_{i+1} = r_{i+1} + b_i p_i \] (3.2.2)

used in PCR generates an $\hat{A}'\hat{A}$-orthogonal sequence of search directions $\{p_i\}$ provided $\hat{A}$ is symmetric positive-definite. However, to obtain such a sequence for $\hat{A}$ nonsymmetric, it appears to be necessary to explicitly orthogonalize $p_{i+1}$ against all previous search directions $p_j$ in general. The recurrence recommended by Elman [20, 24] for PGCR is
\[ p_{t+1} = Q_{t+1}^{-1}r_{t+1} + \sum_{j=0}^{i} b_j p_j, \quad b_j = \frac{(Q_t^{-1}A Q_{t+1}^{-1}r_{t+1} Q_t^{-1}A p_j)}{(Q_t^{-1}A p_j, Q_t^{-1}A p_j)}. \]  

(3.2.3)

PGCR consists of the prototype method given in Figure 3.2.1 together with these last two equations to compute \( p_{t+1} \).

The recurrence (3.2.3) requires the storage of all past search directions \( p_j \) as well as far more computation than (3.2.2). This may be prohibitively expensive for large problems. In FOR(k), the truncated recurrence

\[ p_{t+1} = Q_{t+1}^{-1}r_{t+1} + \sum_{j=0}^{i} b_j p_j, \quad i_t = \max(0, j-k+1), \]  

(3.2.4)

is used instead, where \( b_j \) is computed as in (3.2.3). That is, \( p_{t+1} \) is orthogonalized against the past \( k \) search directions only. Hence, FOR(k) requires the storage of at most \( k \) past search directions and the recurrence (3.2.4) is significantly cheaper to compute than (3.2.3).

The work per iteration for these preconditioned Krylov subspace methods is the same as for the unpreconditioned versions except that \( Q_j^{-1}A Q_{j+1}^{-1}r_{j+1} \) must be computed in place of \( A r_{j+1} \). In computing the former product, the intermediate result \( Q_j^{-1}r_{j+1} \) can be used to compute \( p_{j+1} \), and \( Q_j^{-1}A p_{j+1} \) can be computed without any additional matrix-vector multiplies provided that \( Q_j^{-1}A p_j \) is saved instead of \( p_j \). Moreover, for SSOR and several of the incomplete factorizations [41, 63], \( Q_j^{-1}A Q_{j+1}^{-1}r_{j+1} \) can be computed very efficiently using Eisenstat's technique [19].

If \( Ax = b \) is preconditioning on the left only \((Q = I)\), then each of the PGCR family of methods requires the same amount of storage as its corresponding unpreconditioned version. Otherwise, each preconditioned method requires one more vector of storage than its corresponding unpreconditioned version. However, the residual \( r_t \) calculated in this implementation of the PGCR family of methods is the residual associated with the preconditioned system (3.2.1). If the residual \( b - Ax = r_t = Q_t^{-1}r_t \) associated with (3.1.1) is required, then the storage advantage of preconditioning on the left only is lost: in this case, each preconditioned method requires one more vector of storage than its corresponding unpreconditioned version.
If \( \hat{A} \) is positive-real, then both PGCR and POR(k), \( k \geq 0 \), are convergent descent methods in the sense that \( \| \hat{r}_t \| \to 0 \) as \( t \to \infty \) and \( \| \hat{r}_{t+1} \| < \| \hat{r}_t \| \) for \( \hat{r}_t \neq 0 \) \([20, 24]\). More specifically, PGCR, like PCR, minimizes \( \| \hat{r}_t \| \) over the translated Krylov subspace (3.1.4).

Hence, in this case also, the residual \( \hat{r}_t \) at the \( t \)th PGCR iteration satisfies

\[
\| \hat{r}_t \| = \min_{\hat{\lambda} \in \Pi_t} |R(\hat{\lambda})| \| \hat{V}_0 \|.
\]

(3.2.5)

where \( \Pi_t \) is the set of polynomials of degree \( t \) or less satisfying \( R(0) = 1 \). Using (3.2.5), one can prove \([20, 24]\) that

\[
\| \hat{r}_t \| = \left[ 1 - \frac{\lambda_{\text{max}}(\hat{S})}{\lambda_{\text{min}}(\hat{\lambda}^2 \hat{A})} \right]^{1/2} \| \hat{V}_0 \|.
\]

(3.2.6)

where \( \hat{S} = \hat{A}(\hat{A}^* + \hat{A}) \), the symmetric part of \( \hat{A} \), is positive-definite since \( \hat{A} \) is positive-real by assumption. This bound, though, is not nearly as strong as (3.1.8) even though PGCR and PCR compute identical iterates \( x_t \) if \( A \) is symmetric positive-definite. If \( A \) has a complete set of eigenvectors, then

\[
\| \hat{r}_t \| = \kappa(\hat{\lambda}^T) \hat{M}_t \| \hat{V}_0 \|.
\]

(3.2.7)

where \( \kappa(\hat{\lambda}^T) = [\hat{\lambda}^T] [\hat{\lambda}^{-1}] \) is the condition number of the matrix \( \hat{\lambda} \) that diagonalizes \( \hat{A} \),

\[
\hat{M}_t = \min_{\hat{\lambda} \in \Pi_t} \max_{1 \neq j \in \mathbb{N}} |R(\hat{\lambda}_j)|,
\]

(3.2.8)

and \( \hat{\lambda}_j \) are the eigenvalues of \( \hat{A} \). Note, if \( \hat{A} \) is normal, then \( \kappa(\hat{\lambda}^T) = 1 \).

For \( t > k \), the \( t \)th iterate \( x_t \) computed by POR(k) minimizes \( \| \hat{r}_t \| \) over the affine space

\[
x_t = x_t^{(k)} + \langle p_{t-k} \rangle \leq \cdots \leq \langle p_{t-k} \rangle
\]

rather than the full translated Krylov subspace (3.1.4). However, in this case also, (3.2.6) holds for any \( k \).

In all of the bounds listed above, \( \hat{r}_t \) may be replaced by \( Q_{s1} \hat{r}_t \), since these two vectors are equal. Thus, one advantage of preconditioning on the right only \( (Q_1 = I) \) is that, in this case, the PGCR family of methods minimizes the residual \( r_t \) associated with the preconditioned problem \( A x = b \) at each iteration, since \( \hat{r}_t = r_t \). As explained in the previous subsec-

---

3 \( 0 < (x, \hat{A} x) = (x, \hat{S} x) \) for all real one-zero vectors \( x \), since \( \hat{A} = \hat{S} + \hat{N} \) is positive-real and \( (x, \hat{N} x) = 0 \) for all real \( x \) because \( \hat{N} = \hat{A}(\hat{A}^* - \hat{A}) \) is skew-symmetric.
tion, this seems to be the most appropriate measure of the error to be minimized by an iterative method embedded in an inexact Newton iteration.

Provided that the associated chord-Newton iteration matrix $W_i$ is positive-real, these bounds indicate that, like CR, the (unpreconditioned) GCR family of methods is very effective for mildly stiff IVPs and for stiff IVPs for which the eigenvalues of the associated Jacobian form a few clusters. On the other hand, if the eigenvalues of $W_i$ are spread throughout a large domain, then, as is demonstrated in the next two sections, the effectiveness of POR(k) may be improved dramatically by an appropriate choice of preconditioning. However, care must be taken in choosing a preconditioning since, for the more general preconditionings considered in this subsection, $A$ may fail to be positive-real even though $A$ is. One advantage of using the symmetric positive-definite split preconditioning ($Q_2 = Q_1^T$) is that $A$ is positive-real if and only if $A$ is. Furthermore, if $A$ is "nearly" symmetric, then so is $Q_1^{-1}AQ_1^{-3}$, and, for symmetric problems, the iterates $x_i$ computed by POR(k), $i = 1$, are identical to the iterates computed by PCR and PGCR. Intuitively, if $Q_1^{-1}AQ_1^{-3}$ is "nearly" symmetric, then we expect the convergence rate of POR(k) to be close to that of PGCR. On the other hand, even if $A$ and $Q = Q_1Q_2$ are both "nearly" symmetric, $Q_1^{-1}AQ_2^{-1}$ need not be, and the convergence rate of POR(k) may be significantly slower than that of PGCR.

Some popular preconditionings for nonsymmetric systems are SSOR [42, 83], the Incomplete LU (ILU) factorization [63], and the Modified Incomplete LU (MILU) factorization [41]. Each of these preconditionings can be written in the form

$$Q = LU = A + E,$$

where $L$ and $U$, respectively, are lower and upper triangular matrices having the same sparsity pattern as $A$. With these factorizations, it is possible to precondition on the left or right or to use a split preconditioning with $Q_1 = L$ and $Q_2 = U$.

POR(k) with these preconditionings has proven to be very effective for solving the systems of linear algebraic equations associated with discretized non-self-adjoint elliptic PDEs. Obviously, the smaller $k$ is the more efficient these methods are in terms of storage required.
Elman [24] also found that these methods are most efficient in terms of computational work for \( k \leq 5 \), with \( k = 1 \) often requiring the least amount of work.

As mentioned in §2.1, \( W^k \) is positive-real with respect to a given inner-product for any \( h_n > 0 \) for a large class of stiff IVPs, including all problems that are dissipative with respect to that inner-product. But, for any given inner-product, there are stiff IVPs for which \( W^k \) is not positive-real with respect to that inner-product for a reasonable choice of stepsize, \( h_n \). In the latter case, any member of the PGCR family of methods based upon that inner-product may either compute an acceptable numerical solution or may "break-down" during the computation.

On the other hand, if all the eigenvalues of the Jacobian \( f_y(t,y) \) lie either in the left-half complex plane or on the imaginary axis, then, without any restriction on the stepsize \( h_n \), all the eigenvalues of \( W^k \) lie strictly in the right-half complex plane. Moreover, as discussed in §2.1, even if some of the eigenvalues of \( f_y(t,y) \) lie in the right-half complex plane, it is reasonable to expect the stepsize \( h_n \) to be constrained by the accuracy requirements to the extent that all the eigenvalues of \( W^k \) will lie strictly in the right-half complex plane. In either case, it follows from (2.1.9) that there exists a real inner-product with respect to which \( W^k \) is positive-real. We hope to find a computationally effective way to utilize this result to dynamically choose an appropriate inner-product whenever \( W^k \) is not positive-real with respect to the usual Euclidean inner-product.

3.3. Jacobian-Free Stiff-ODE Solvers.

As several authors have noted, it is possible to avoid explicitly computing and storing the Newton iteration matrix \( W^k \) when solving nonlinear equations by an inexact Newton method coupled with a Krylov subspace method. To implement such a Newton-Krylov method, it is only necessary to be able to compute \( Jv \) for any given vector \( v \), where \( J \) is an approximation to the Jacobian \( f_y(t,y) \). In many stiff-ODE solvers, divided differences are used to form \( J \). But, since \( J \) is not needed explicitly, the directional difference
can be used to calculate an approximation to \( f_y(t, y^2) \) directly, where \( \theta \) is a scalar constant.

Garg and Tapia [32] and O'Leary [66] recently investigated a similar idea for the application of CG to minimization problems. O'Leary shows that, in addition to saving storage, the Newton-CG method employing directional differences requires less computational work than the traditional discrete-Newton method for large problems.

Furthermore, the test results of Brown and Hindmarsh [3] based on the code developed by Gear and Saad [37] demonstrate that the use of directional derivatives to approximate matrix-vector products in a Newton-Krylov iteration is very effective for the spatially-discretized nonlinear parabolic problems that they considered.

However, all of the preconditionings referenced above require an explicit representation of the matrix \( J \). Chan and Jackson [8] though, recently developed a class of nonlinear preconditionings, including a variant of SSOR, that does not require \( J \) explicitly and so can be used with Newton-Krylov methods employing directional differences. Moreover, for their test problems, the nonlinear SSOR preconditioning was as effective as the standard explicit SSOR preconditioning.

Since computing and storing Jacobians is a major source of expense in solving large stiff IVPs, the possibility of avoiding this computation seems very attractive, particularly for those problems for which we can expect a Krylov subspace method to converge very rapidly, such as those IVPs for which the eigenvalues of the associated Jacobian form a few clusters.

4. Theoretical Results for the Heat Equation.

The theoretical results in the last section can be adapted easily to show that the use of Krylov subspace methods in stiff-ODE solvers is very effective for a large class of IVPs. As a particular example, in this section, we compare the computational-work and storage required to solve the spatially-discretized Heat Equation by five stiff-ODE solvers each based upon the BDFs but using one of the following methods to solve the systems of linear algebraic equations that arise at each step in the numerical integration: (1) full Gaussian Elimination (GE),
(2) bend GE, (3) sparse GE, (4) the Conjugate Residual (CR) method, or (5) the Preconditioned Conjugate Residual (PCR) method with either the SSOR [42, 85] or MILU [41] preconditioning. Although we do not advocate using these methods to solve the Heat Equation in practice, the spatially-discretized Heat Equation is a good test problem from a theoretical point-of-view because it is representative of a class of large stiff IVPs with sparse Jacobians and it can be analyzed thoroughly.

Consider the Heat Equation in one dimension (1-D) with homogeneous Dirichlet boundary conditions:

\[ u_t(t,x) = u_{xx}(t,x) \quad \text{for} \quad (t,x) \in (0,1) \times (0,1), \]

\[ u(t,0) = u(t,1) = 0 \quad \text{for} \quad t \in (0,1), \]

\[ u(t_0,x) = u_0(x) \quad \text{for} \quad x \in [0,1]. \]

Applying the method of lines with the usual centered-difference approximation with stepsize \( \Delta = \frac{1}{m+1} \) to the spatial derivative of (4.1) gives the linear system of \( M = m \) ODEs \( y' = \Lambda_1 y \)

for \( t \in (0,1) \) with initial conditions \( y_i(t_0) = u(t_0, t) \) for \( i = 1, \ldots, m \), where \( y_i(t) \) is an approximation to \( u(t_1) \) and \( \Lambda_1 = \Delta^{-2} \text{diag}(1,-2,1) \). It is well-known that the eigenvalues of \( \Lambda_1 \) are

\[ \{ 2\Delta^{-2}[\cos(i\Delta x) - 1] : i = 1, \ldots, m \}. \]

All the eigenvalues are negative and are distributed throughout an interval from approximately \(-\Delta^{-2}\) to approximately \(-4\Delta^{-2}\). As the spatial discretization becomes finer, the resulting system of ODEs becomes both larger and stiffer, but the eigenvalues of the associated matrix \( \Lambda_1 \) do not cluster.

Also consider a similar spatial discretization of the Heat Equation in two dimensions (2-D) and three dimensions (3-D), each with homogeneous Dirichlet boundary conditions. For the 2-D problem, the matrix \( \Lambda_2 \) associated with the resulting linear system of \( M = m^2 \) ODEs \( y' = \Lambda_2 y \) is \( \Lambda_2 = \Delta^{-2} \text{diag}(I_1, T_1, I_1) \), where \( I_1 \) is the \( m \times m \) identity matrix and \( T_1 = \text{diag}(1, -4, 1) \). Hence, the eigenvalues of \( \Lambda_2 \) are

\[ \{ \lambda_i + \lambda_j : i = 1, \ldots, m, j = 1, \ldots, m \}, \]

where \( \lambda_i \) and \( \lambda_j \) are eigenvalues (4.2) of the 1-D problem. Similarly, for the 3-D problem, the
matrix \( A_3 \) associated with the resulting linear system of \( M = m^3 \) ODEs \( \dot{y} = A_3 y \) is:

\[
A_3 = \Delta^{-2} \text{diag}(I_2, B_2 I_2),
\]

where \( I_2 \) is the \( m^2 \times m^2 \) identity matrix, \( B_2 = \text{diag}(I_1, T_2 I_1) \), and \( T_2 = \text{diag}(1, \cdots, 1) \). Hence, the eigenvalues of \( A_3 \) are:

\[
\{ \lambda_i + \lambda_j + \lambda_k : i = 1, \cdots, m, j = 1, \cdots, m, k = 1, \cdots, m \},
\]

where \( \lambda_i, \lambda_j, \) and \( \lambda_k \) are eigenvalues \((4.2)\) of the 1-D problem.

We compare the computational-work per step required by each of the five stiff-ODE solvers considered above to integrate the spatially-discretized 1-D, 2-D, and 3-D Heat Problems. The numerical results presented in the next section show that, for any given problem in this class, each solver requires essentially the same number of steps throughout the numerical integration. Thus, for each solver, the computational-work per step is representative of the total computational-work required. Moreover, implicit in our comparison is the assumption that each stiff-ODE solver requires the same number of Newton iterations per step. The validity of this assumption is supported by the numerical results also.

The computational-work per step can be divided into three components: (1) the work to factor \( W^a \) for the GE variants or to compute a preconditioning for PCR (if \( W^a \) is refactored or the preconditioning is recomputed on that step), (2) the work to solve \((2.2.1)\) using either the LU factorization for the GE variants or the (F)PCR method, and (3) all the remaining work per step, which is termed the computational-work overhead. We measure the computational-work for each operation in terms of the number of arithmetic operations required to perform it.

Similarly, the storage required by each solver can be divided into two components: (1) the storage required to solve the system of linear algebraic equations and (2) all the remaining storage, which is termed the storage overhead.

For each of the five stiff-ODE solvers considered, both the computational-work and storage overheads are proportional to \( M \), the size of the system of ODEs solved. Moreover, in both cases, the overhead is identical for each solver.
In determining the computational-work and storage required for full GE, we assume that no advantage is made of the sparsity of the matrices $A_1$, $A_2$, and $A_3$. Thus, in each case, to factor the Newton iteration matrix $I - h_n \beta_n A_i$, $i = 1, 2, 3$, requires computational-work asymptotically proportional to $M^3$, which is $m^3$, $m^4$, and $m^5$, for the 1-D, 2-D, and 3-D problems, respectively. In each case, both the computational-work required to solve the associated system of linear equations, given the LU factorization, and the storage needed for either the Newton iteration matrix or its LU factorization are asymptotically proportional to $M^2$, which is $m^2$, $m^4$, and $m^5$, for the 1-D, 2-D, and 3-D problems, respectively.

The half-band widths for $A_1$, $A_2$, and $A_3$ are 1, $m$, and $m^2$, respectively. Thus, in each case, to factor the associated Newton iteration matrix using band GE takes computational-work asymptotically proportional to $m$, $m^4$, and $m^5$, respectively. Also, in each case, both the computational-work to solve the associated system of linear equations, given the factorization, as well as the storage required for either the matrix or its factorization are proportional to $m$, $m^3$, and $m^5$, respectively.

In determining the computational-work and storage required for sparse GE, we assume that the asymptotically optimal factorization is used, although, frequently, this is not the case in practice for the 2-D and 3-D problems (cf. [22, 23]). Thus, the computational-work to factor the Newton iteration matrix $I - h_n \beta_n A_i$, $i = 1, 2, 3$, is asymptotically proportional to $m$, $m^3$, or $m^4$, respectively. In each case, both the computational-work to solve the associated system of linear equations, given the factorization, as well as the storage required for either the Newton iteration matrix or its factorization are proportional to $m$, $m^3\log m$, and $m^4$, respectively.

As stated in §2.3, to compute a sufficiently accurate solution for the inexact chord-Newton method, it is generally necessary to reduce the initial residual associated with (2.3.3) by a constant factor $\eta$ only, where $\eta$ is typically about $1$. From (4.2), the spectral condition-number of the Newton iteration matrix $I - h_n \beta_n A_i$, $i = 1, 2, 3$, increases with $h_n$ from 1 at $h_n = 0$ to $4e^{-2 \Delta}^{-2}$ as $h_n \to \infty$. Hence, from (3.1.5), the number of CR iterations required to reduce the initial residual by a factor of $\eta$ is at most $\left[\log(2/\eta)\right]^{-1}A^{-1}$. In addition, because
of the sparsity of $A_1, A_2,$ and $A_3$, the number of arithmetic operations required for each CR iteration is proportional to $M$, the dimension of the matrix. Thus, for each of these matrices, the computational-work required to compute a sufficiently accurate solution to (2.33) is at most asymptotically proportional to $m^2$, $m^3$, and $m^4$, respectively, and the storage required is asymptotically proportional to $m$, $m^2$, and $m^3$, respectively.

For either the SSOR [42, 85] or MILU [41] preconditioning (with the appropriate choice of scalar parameters), the spectral condition-number of the preconditioned Newton iteration matrix increases with $h_n$ from 1 at $h_n = 0$ to $c A^{-1}$ (for some constant $c$) as $h_n = \infty$ [10]. Hence, the number of PCR iterations required to reduce the initial residual by a factor of $\eta$ is at most asymptotically proportional to $A^{-r}$. In addition, because of the sparsity of each Newton iteration matrix and its associated preconditioning, the number of arithmetic operations required for each PCR iteration is proportional to $M$, the dimension of the system. Thus, in each case, the computational-work required by PCR to compute a sufficiently accurate solution to (2.33) is at most proportional to $m^{18}$, $m^{28}$, and $m^{38}$, respectively, and the storage required remains proportional to $m$, $m^2$, and $m^3$, respectively. Moreover, in each case, the work required to compute the MILU factorization is proportional to the number of nonzeros in the matrix, $m$, $m^2$, and $m^3$, respectively, while no work at all is required to "compute" the traditional form of the SSOR "factorization".

The computational-work estimates given above are biased in favour of the GE variants. During the initial transient for each problem, the stepsize $h_n$ is "small", and, consequently, the condition number of the Newton iteration matrix $I - \Lambda_t \beta_t A_t$, $t = 1, 2, 3$, or the associated preconditioned matrix is "close" to 1. As a result, the computational work per step for CR and PCR is much smaller during the initial transient than the estimates given above indicate: these estimates are accurate for $h_n$ "large" only. On the other hand, the computational-work required by the GE variants to factor and solve the Newton systems is independent of the

\[ \text{For the 1-D problem, PCR, preconditioned by MILU (with the associated MILU parameter } \alpha = 0 \text{) converges in one iteration with computational-work proportional to } m. \text{Since, in this case, the MILU factorization is actually the exact LU factorization of } I - \Lambda_t \beta_t A_t. \text{ This result holds for several other incomplete factorizations as well.} \]
stepsizes \( h_n \). In addition, even for \( h_n \) "large", the computational-work estimates for PCR do not appear to be optimal, whereas the estimates for the three GE variants discussed above are optimal. For example, Chan, Jackson, and Zhu [9] show that there is strong evidence that, if the "AD-DKR" preconditioning is used for the 2-D problem, then the condition number of the preconditioned Newton iteration matrix is asymptotically proportional to \( \Delta^{-1/9} \) and that the number of PCR iterations required to reduce the initial residual by a constant factor of \( \eta \) is asymptotically proportional to \( \Delta^{-1/9} \). Again, because of the sparsity of \( A_2 \) and the associated AD-DKR preconditioning, the number of arithmetic operations required for each PCR iteration is proportional to \( M \), the dimension of the system. Thus, there is strong evidence that, for the 2-D problem, the computational-work required by PCR to compute a sufficiently accurate solution to (2.3.3) is at most asymptotically proportional to \( M^{21/2} \), rather than \( M^{11/4} \). Moreover, both the storage required for PCR and the computational-work needed to compute the AD-DKR incomplete factorization remain asymptotically proportional to \( M^2 \).

The computational-work and storage required for each of the five stiff-ODE solvers is summarized in Table 4.1. These estimates show that, for this class of problems, the user should take advantage of sparsity: full GE is not competitive with either band or sparse GE. For the 1-D problem, band (sparse) GE is the most effective method. On the other hand, for the 2-D problem, both CR and PCR require asymptotically less storage than any of the GE variants and are asymptotically faster than either full or band GE. However, it is not clear which of PCR or sparse GE is asymptotically faster. The answer to this question depends on how frequently the linear systems must be refactored as the stepsize increases during the course of the numerical integration when sparse GE is used as well as the proportion of steps taken in the transient region where \( h_n \) is "small" and PCR requires less computational-work per step than the estimates in Table 4.1 indicate. For the 3-D problem, though, PCR is asymptotically faster than any of the other methods and requires significantly less storage than any of the GE variants.
Table 4.1: The principal asymptotic term for the storage and the computational-work per step required to factor and solve the linear algebraic systems that arise during the numerical integration of the spatially-discretized Heat Problem, as well as the overhead of all the remaining storage and computational work per step required by the stiff-ODE solver.

<table>
<thead>
<tr>
<th></th>
<th>full GE</th>
<th>band GE</th>
<th>sparse GE</th>
<th>CR</th>
<th>PCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-D</td>
<td>factor</td>
<td>$m^2$</td>
<td>$m$</td>
<td>$m$</td>
<td>$m$</td>
</tr>
<tr>
<td></td>
<td>solve</td>
<td>$m^2$</td>
<td>$m$</td>
<td>$m$</td>
<td>$m^{10}$</td>
</tr>
<tr>
<td></td>
<td>storage</td>
<td>$m^2$</td>
<td>$m$</td>
<td>$m$</td>
<td>$m^2$</td>
</tr>
<tr>
<td></td>
<td>overhead</td>
<td>$m$</td>
<td>$m$</td>
<td>$m$</td>
<td>$m$</td>
</tr>
<tr>
<td>2-D</td>
<td>factor</td>
<td>$m^6$</td>
<td>$m^3$</td>
<td>$m^3$</td>
<td>$m^2$</td>
</tr>
<tr>
<td></td>
<td>solve</td>
<td>$m^6$</td>
<td>$m^3$</td>
<td>$m^2\log m$</td>
<td>$m^3$</td>
</tr>
<tr>
<td></td>
<td>storage</td>
<td>$m^3$</td>
<td>$m^3$</td>
<td>$m^2\log m$</td>
<td>$m^3$</td>
</tr>
<tr>
<td></td>
<td>overhead</td>
<td>$m^3$</td>
<td>$m^3$</td>
<td>$m^2$</td>
<td>$m^2$</td>
</tr>
<tr>
<td>3-D</td>
<td>factor</td>
<td>$m^7$</td>
<td>$m^3$</td>
<td>$m^3$</td>
<td>$m^2$</td>
</tr>
<tr>
<td></td>
<td>solve</td>
<td>$m^6$</td>
<td>$m^3$</td>
<td>$m^2$</td>
<td>$m^3$</td>
</tr>
<tr>
<td></td>
<td>storage</td>
<td>$m^6$</td>
<td>$m^3$</td>
<td>$m^2$</td>
<td>$m^3$</td>
</tr>
<tr>
<td></td>
<td>overhead</td>
<td>$m^6$</td>
<td>$m^3$</td>
<td>$m^2$</td>
<td>$m^3$</td>
</tr>
</tbody>
</table>

5. Numerical Results.

We have replaced the direct linear-equation solvers in LSODE [48] by PCGPACK, a collection of preconditioned Krylov subspace methods implemented by Elman [21, 25]. We refer to the resulting experimental code as LSODCG. In this section, we report some preliminary numerical experiments with LSODCG to test the effectiveness of iterative linear-equation solvers in codes for large systems of stiff IVPs for ODEs. In particular, we compare the performance of LSODCG and LSODEs [49] on two pairs of spatially-discretized two- and three-dimensional linear parabolic problems as well as the performance of LSODCG and LSODE on the thirty Stiff Detest Problems [27, 29]. Although most of the Stiff Detest Problems are not large, they do test the robustness of the inexact chord-Newton method and the associated iterative linear-equation solvers used in LSODCG. These preliminary test results look quite promising.

---

1 LSODE is a variant of LSODE incorporating the Yale Sparse Matrix Package [22, 23] to solve the systems of linear algebraic equations by a sparse direct method.
5.1. LSODE, LSODES, and LSODCG.

We developed two variants of LSODCG: LSODCG.V1 and LSODCG.V2. In the former, we did not make any modifications to the formulas, strategies, or heuristics used in LSODE other than those modifications that were necessary to interface LSODE and PCGPACK, such as changing the data structure for storing matrices in LSODCG to the sparse "IA-JA-A" representation used in PCGPACK and many other sparse linear-equation solvers. In LSODCG.V2, we made one additional modification to LSODE in hope of reducing the number of inexact chord-Newton iterations and associated function evaluations throughout the course of the numerical integration: each time $h_n \beta_n$ is changed in LSODCG.V2, this scalar factor is updated in the Newton iteration matrix $I - h_n \beta_n J$ without re-evaluating $J$, and, if a preconditioner is being used in PCGPACK, it is recomputed. Since the Jacobian approximation $J$ is not re-evaluated, these updates are relatively cheap compared to solving the associated linear algebraic equations. In LSODE, LSODES, and LSODCG.V1, on the other hand, the Newton iteration matrix is updated only when the magnitude of the relative change in $h_n \beta_n$ is greater than CMAX, a constant set to 3 in each of these three codes. Whenever the Newton iteration matrix is updated, either it is refactored in LSODES or, if a preconditioner is being used in PCGPACK, the preconditioner is recomputed in LSODCG.V1. In LSODE and LSODCG.V1, the Jacobian approximation $J$ is re-evaluated whenever the Newton iteration matrix is updated; in LSODES, the Jacobian is re-evaluated only when it is estimated to be a poor approximation to the current Jacobian.

In all four codes, the acceptance criterion for the Newton iteration is of the form (2.1.1) with $c_1 = \text{CONIT} = \frac{5}{NQ + 2}$, where $NQ$ is the order of the BDF in use. In both variants of LSODCG, we use a stopping criterion for the iterative linear-equation solver in the inexact chord-Newton method of the form (2.3.3). Our numerical experiments show that any $r$ in the

---

5 Updating the Newton iteration matrix would be even cheaper if LSODCG.V2 stored $\frac{1}{h_n \beta_n} - J$ rather than $I - h_n \beta_n J$. This change is easy to implement.
range \([1,5]\) is quite satisfactory: smaller values of \(r\) in this range lead to more PCCPACK iterations per inexact chord-Newton iteration, but frequently lead to fewer inexact chord-Newton iterations resulting in fewer function evaluations. Some numerical results along this line are reported in the third subsection. Also, as mentioned in §2.3, we take \(-F(y^*_d)\) rather than 0, as an initial guess for \(y^*_{d+1} - y^*_d\) in (2.3.3) for both variants of LSODCG.

5.2. Spatially-Discretized Linear Parabolic Problems.

Consider the Heat Equation in two dimensions (2-D)

\[ u_t = u_{xx} + u_{yy} \quad (5.2.1) \]

and three dimensions (3-D)

\[ u_t = u_{xx} + u_{yy} + u_{zz} \quad (5.2.2) \]

and the Convection-Diffusion Equation in 2-D

\[ u_t = u_{xx} + u_{yy} + u_y \quad (5.2.3) \]

and 3-D

\[ u_t = u_{xx} + u_{yy} + u_{zz} + u_y + u_z + u_z \quad (5.2.4) \]

each with homogeneous Dirichlet boundary-conditions either on the unit square \([0,1] \times [0,1]\) for the 2-D problems or on the unit cube \([0,1] \times [0,1] \times [0,1]\) for the 3-D problems and initial conditions for \(t \in [0,10.24]\)

\[ u(0,x,y) = 16x(1-x)y(1-y) \]

for the 2-D problems and

\[ u(0,x,y,z) = 64x(1-x)y(1-y)z(1-z) \]

for the 3-D problems. As described in §4, applying the method of lines to the Heat Equation with \(m+1\) evenly spaced grid points in each dimension ordered in the usual left-to-right bottom-to-top manner and using the usual three-point second-order centered-difference approximation to the second-order spatial derivatives with stepsize \(\Delta = \frac{1}{m+1}\) yields a system of stiff ODEs of the form

\[ y'(s) = A y(s) \quad (5.2.5) \]
where \( A \) is a constant symmetric negative-definite matrix with \( A = A_2 \) of dimension \( M = m^2 \) for the 2-D problem and \( A = A_3 \) of dimension \( M = m^3 \) for the 3-D problem. Applying the method of lines to the Convection-Diffusion Equation in a similar way, but with the addition of the two-point second-order centered-difference approximation to the first-order spatial derivatives, also yields a system of stiff ODEs of the form (5.2.5), where again \( A \) is a constant matrix of dimension \( M = m^2 \) for the 2-D problem and of dimension \( M = m^3 \) for the 3-D problem. In this case, though, \( A \) is a nonsymmetric negative-real matrix for both the 2-D and 3-D problems.

The eigenvalues and eigenvectors of the matrix \( A \) associated with the spatially-discretized Heat Equation (5.2.5) are well-known. Therefore, the exact solution of the associated IVP can be calculated easily for any \( t \). For the Convection-Diffusion Problem, we used EISPACK \([31, 78]\) in double precision on an IBM 3033 to calculate the eigenvalues and eigenvectors of the matrix \( A \) associated with the spatially-discretized 1-D problem of the form (5.2.5). Since the solution of the spatially-discretized 2-D and 3-D problems can be written as the tensor product of solutions of the associated 1-D problems, the exact solution of the spatially-discretized 2-D and 3-D Convection-Diffusion Problems can be computed easily for any \( t \) also.

We used LSODES, LSODCG.V1, and LSODCG.V2 on an IBM 3033 computer in double precision to compute numerical solutions of the 2-D problems for \( m = 5, 10, 15, 20, 25, 30 \) and the 3-D problems for \( m = 3, 5, 7, 9 \). In each case, we used the BDFs with exact Jacobians \((MF=21)\) and an absolute local error tolerance of \( ATOL = 10^{-3} \) \((ITOL=1 \text{ and } RTOL=0)\). We integrated from the initial point \( t = 0 \) to the output points \( T = 2t/100 \), for \( i = 0, 1, 2, \ldots, 10 \), using the continuation option \((ISTATE=2)\) to integrate from one intermediate output point to the next. Because we did not require the output points to be hit exactly \((ITASK=1)\), the solution vector is computed by interpolation and, on occasion, more than one solution vector is computed per integration step, as can be seen in some of the numerical results presented below. No optional input \((IOPT=0)\) was used.
We used the PCGPACK implementation of the Preconditioned Conjugate Residual (PCR) method [25] and the Preconditioned Orthomin(k) (POR(k)) method [21, 25] for \( k=1,3,5 \) to solve the linear algebraic equations in LSODCG. For each of these methods, we used one of the three PCGPACK preconditionings:

1. NOPRE - no preconditioning.

2. TCSSOR - the two-cycle implementation [19] of the SSOR preconditioning, or

3. TCDKR - the two-cycle implementation [19] of the DKR [18] incomplete factorization, more generally referred to as the Modified Incomplete LU (MILU) factorization [41].

For the TCSSOR preconditioning, we used \( \omega=2/(1+\sin(\pi \Delta/2)) \), where \( \Delta=\frac{1}{m+1} \) is the spatial stepsize. This value of \( \omega \) is "near optimal" [85] for the spatially-discretized 2-D and 3-D Heat Equations. Although this value of \( \omega \) may not be "near optimal" for the spatially-discretized Convection-Diffusion Equation, it is appropriate in this case as well, since, in practice, an optimal value of \( \omega \) for the problem to be solved is typically not known. For the TCDKR preconditioning, we used \( \alpha=0 \) for all problems, as recommended by Chandra [10]. In Orthomin(k), the preconditioning was applied on the right as described in §3.2. In both variants of LSODCG, we used a stopping criterion of the form \( ||r|| \leq \tau \) for each iterative linear-equation solver. However, we also set the maximum PCGPACK iterations permitted to solve any one linear system to max(100,10m).

5.2.1. Detailed Numerical Results for One Problem.

Detailed results for the numerical solution of the spatially-discretized 2-D Convection-Diffusion Problem with \( m=30 \) using LSODES, LSODCG.V1, and LSODCG.V2, respectively, are given in Tables 5.2.1, 5.2.1.2, and 5.2.1.3. The linear-equation solver used in LSODCG is POR(1) preconditioned by TCDKR. These numerical results are representative of the performance of these three codes on the problems considered in this subsection.

In each table,
- T is the output point,
- ERROR is the root-mean-square norm\(^5\) of the difference between the numerical and exact solutions to the problem at T,
- HU and NQU, respectively, are the stepsize and order used by the BDF in the last step taken to reach T, and
- NST, NFE, and NJE, respectively, are the total number of steps, function evaluations, and Jacobian evaluations used from the initial point \(t=0\) to the current output point T.

Note also that NFE -1 is the number of Newton iterations used from the initial point \(t=0\) to the current output point T, since all but the first function evaluation is associated with a Newton iteration. For LSODES, NLU, MLTFAC, and MLTSLV, respectively, are the total number of
- LU factorizations used,
- multiplies used in the LU factorizations, and
- multiplies used in forward and backward substitutions

by the Yale Sparse Matrix Package to solve the linear equations that arise in the numerical integration from the initial point \(t=0\) to the output point T. For LSODCG, NPRE and ITSTOT, respectively, are the total number of
- preconditionings computed, and
- iterations used by the linear-equation solvers

to integrate from the initial point \(t=0\) to the output point T. ITS MAX is the maximum number of iterations used to solve any one system of linear equations in integrating from the initial point \(t=0\) to the output point T. For each ODE solver, MLTTOT is the total number of multiplies used to solve the linear equations from the initial point \(t=0\) to the output point T; for LSODES, MLTTOT = MLTFAC + MLTSLV.

---

\(^5\) The root-mean-square norm on an n-vector \(x\) is \(\|x\| = \sqrt{\sum_{i=1}^{n} x_i^2}\).
Also shown in these tables is the storage required by each of the three ODE solvers. In each case, STRMAT is the number of nonzeros in the matrix A associated with the ODE (3.2.5). For LSODES, STRFAC is the number of nonzeros in the LU factorization computed by YSMF. For LSODCG, STRPRE and STRMTH, respectively, are the number of nonzeros required to store the preconditioning (M for TCSSOR or TCDKR and 1 for NOPRE) and the additional storage used in the iterative method ([4+2k]M + 2k for POR(k) and 4M for PCR). For both LSODES and LSODCG, STRTOT is the total number of storage locations required for the linear equation solvers. For LSODES, STRTOT = 2·STRMAT + 2·STRFAC + 11·M + 2, while, for LSODCG, STRTOT = 2·STRMAT + STRMTH + STRPRE + M + 1.

The values of ERROR, HU, NQU, and NST are very similar for all three codes. From this we deduce that, for this class of problems at least, the error-control, stepsize-selection, and order-selection strategies in LSODE are not significantly affected by the use of an iterative linear-equation solver. Although NFE also is similar for all three codes, it is 7-10% smaller for LSODCG.V2 than for either of the other two codes indicating that the use of the current value of $A_{\beta\beta}$ in the Newton iteration matrix $I - h_\beta A_{\beta\beta}$ reduces slightly the total number of Newton iterations required throughout the integration.

The difference in NJE for LSODES and LSODCG.V1 demonstrates the superiority, for this class of problems at least, of the strategy used in LSODES over the one used in LSODCG.V1 (taken without modification from LSODE) for determining when a Jacobian re-evaluation is required. LSODCG.V2 uses two, rather than one, Jacobian evaluations because we did not alter LSODE's strategy that forces a Jacobian re-evaluation every MSBP (=20) steps. If this requirement were removed from LSODCG.V2, then it too would use only one Jacobian evaluation throughout the course of the integration, as it should for this class of problems.

---

7 We count each double precision and integer variable as one storage location although, on the IBM 3081, a double precision variable requires two words of storage whereas each integer variable requires only one. However, this makes little difference in the comparison of the storage required by iterative and direct linear-equation solvers since, for a given problem, both techniques use approximately the same proportion of integer to double precision variables.
### Table 5.2.1.1: LSOODE solution of the spatially-discretized 2-D Convection-Diffusion Problem on an ann grid with \( n = 30 \).

<table>
<thead>
<tr>
<th>T</th>
<th>ERROR</th>
<th>NLU</th>
<th>RST</th>
<th>RPE</th>
<th>HKE</th>
<th>HLU</th>
<th>HLTAC</th>
<th>HLTOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.010</td>
<td>0.2160-03</td>
<td>1.3780-02</td>
<td>0.86</td>
<td>1.11</td>
<td>1.3</td>
<td>3</td>
<td>113132</td>
<td>201320</td>
</tr>
<tr>
<td>0.020</td>
<td>0.2320-03</td>
<td>0.4820-02</td>
<td>3</td>
<td>1.15</td>
<td>1</td>
<td>4</td>
<td>815176</td>
<td>204508</td>
</tr>
<tr>
<td>0.040</td>
<td>0.5430-03</td>
<td>0.7360-02</td>
<td>3</td>
<td>1.18</td>
<td>1</td>
<td>5</td>
<td>1033770</td>
<td>325474</td>
</tr>
<tr>
<td>0.060</td>
<td>0.5700-03</td>
<td>0.9560-02</td>
<td>3</td>
<td>1.18</td>
<td>1</td>
<td>6</td>
<td>1122760</td>
<td>407408</td>
</tr>
<tr>
<td>0.100</td>
<td>0.1010-03</td>
<td>0.1645-01</td>
<td>4</td>
<td>2.29</td>
<td>1</td>
<td>6</td>
<td>1222760</td>
<td>569016</td>
</tr>
<tr>
<td>0.120</td>
<td>0.1660-03</td>
<td>0.3018-01</td>
<td>3</td>
<td>3.36</td>
<td>1</td>
<td>7</td>
<td>1432558</td>
<td>712270</td>
</tr>
<tr>
<td>0.180</td>
<td>0.4320-05</td>
<td>0.1278-02</td>
<td>1</td>
<td>3.61</td>
<td>1</td>
<td>9</td>
<td>1838346</td>
<td>812880</td>
</tr>
<tr>
<td>0.200</td>
<td>0.1273-05</td>
<td>0.1273-01</td>
<td>1</td>
<td>3.61</td>
<td>1</td>
<td>10</td>
<td>2079940</td>
<td>833202</td>
</tr>
<tr>
<td>0.300</td>
<td>0.4590-07</td>
<td>0.1239-01</td>
<td>1</td>
<td>3.83</td>
<td>1</td>
<td>10</td>
<td>2079940</td>
<td>833202</td>
</tr>
<tr>
<td>0.420</td>
<td>0.3980-08</td>
<td>0.1270-02</td>
<td>1</td>
<td>3.68</td>
<td>1</td>
<td>11</td>
<td>2241734</td>
<td>873846</td>
</tr>
</tbody>
</table>

**Storage required by TSMP:** STMAT = 4380, STIFAC = 20222, STETOT = 59306.

### Table 5.2.1.2: LSOODE solution of the spatially-discretized 2-D Convection-Diffusion Problem on an ann grid with \( n = 30 \).

<table>
<thead>
<tr>
<th>T</th>
<th>ERROR</th>
<th>NLU</th>
<th>RST</th>
<th>RPE</th>
<th>HKE</th>
<th>HLU</th>
<th>HLTAC</th>
<th>HLTOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.010</td>
<td>0.1500-03</td>
<td>0.2790-02</td>
<td>3</td>
<td>1.18</td>
<td>1</td>
<td>3</td>
<td>165</td>
<td>357483</td>
</tr>
<tr>
<td>0.020</td>
<td>0.5440-03</td>
<td>0.4820-02</td>
<td>3</td>
<td>1.15</td>
<td>1</td>
<td>4</td>
<td>243</td>
<td>551955</td>
</tr>
<tr>
<td>0.040</td>
<td>0.4330-03</td>
<td>0.7490-02</td>
<td>3</td>
<td>1.18</td>
<td>1</td>
<td>5</td>
<td>313</td>
<td>519645</td>
</tr>
<tr>
<td>0.060</td>
<td>0.7430-03</td>
<td>0.1370-01</td>
<td>3</td>
<td>2.25</td>
<td>1</td>
<td>6</td>
<td>525</td>
<td>563921</td>
</tr>
<tr>
<td>0.100</td>
<td>0.1040-03</td>
<td>0.1880-01</td>
<td>4</td>
<td>3.06</td>
<td>1</td>
<td>7</td>
<td>715</td>
<td>1062234</td>
</tr>
<tr>
<td>0.120</td>
<td>0.1150-03</td>
<td>0.2750-01</td>
<td>3</td>
<td>3.77</td>
<td>1</td>
<td>8</td>
<td>115</td>
<td>1723535</td>
</tr>
<tr>
<td>0.180</td>
<td>0.4370-05</td>
<td>0.1200-02</td>
<td>1</td>
<td>4.42</td>
<td>1</td>
<td>9</td>
<td>157</td>
<td>2339774</td>
</tr>
<tr>
<td>0.200</td>
<td>0.1390-05</td>
<td>0.1068-02</td>
<td>1</td>
<td>4.33</td>
<td>10</td>
<td>10</td>
<td>175</td>
<td>2596868</td>
</tr>
<tr>
<td>0.250</td>
<td>0.1130-07</td>
<td>0.1080-02</td>
<td>1</td>
<td>4.33</td>
<td>1</td>
<td>11</td>
<td>211</td>
<td>3156699</td>
</tr>
<tr>
<td>0.520</td>
<td>0.1130-07</td>
<td>0.1080-02</td>
<td>1</td>
<td>4.33</td>
<td>1</td>
<td>11</td>
<td>211</td>
<td>3156699</td>
</tr>
</tbody>
</table>

**Storage required by PCCPAC:** STMAT = 4380, STIFPRE = 900, STETOT = 15963.

### Table 5.2.1.3: LSOODE solution of the spatially-discretized 2-D Convection-Diffusion Problem on an ann grid with \( n = 30 \).

<table>
<thead>
<tr>
<th>T</th>
<th>ERROR</th>
<th>NLU</th>
<th>RST</th>
<th>RPE</th>
<th>HKE</th>
<th>HLU</th>
<th>HLTAC</th>
<th>HLTOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.010</td>
<td>0.6150-03</td>
<td>0.2770-02</td>
<td>3</td>
<td>1.18</td>
<td>1</td>
<td>4</td>
<td>15</td>
<td>213552</td>
</tr>
<tr>
<td>0.020</td>
<td>0.3750-03</td>
<td>0.4600-02</td>
<td>3</td>
<td>1.13</td>
<td>1</td>
<td>5</td>
<td>20</td>
<td>324468</td>
</tr>
<tr>
<td>0.040</td>
<td>0.4510-03</td>
<td>0.7360-02</td>
<td>3</td>
<td>1.15</td>
<td>1</td>
<td>6</td>
<td>25</td>
<td>466682</td>
</tr>
<tr>
<td>0.060</td>
<td>0.4950-03</td>
<td>0.1320-01</td>
<td>3</td>
<td>1.10</td>
<td>1</td>
<td>7</td>
<td>44</td>
<td>688406</td>
</tr>
<tr>
<td>0.100</td>
<td>0.8720-04</td>
<td>0.1670-01</td>
<td>4</td>
<td>2.27</td>
<td>1</td>
<td>8</td>
<td>67</td>
<td>1030549</td>
</tr>
<tr>
<td>0.120</td>
<td>0.1770-03</td>
<td>0.3090-01</td>
<td>3</td>
<td>3.22</td>
<td>1</td>
<td>10</td>
<td>97</td>
<td>1707676</td>
</tr>
<tr>
<td>0.180</td>
<td>0.4020-05</td>
<td>0.1320-01</td>
<td>3</td>
<td>4.35</td>
<td>1</td>
<td>12</td>
<td>125</td>
<td>2058594</td>
</tr>
<tr>
<td>1.200</td>
<td>0.1100-05</td>
<td>0.1340-01</td>
<td>1</td>
<td>3.39</td>
<td>1</td>
<td>13</td>
<td>155</td>
<td>23116493</td>
</tr>
<tr>
<td>2.500</td>
<td>0.4830-07</td>
<td>0.1480-01</td>
<td>1</td>
<td>3.40</td>
<td>2</td>
<td>13</td>
<td>169</td>
<td>2516940</td>
</tr>
<tr>
<td>5.120</td>
<td>0.3420-07</td>
<td>0.1340-01</td>
<td>1</td>
<td>3.81</td>
<td>2</td>
<td>14</td>
<td>194</td>
<td>2877644</td>
</tr>
</tbody>
</table>

**Storage required by PCCPAC:** STMAT = 4380, STIFPRE = 900, STETOT = 15963.
The sequence of values of NLU for LSODES and both NJE and NPRE for LSODCG.V1 are identical indicating that both codes had the same number of “significant” changes in $h_a \beta_a$ between each pair of output points, where by a “significant” change we mean that the magnitude of the relative change in $h_a \beta_a$ is greater than $CCMAX (= .3)$. The values of NPRE for LSODCG.V2 are slightly larger than those for LSODCG.V1. Thus, assuming that the stepsize sequences in all three codes were similar, there were some changes of $h_a \beta_a$ in LSODES and LSODCG.V1 that were not “significant”. Consequently, on some steps in LSODES and LSODCG.V1, the factor $h_a \beta_a$ in the Newton iteration matrix $I - h_a \beta_a J$ was not equal to the value of $h_a \beta_a$ used in the BDF on that step. On the other hand, LSODCG.V2 updates the factor $h_a \beta_a$ in the Newton iteration matrix whenever $h_a \beta_a$ changes. This may explain why LSODCG.V2 used fewer Newton iterations (NFE-1) than either of the other two codes. As a result, MLTTOT is smaller for LSODCG.V2 than LSODCG.V1 at each output point even though LSODCG.V2 re-computed the TCDKR preconditioner more frequently than LSODCG.V1 did: the reduction in the number of Newton iterations and associated linear-system solves more than offset the additional preconditioner computations.

The final value of MLTTOT is approximately the same for all three codes. However, during the initial stages of the integration, MLTTOT for the two variants of LSODCG is significantly less than for LSODES. For these steps, $h_a$ is small and the spectrum of $I - h_a \beta_a J$ is clustered around 1. Consequently, only a few FOR iterations (ITSMAX) are required to solve each linear system. However, as the integration proceeds and $h_a$ grows, the spectrum of $I - h_a \beta_a J$ expands and more iterations are required to solve each linear system. However, for $h_a > 1$, ITSMAX does not grow significantly with $h_a$, since, as a rule of thumb, it is the relative size of the eigenvalues to one another, rather than the absolute size of the eigenvalues, that determines the rate of convergence of most Krylov subspace methods, and the relative size of the eigenvalues does not change significantly with $h_a$ for $h_a > 1$. For LSODES, MLTFAC is approximately two-thirds of MLTTOT, and this factor grows as the grids become finer.
Although, for this problem, each code requires approximately the same amount of computational work, STRTQT for LSODES is about four times the value of STRTQT for either variant of LSODCG. Moreover, this factor grows exponentially as the grids become finer. In addition, note that, for LSODES, STRFAC is about five times as large as STRMAT. On the other hand, for LSODCG with POR(1) preconditioned by TCDDR (or TCSSOR), STRPRE is about one eighteenth of STRTQT, since the TCDDR (or TCSSOR) preconditioner requires only one M-vector of storage.

5.2.2. A Summary of the Numerical Results for All the Test Problems.

We present below a summary of the numerical results for LSODES and LSODCG.V2 using the PCGPACK linear-equation solvers PCR and POR(k), k=1,3,5, preconditioned by NOPRE, TCSSOR, and TCDDR for the four spatially-discretized parabolic problems on \( m \times m \) grids, \( m=5,10,15,...,30 \), for the 2-D problems, and \( m \times m \times m \) grids, \( m=3,5,7,9 \), for the 3-D problems. Since the numerical results for LSODCG.V2 are similar to, but generally better than, those for LSODCG.V1, we have not included a summary of the numerical results for the latter code.

The total number of PCGPACK iterations, ITSTQT, and the maximum number of iterations for any one solve, ITSMAX, used by LSODCG.V2 throughout the integration are listed in Tables 5.2.2.1 and 5.2.2.2 and Tables 5.2.2.3 and 5.2.2.4, respectively. Graphs of ITSMAX against ITSMAX on a log-log scale for POR(1) preconditioned by NOPRE, TCSSOR, and TCDDR are given in Plots 5.2.2.1 and 5.2.2.2 for the two 2-D problems.

The total number of multiplies, MLTTQT, used by LSODES and LSODCG.V2 to solve the linear algebraic systems throughout the integration are listed in Tables 5.2.2.5 and 5.2.2.6. Graphs of MLTTQT against MLTTQT on a log-log scale for LSODES and LSODCG.V2 with POR(1) preconditioned by NOPRE and TCDDR are given in Plots 5.2.2.5 to 5.2.2.6 for all four problems.

The total storage, STRTQT, required by the linear-equation solvers in LSODES and
LSODCG.V2 for the 2-D and 3-D problems is given in Table 5.2.7. (Each linear equation solver requires the same amount of storage for both of the 2-D problems as well as the same amount of storage for both of the 3-D problems.) Graphs of \( m \) against \( \text{ITSTOT} \) on a log-log scale for LSODES and LSODCG.V2 with POR(1) preconditioned by NOPRE and TCODEK (or TCSSOR) are given in Plots 5.2.7 and 5.2.8 for the 2-D and 3-D problems.

An entry of "-" in place of a number in these tables indicates that, during the course of the integration, the associated iterative linear-equation solver failed to converge in the maximum number of iterations allowed, max(100,10m). Only PCR with no preconditioning failed to converge, and it failed on the spatially-discretized 2-D Convection-Diffusion Problem with \( m=10 \) and 15 only. It is in fact surprising that PCR did not fail on more of the Convection-Diffusion Problems, since the linear systems associated with these problems are nonsymmetric and PCR is not (in theory at least) applicable to such systems.

Consider the results for LSODCG.V2 first. For these test problems, POR(1) is the most effective of the four basic PCGPACK methods considered. For a given problem and preconditioning, MLTTOT for POR(k), \( k=1,3,5 \), generally increases with \( k \) even though ITSTOT often decreases with \( k \); the reduction in the number of iterations is more than offset by the additional work required per iteration as \( k \) increases. As mentioned above, PCR failed on two problems and is not guaranteed to converge for any nonsymmetric linear system. Furthermore, for the symmetric Heat Problems, PCR is not significantly more efficient than POR(1). On the contrary, when preconditioned, PCR frequently requires more multiplies than POR(1) since, even though PCR may require fewer iterations, fewer multiplies are required per iteration to precondition POR(1) on the right than to precondition PCR symmetrically, as is required for the latter method.

Of the three preconditionings, TCODEK is nearly always the most effective in terms of both multiplies and iterations required. The effectiveness of preconditioning is much more pronounced for the nonsymmetric Convection-Diffusion Problems than for the symmetric Heat Problems. In fact, for the latter class of problems, MLTTOT for TCSSOR is frequently
### Table 5.2.2.1: The total number of PCGPACE iterations, ITSTOT, used by LSODC12.V2 throughout the numerical integration of the spatially-discretized 2-D and 3-D Heat Problem on a $a^m$ and $a^m$ grid, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>2-D Problem</th>
<th>3-D Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m</td>
<td>n</td>
</tr>
<tr>
<td>PC8 NOPER</td>
<td>60</td>
<td>15</td>
</tr>
<tr>
<td>PC8 TCSOR</td>
<td>60</td>
<td>15</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>44</td>
<td>9</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>63</td>
<td>134</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>47</td>
<td>60</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>49</td>
<td>92</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>121</td>
<td>293</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>68</td>
<td>379</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>49</td>
<td>92</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>131</td>
<td>279</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>49</td>
<td>88</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>124</td>
<td>282</td>
</tr>
</tbody>
</table>

### Table 5.2.2.2: The total number of PCGPACE iterations, ITSTOT, used by LSODC12.V2 throughout the numerical integration of the spatially-discretized 2-D and 3-D Convection-Diffusion Problem on a $a^m$ and $a^m$ grid, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>2-D Problem</th>
<th>3-D Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m</td>
<td>n</td>
</tr>
<tr>
<td>PC8 NOPER</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>PC8 TCSOR</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

### Table 5.2.2.3: The maximum number of PCGPACE iterations, ITSMAX, used by LSODC12.V2 throughout the numerical integration of the spatially-discretized 2-D and 3-D Heat Problem on a $a^m$ and $a^m$ grid, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>2-D Problem</th>
<th>3-D Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m</td>
<td>n</td>
</tr>
<tr>
<td>PC8 NOPER</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>PC8 TCSOR</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>PC8 6 TSSR</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>PC8 TCSSR</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>PC8 TCDER</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 5.2.2.4: The maximum number of PCGPACK iterations, ITSMAX, used by LSODCG.V2 throughout the numerical integration of the spatially-discretized 2-D and 3-D Convection-Diffusion Problem on a non and z-axis respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>2-D Problem</th>
<th>3-D Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m = 10</td>
<td>m = 20</td>
</tr>
<tr>
<td>PC ROPFE</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC TCSOB</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC TCDER</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC K1 ROPFE</td>
<td>31</td>
<td>90</td>
</tr>
<tr>
<td>PC K1 TCSOB</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC K1 TCDER</td>
<td>51</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 5.2.2.5: The total number of multiplies, MLTTOT, used by LSODES and LSODCG.V2 to solve the linear algebraic systems throughout the numerical integration of the spatially-discretized 2-D and 3-D Heat Convection-Diffusion Problem on a non and z-axis respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>2-D Problem</th>
<th>3-D Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m = 10</td>
<td>m = 20</td>
</tr>
<tr>
<td>LSODES</td>
<td>1,539,630</td>
<td>1,539,630</td>
</tr>
<tr>
<td>PC ROPFE</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC TCSOB</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC TCDER</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC K1 ROPFE</td>
<td>31</td>
<td>90</td>
</tr>
<tr>
<td>PC K1 TCSOB</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC K1 TCDER</td>
<td>51</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 5.2.2.6: The total number of multiplies, MLTTOT, used by LSODES and LSODCG.V2 to solve the linear algebraic systems throughout the numerical integration of the spatially-discretized 2-D and 3-D Convection-Diffusion Problem on a non and z-axis respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>2-D Problem</th>
<th>3-D Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m = 10</td>
<td>m = 20</td>
</tr>
<tr>
<td>LSODES</td>
<td>1,539,630</td>
<td>1,539,630</td>
</tr>
<tr>
<td>PC ROPFE</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC TCSOB</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC TCDER</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC K1 ROPFE</td>
<td>31</td>
<td>90</td>
</tr>
<tr>
<td>PC K1 TCSOB</td>
<td>51</td>
<td>120</td>
</tr>
<tr>
<td>PC K1 TCDER</td>
<td>51</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 5.2.2.7: Total storage, STTSTOT, required by the linear-equation solvers in LSODES and LSODCG.V2 for the 2-D and 3-D problems on a non and z-axis respectively,
Figure 3.3.4: Graphs of $\log(MLTTOT)$ against $MLTTOT$ for (1) LSODE and LSOODE, (2) TQDIA, and (3) TQDIA for the spatially discretized 2D Convection-Diffusion Problem.

Figure 3.3.5: Graphs of $\log(m)$ against $MLTTOT$ for (1) LSODE and LSOODE, (2) TQDIA, and (3) TQDIA for the spatially discretized 2D Convection-Diffusion Problem.
Plots 12.3.7 and 12.3.8: Graphs of $\log (\text{STRTOT})$ for (1) \text{LSODES}, (2) \text{NORPE}, and (3) \text{TCODER} for the two spatially-discretized 2D problems.

Plots 12.3.9 and 12.3.10: Graphs of $\log (\text{m})$ and $\log (\text{STRTOT})$ for the two spatially-discretized 3D problems.
larger than for NOPRE for the same basic PCGPACK method, since the additional work required to precondition is not offset by a sufficient reduction in the number of PCGPACK iterations used throughout the integration. This is not the case for TCDKR. Although NOPRE required fewer multiplies than TCDKR on some coarse grid problems, the difference is never significant. On the other hand, TCDKR is frequently substantially more effective than NOPRE in terms of both multiplies and iterations required by PCGPACK. Although ITS MAX for TCDKR and TCSSOR are frequently close, ITSTOT for TCDKR is usually significantly less than for TCSSOR, indicating that TCDKR is substantially more effective than TCSSOR on the large number of linear algebraic systems for which $\kappa_1$ is small and the spectrum of $I - \lambda \beta I$ is clustered around 1.

From the graphs of ITS MAX in Plots 52.2.1 and 52.2.2, it can be seen that not only do the preconditioned POR(1) methods require fewer PCGPACK iterations than POR(1) with no preconditioning but also the difference grows exponentially with $m$. Although not shown here, graphs for ITSTOT are similar, but, in this case, TCDKR can be seen to be substantially more effective than TCSSOR. Graphs of MLTTOT for POR(1) preconditioned by NOPRE and TCDKR are shown in Plots 52.2.3 to 52.2.6. Note that not only is MLTTOT significantly smaller for TCDKR than NOPRE, except on the coarsest grids, but also the difference between MLTTOT for these two preconditionings grows exponentially with $m$.

Now compare LSODES to LSODCG.V2 with POR(1) preconditioned by TCDKR. Tables 52.2.5 and 52.2.6 and Plots 52.2.3 to 52.2.6 reveal that LSODES requires fewer multiplies than LSODCG.V2 for the 2-D problems, except on the finest grid $(m=30)$. However, the difference decreases with $m$ and an extrapolation of the graphs in Plots 52.2.3 and 52.2.5 suggests that LSODCG.V2 with POR(1) preconditioned by TCDKR would become increasingly more efficient than LSODES for these two 2-D problems on finer grids. For the two 3-D problems with $m=9$, LSODES requires more than ten times as many multiplies as LSODCG.V2 to solve the linear algebraic equations throughout the integration. Moreover, from Plots 52.2.4 and 52.2.6, it is clear that this factor grows exponentially with $m$. 
This supports and extends our earlier observation based on theoretical estimates of the computational work in §4 that iterative methods are significantly more efficient than direct methods for solving the spatially-discretized 3-D Heat Problem.

Table 52.2.7 and Plots 52.2.7 and 52.2.8 show that, for both the 2-D and 3-D problems, STATOT is significantly larger for LSODES than LSODCG.V2: for the 2-D problems with m=30, LSODES requires approximately 3.7 times as much storage as LSODCG.V2 and, for the 3-D problems with m=9, LSODES requires approximately 6.4 times as much storage as LSODCG.V2. Moreover, for both the 2-D and 3-D problems, this factor grows exponentially with m.

3.3. Stiff Destest Problems.

We used LSODE, LSODES, LSODCG.V1, and LSODCG.V2 on an IBM 3033 computer in double precision to solve the 30 Stiff Destest Problems [27, 29]. Although these problems are not large, they do test the robustness of the inexact chord-Newton method and the associated iterative linear-equation solvers in the two variants of LSODCG.

For each of the four codes, we solved the Stiff Destest Problems using the BDFs with exact Jacobians (MF=21) to an absolute local error tolerance of ATOL = 10^-2, 10^-4, 10^-6, and 10^-8 (RTOL =0 and ITOL =1).

For LSODCG.V1 and LSODCG.V2, we used POR(5), the PCGPACK [21, 25] implementation of Orthomin(5) [20, 24], to solve the linear algebraic systems of equations that arise in the inexact chord-Newton method. We did not precondition POR(5) because, for many of the Stiff Destest Problems, an incomplete factorization would actually yield the exact factorization of the associated Newton iteration matrix and, consequently, POR(5) would generate the exact solution to the linear algebraic equations in one iteration.

We used a stopping criterion of the form (2.3.3) with r = .1, .25, and .5 for the solution of the linear algebraic systems arising in the inexact chord-Newton method. Since the Stiff Destest Problems are small and the tolerances for the linear algebraic systems is lax, we allowed
a maximum of 50 POR(5) iterations to solve each linear algebraic system.

We present our results for LSODE and LSODCG.V2 only. As in the previous section, the results for LSODCG.V2 are generally better than those for LSODCG.V1, and the strategies used in LSODCG.V2 are closer to those in LSODE than those in LSODES.

In Tables 5.3.1 and 5.3.2, respectively, we present the "normalized" number of function evaluations and Jacobian evaluations required by LSODE and LSODCG.V2 with $r = 1.25$, and $5$ to solve each of the 30 Stiff Detes Problems to an absolute global error tolerance of $Tol = 10^{-2}, 10^{-4}$, and $10^{-6}$ at the end-point of the integration; in Table 5.3.3, we present the "normalized" total number of POR(5) iterations required by LSODCG.V2 throughout the integration. These normalized statistics were calculated by a new version of the Stiff Detes Program which, as described in [25], first performs a least squares fit to

$$
\sum_{i=1}^{NTOL} [\log(\text{global error}_i) - \log(C) - E \cdot \log(ATOL_i)]^2
$$

for $C$ and $E$, where, in this case, $ATOL_i = 10^{-2}, 10^{-4}, 10^{-6}$, and $10^{-8}$ and $NTOL = 4$. The Stiff Detes Program then performs a piecewise linear interpolation on the actual recorded values of the costs to solve the IVP at $ATOL_4$ versus the corresponding expected global accuracy $Tol = C \cdot ATOL^E$ to arrive at the normalized costs for an absolute global error tolerance of $Tol$. (A consequence of this procedure is that the normalized function and Jacobian evaluations are negative for one problem.)

A "-", "w", or "x" may occur as an entry in place of a number in these tables. A "-" indicates that Stiff Detes could not calculate the normalized statistics for this problem and tolerance based upon the actual global errors incurred. A "w" indicates that the method being tested (LSODE or LSODCG.V2) could not solve the problem at that tolerance, and a "x" indicates that Stiff Detes could not solve the problem at that tolerance. In addition, the 12 problems marked with a "#" have a Jacobian that is not negative-real over some subinterval of the range of integration.

From the tables, we see that the number of function and Jacobian evaluations typically
Table 3.1.1: Normalized Function Evaluations for the Stiff Detest Problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Tol = 1.00e-2</th>
<th>Tol = 1.00e-3</th>
<th>Tol = 1.00e-4</th>
</tr>
</thead>
</table>

Table 3.1.2: Normalized Jacobian Evaluations for the Stiff Detest Problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Tol = 1.00e-2</th>
<th>Tol = 1.00e-3</th>
<th>Tol = 1.00e-4</th>
</tr>
</thead>
</table>
|         | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCC | LSOCL
increases with \( r \). For the Jacobian evaluations, the increase is generally not significant, but, for the function evaluations, the increase is frequently 10% or more from one value of \( r \) to the next. On the other hand, the number of POR(5) iterations typically decreases with \( r \) by a factor of 10% or more from one value of \( r \) to the next. Hence, if a POR(5) iteration is less expensive than a function evaluation, then, based upon these results, \( r=1 \) would usually be the most cost effective of the three values considered. On the other hand, if a POR(5) iteration is substantially more expensive than a function evaluation (as is the case for the problems in the previous subsection), then, based upon these results, \( r=5 \) would usually be the most cost effective of the three values considered. Thus, the choice of \( r \) is dependent upon the class of IVPs solved.

Except for problem C3, which has a Jacobian that is not negative-real, LSODCG.V2, with each of the values of \( r \) considered, used fewer Jacobian evaluations than LSODE on all

<table>
<thead>
<tr>
<th>Problem</th>
<th>Tol = 1.0E-2</th>
<th>Tol = 1.0E-3</th>
<th>Tol = 1.0E-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LSODCG</td>
<td>LSODCG</td>
<td>LSODCG</td>
</tr>
<tr>
<td>A1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1.1: Normalized PCGFACE iterations for the Stiff Detest Problems.
problems that were solved successfully by both codes. Moreover, for those IVPs having a negative-real Jacobian, the number of Jacobian evaluations required differs by a factor of 2 to 3. This superiority of LSODCG.V2 over LSODE is a result of the strategy used in LSODCG.V2 described above that permits it to update the scalar factor $\alpha_0$ in the Newton iteration matrix $I - \alpha_0 J$ whenever $\alpha_0$ changes without re-evaluating the Jacobian, $J$. If we had also removed from LSODCG.V2 the requirement inherited from LSODE that the Jacobian be re-evaluated at least once every MSBP (=20) steps, then LSODCG.V2 would have used even fewer Jacobian evaluations.

Now consider the function evaluations required by LSODE and LSODCO.V2 with $\varepsilon=1$ to solve the Stiff Detest Problems.

LSODCG.V2 failed to solve 4 of the Stiff Detest Problems (A2, D3, E4, F5) at $Tol = 10^{-4}$. Each of these problems has a Jacobian that is not negative-real over some subinterval of the range of integration. However, except for problem F5 at $Tol = 10^{-4}$, LSODCG.V2 required fewer function evaluations than LSODE for these problems at $Tol = 10^{-4}$ and $10^{-5}$.

Of the remaining problems, LSODCG.V2 with $\varepsilon=1$ used substantially fewer function evaluations than LSODE for 7 of the Stiff Detest Problems (A1, A4, C1, C3, D1, D2, E3). Again, this may be due to LSODCG.V2's updating the scalar factor $\alpha_0$ in the Newton iteration matrix whenever $\alpha_0$ changes resulting in a more accurate Newton iteration matrix and a more rapid convergence of the Newton iteration.

LSODE and LSODCG.V2 used approximately the same number of function evaluations on 11 of the Stiff Detest Problems (A3, B2, B3, B4, B5, C2, D5, D6, F2, F3, F5). It is worth noting that the class B problems are of the form $y' = Ay$, where $A$ is a constant matrix with complex eigenvalues and, consequently, $A$ is far from being symmetric.

LSODE used substantially fewer function evaluations than LSODCG.V2 on 7 problems (B1, C4, C5, D4, E1, F1, F2) each of which has a Jacobian that is not negative-real over some subinterval of the range of integration.
Therefore, except for those problems having a Jacobian that is not negative-real, the use of an iterative linear-equation solver did not cause the performance of LSODCG.V2 to deteriorate relative to the unmodified code LSODE which incorporates a direct linear-equation solver. In fact, LSODCG.V2 performs as well as or better than LSODE on all the Stiff Detest Problems for which LSODCG.V2 is applicable.

One final point is worth noting. From Tables 5.3.1 and 5.3.3, we see that, for many of the Stiff Detest Problems, particularly at the more stringent tolerances, an average of less than one PCGPACK iteration is required per inexact chord-Newton iteration. That is, for many of the inexact chord-Newton iterations, the initial guess $-F(y^t)$ for $y^{t+1}$ satisfies (2.33) and no further PCGPACK iterations are required. Hence, when using an iterative linear-equation solver in a stiff-ODE code in this way, we automatically obtain the benefit of the use of an inexpensive predictor-corrector iteration when a more expensive Newton iteration is not required. Moreover, this appears to have no deleterious effect upon the overall performance of the stiff-ODE solver.

6. Conclusions.

Both the theoretical and numerical results presented in the preceding two sections show that the use of iterative linear-equation solvers in stiff-ODE codes has the potential to improve the efficiency - in terms of both computational-work and storage - with which a significant class of stiff IVPs having large sparse Jacobians can be solved. Moreover, these results demonstrate the importance of preconditioning for Krylov subspace methods used in stiff-ODE solvers.

The numerical results for both the linear and nonlinear IVPs show that the stopping criteria (2.3.3) for the inexact chord-Newton iteration works well in practice for $r \in [1, 5]$. This supports the claim that the linear equations that arise in stiff-ODE solvers need not be solved very accurately. Moreover, the initial guess $-F(y^t)$ for the solution $y^{t+1}$ of the linear system proved to be quite effective in practice, particularly during the initial transient where the IVP is at most mildly stiff.
Updating the scalar factor $k_n \beta_n$ in the Newton iteration matrix $I - h_n \beta_n J$ whenever $k_n \beta_n$ changes without re-evaluating $J$, the approximation to the Jacobian, reduces the number of Newton iterations and associated function evaluations required throughout the course of the numerical integration with little added cost in a stiff-ODE code incorporating an iterative linear-equation solver. Furthermore, this strategy of updating $k_n \beta_n$ whenever it changes facilitates the decision when to re-evaluate the Jacobian and, thus, helps to avoid wasted computational-work. More generally, as mentioned in §2.2, the removal of the constraint imposed by the necessity to avoid refactoring $I - h_n \beta_n J$ in a stiff-ODE code employing a direct linear-equation solver may lead to other benefits in the choice of formulas, strategies, and heuristics for a stiff-ODE code incorporating an iterative linear-equation solver.

Most importantly, the numerical results demonstrate that stiff-ODE codes incorporating iterative linear-equation solvers do not suffer a loss of robustness on those IVPs for which the Newton iteration matrix $W^k_n$ is positive-real throughout the course of the numerical integration. Note, though, that this restriction on $W^k_n$ is imposed by the iterative technique we chose to solve the linear systems; the restriction is not characteristic of all stiff-ODE codes incorporating iterative linear-equation solvers. In particular, as mentioned earlier, there exist iterative linear-equation solvers that are guaranteed to converge to the solution of the Newton system (2.2.1) if all the eigenvalues of $W^k_n$ lie in the right-half complex plane. As we argued in §2.1, if $W^k_n$ does not satisfy this last restriction, then the stepsize is almost surely too large and should be reduced until this last restriction is satisfied to ensure a reliable numerical integration.

Hence, it appears possible to develop a stiff-ODE code incorporating an iterative linear-equation solver that, for a broad class of IVPs, is as robust as a similar stiff-ODE code incorporating a direct linear-equation solver, but more efficient than the latter code for a significant subclass of problems having large sparse Jacobians. We plan to continue to pursue this investigate in the future.
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