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Abstract

The test scores of some examinees on a multiple-choice test may not provide satisfactory measures of their abilities. The goal of appropriateness measurement is to identify such individuals. Earlier theoretical and experimental work considered examinees answering all, or almost all, test items. This article reports research that extends appropriateness measurement methods to examinees with moderately high nonresponse rates. These methods treat nonresponse as if it were a deliberate option choice and then attempt to measure the "appropriateness" of the pattern of option choices. Earlier studies used only the dichotomous pattern of right and "not right" answers. A general polychotomous model is introduced along with a technique called "standardization" designed to reduce the observed confounding between measured appropriateness and ability. A standardized appropriateness index based on a polychotomous model yielded higher rates of detection of simulated spuriously low examinees than the analogous index based on a dichotomous model. However, the converse was true for simulated spuriously high examinees. Standardization was found to reduce greatly the interaction between ability and measured appropriateness.
1. Introduction

An examinee's score on a standardized multiple choice test may fail to provide a useful measure of ability for various reasons. The score may be too high because the examinee began the test with memorized answers to several questions or because the examinee copied answers to several questions from a much brighter examinee. The score may be too low because the examinee (a) made an alignment error over a block of items, answering, say, the eleventh item in the tenth space, the twelfth item in the eleventh space, ...; (b) interpreted several very easy items in creative ways and came to well-reasoned, albeit scored-as-incorrect, answers; (c) was tested in an unfamiliar language; (d) failed to answer items on which he/she was able to eliminate several incorrect options; or, (e) worked with extreme care and consequently never reached easy items on a power test.

In all of these examples, the examinee often produces an unusual pattern of answers with relatively many easy items answered incorrectly and hard items answered correctly. Appropriateness measurement (Levine and Rubin, 1979; Levine and Drasgow, 1982, 1983a; Drasgow, 1982; Hulin, Drasgow and Parsons, 1983, Chapter 4) is a model-based attempt to control test pathologies by recognizing unusual patterns. A model is fit to the item response patterns of a large sample of presumably normal examinees. Subsequently, individual examinees and their response patterns can be ordered according to how well they are fit by the group model.
Earlier appropriateness measurement work was based on models for dichotomous data and therefore was limited in two important ways. The pattern of nonresponse, which may have high diagnostic value, was ignored. In fact, earlier studies were forced to exclude examinees with high rates of nonresponse or introduce ad hoc corrections for omitting. Secondly, the earlier studies failed to take cognizance of which wrong option was chosen and therefore probably were not as sensitive to some irregularities as they might have been.

The work reported in this paper is intended to advance appropriateness measurement in two ways. A method is introduced for extending appropriateness measurement to samples of examinees with moderately high rates of nonresponse. Simultaneously methods sensitive to option choice are introduced. It will be seen that in pursuing these goals, progress has been made in comparing the appropriateness of scores at different ability levels.
2. Review of Appropriateness Measurement Terminology, Findings and Problems

The goal of appropriateness measurement is to identify examinees with inappropriate scores solely from their response patterns. This is done in two steps. First, a general psychometric model is fit to a large sample of nominally normal examinees. Then an index of goodness of fit or appropriateness index is used to measure the degree to which each individual examinee's response pattern fits the model used to characterize normal behavior.

In the first large scale, systematic appropriateness measurement study, Levine and Rubin (1979) showed that under ideal conditions certain test anomalies were detectable. They modified simulated item response data to create answer sheets with spuriously high and spuriously low scores. Three types of appropriateness indices were found to classify normal and moderately aberrant examinees rather well. However, their study was limited to simulated data conforming the "three parameter logistic model" (Birnbaum, 1968). Furthermore, their use of simulation item parameters (rather than estimated item parameters) left open the question of how well appropriateness measurement would perform in applications requiring parameter estimation.

Levine and Drasgow (1982, 1983a) extended the basic results to more realistic conditions. They used actual and simulated data to study systematically the effects of the unavoidable inclusion of aberrant examinees in samples of nominally normal examinees and of errors in estimating item parameters. They found good aberrance detection with actual and simulated data despite model misspecification and parameter estimation error. However, like Levine and Rubin they only considered examinees who answered all or nearly all items and they ignored which wrong answer was chosen when a wrong answer was chosen.
The research reported in this paper extends earlier appropriateness measurement studies to (1) examinees with substantial nonresponse rates by using (2) polychotomous models and (3) standardized indices. Nonresponse to an A-option multiple choice item is coded as the "choice" of an A+1st option. In this way, every item is, in a technical sense, answered. A polychotomous psychometric model is developed to quantify the probability of each option choice (including the A+1st) at each ability level. Aberrance is measured by the goodness of fit of the polychotomous model.

Concern for omitting has focused our attention on conditional distributions of indices and the problems of comparing appropriateness index values at different ability levels. Examinees omitting different items are, in effect, taking different tests. A low appropriateness index value in the presence of substantial omitting may be less indicative of aberrance than a higher index value for another examinee with a different nonresponse pattern. Thus we have attempted to introduce a "common metric" for indices. Our strategy has been to divide examinees into relatively homogeneous groups by using a gross feature of the response pattern, to approximate the distribution of the index values within each group, and to use the approximated conditional distributions to define a transformation of indices to a common distribution. The "gross feature" is the maximum likelihood ability estimate, which we expected to reflect omitting rates. The common distribution was the standard normal. This process, which we call standardization, has been useful in controlling the confounding of ability and appropriateness.
3. Option Response Functions and a Constant Ability, Polychotomous Model

As a descriptive model for normal test taking behavior we have used the most general unidimensional, locally independent constant ability model that generalizes the three-parameter logistic model. It can be shown that any unidimensional model with three parameter logistic item characteristic curves and conditionally independent item responses is a special case of this model, which we call the histogram model.

To express the assumptions of the histogram model let

\[ V = < V_1, V_2, \ldots, V_n > \]

denote the random vector of option choices and

\[ \chi = < \chi_1, \chi_2, \ldots, \chi_n > \]

be a vector of constants indicating option choices. It is assumed that for a unidimensional ability random variable \( \theta \)

\[
\text{Prob}\{V_i = v_i, V_2 = v_2, \ldots, V_n = v_n | \theta = t\} = \prod_{i=1}^{n} \text{Prob}\{V_i = v_i | \theta = t\}
\]

(1)

for all \( \chi \) and real \( t \). Furthermore, it is assumed that if \( v_i^* \) is the correct option choice for the \( i^{th} \) item, then for some \( a_i, b_i, c_i \) and for all \( t \)

\[
\text{Prob}\{V_i = v_i^* | \theta = t\} = c_i + (1-c_i) \left[ 1 + \exp[-a_i (t-b_i)] \right]^{-1}
\]

(2)
This model is tentatively introduced, not as a plausible model for test taking behavior, but as an admittedly crude descriptive model for test data that may or may not adequately support the extension of appropriateness measurement techniques to polychotomous data with high omitting rates. The functions

\[ P_{ij}(t) = \text{Prob}\{\text{option } j \text{ is chosen on item } i | \theta = t\}, \quad j = 1, \ldots, A+1 \]  

(3)

generalize the item response function of item response theory and are called option response functions. Their estimation is discussed in the following section.

The likelihood of a response pattern can be easily expressed in terms of the option response functions. According to this model, the probability of sampling an examinee with response pattern \( v = v \) from the subpopulation of all examinees with ability \( \theta = t \) is

\[ P(V = v | \theta = t) = \prod_{i=1}^{n} \sum_{j=1}^{A+1} \delta_j(v_i) P_{ij}(t), \]  

(4)

where the first \( A+1 \) positive integers are used as scores for option choices and \( \delta_j(k) = 1 \) if \( k = j \) and zero otherwise.

This equation has been used to compute polychotomous maximum likelihood ability estimates. The dichotomous model ability estimates \( \hat{\theta}_d \) are obtained by maximizing the dichotomous model likelihood function

\[ \prod_{i=1}^{n} \left[ u_i P_i(t) + (1-u_i)Q_i(t) \right] \]  

(5)

where \( u_i \) is one or zero according to whether \( v_i \) is the correct option, \( P_i(\cdot) \) is the option response function of the correct option given in equation (2), and \( Q_i(t) = 1 - P_i(t) \).
4. Option Curve Estimation

Various techniques have been proposed for estimating option response functions. Bock (1972) selects a parametric form for the functions and computes maximum likelihood estimates. The results of Lord (1969, 1970), Samejima (1981), and Levine (1982) on ability density estimation are relevant since option characteristic curves can be represented as ratios of ability density estimates. In particular, the probability of sampling an examinee choosing the $j$th option from the subpopulation of examinees with ability $t$ can be written as

$$P_{ij}(t) = \frac{f_{ij}(t)}{f(t)}$$

where $P_{ij}$ is the proportion of examinees choosing option $j$ for item $i$, $f(t)$ is the probability density of $\theta$ and $f_{ij}(t)$ is the $\theta$ density in the subpopulation selecting option $j$ for item $i$. Thus, if ability distributions can be estimated (from the dichotomously scored data), then option response curves can be estimated with no further specification of their form.

An option response function is simply the regression item option score on ability, i.e.

$$P_{ij}(t) = \mathbb{E}(\delta_j(V_i)|\theta=t)$$

(6)

where, as before, $\delta_j(k) = 1$ if $j = k$ and zero otherwise.

We have taken the simple expedient of using large sample estimates of the regression of option score on estimated ability $\hat{\theta}$

$$\mathbb{E}(\delta_j(V_i)|\theta=t)$$

as $P_{ij}(t)$ estimates in this initial study. To obtain these estimates,
maximum likelihood ability estimates ($\hat{\theta}_d$'s) were computed for a large sample of examinees from dichotomously scored data. The examinees were grouped according to their $\hat{\theta}_d$'s. The proportion choosing each option for each ability group was used as an estimate of a point on an option response function. Linear interpolation was used between estimated points. Numerical details are given in Levine and Drasgow (1983b).

These crude estimates of option response functions are not consistent and will lead to systematic errors in ability estimates. Nonetheless, they permit us to begin an evaluation of appropriateness measurement strategies without first undertaking a major parameter estimation task.
5. The Indices and their Standardizations

In this report we are exclusively concerned with generalizations of the linear function of item scores

\[ L_o = \sum_{i=1}^{n} u_i \log P_{i} (\hat{d}) + (1 - u_i) \log Q_{i} (\hat{d}) . \]  

Here \( u_i \) is the dichotomous item score which is one if item \( i \) is answered correctly and zero if it is answered incorrectly and \( \hat{d} \) maximizes the dichotomous model likelihood function. \( L_o \) has the advantage of being fairly easy to compute. In comparative studies it was found to perform roughly as well as more elaborate indices (Drasgow, 1982; Levine & Rubin, 1979).

\( L_o \) is the maximum of the logarithm of the dichotomous model likelihood function. The obvious generalization of \( L_o \) to the histogram model is the maximum for the polychotomous model log likelihood function

\[ \max_{\hat{d}} \sum_{i=1}^{n} \sum_{j=1}^{A+1} \delta_j (v_i) \log P_{ij} (\hat{d}) . \]

In as much as our histogram model likelihood function does not have a continuous first derivative and was complicated to maximize, the generalization

\[ L_{o,h} = \sum_{i=1}^{n} \sum_{j=1}^{A+1} \delta_j (v_i) \log P_{ij} (\hat{d}) \]

was used. \( L_{o,h} \) is the logarithm of the histogram model likelihood function evaluated at the dichotomous model maximum likelihood ability estimate \( \hat{d} \).
As discussed in detail in Section 7 below, the distribution of $\ell_0$ was found to depend on ability. Therefore, two new indices were defined:

$$Z_3 = [\ell_0 - E_3(\hat{\theta}_d)] / \sigma_3(\hat{\theta}_d)$$ (10)

and

$$Z_{h} = [\ell_0,h - E_h(\hat{\theta}_d)] / \sigma_h(\hat{\theta}_d).$$ (11)

In these formulas $E_3$, $E_h$, $\sigma_3$ and $\sigma_h$ are conditional means and standard deviations for the three-parameter logistic and histogram model. $E_3(t)$ is the conditional expected value of the random variable $X_3(t)$

$$X_3(t) = \sum_{i=1}^{n} U_i \log P_i(t) + (1-U_i) \log Q_i(t)$$ (12)

computed using the three-parameter logistic model. Thus,

$$E_3(t) = E\{X_3(t) | \theta = t\} = \sum_{i=1}^{n} P_i(t) \log P_i(t) + Q_i(t) \log Q_i(t).$$ (13)

$\sigma_3(t)$ is the square root of the conditional variance

$$\sigma_3^2(t) = \text{Var}\{X_3(t) | \theta = t\} = \sum_{i=1}^{n} P_i(t)Q_i(t) \log \left( \frac{P_i(t)}{Q_i(t)} \right)^2.$$ (14)

Similarly

$$E_h(t) = E\{ \sum_{i=1}^{n} \sum_{j=1}^{A+1} \delta_i(\ell_v) \log P_{ij}(t) | \theta = t\} = \sum_{i=1}^{n} \sum_{j=1}^{A+1} P_{ij}(t) \log P_{ij}(t)$$ (15)

and

$$\sigma_h^2(t) = \text{Var}\{ \sum_{i=1}^{n} \sum_{j=1}^{A+1} \delta_i(\ell_v) \log P_{ij}(t) | \ell_v = t\} = \sum_{i=1}^{n} \sum_{j=1}^{A+1} \sum_{k=1}^{A+1} P_{ijk}(t) \log P_{ijk}(t) \log \left( \frac{P_{ijk}(t)}{P_{ik}(t)} \right).$$ (16)
These transformations were found to reduce greatly the dependence of \( z_o \) and \( z_{o,h} \) on ability. Their rationale is discussed in Section 7 below.
6. Data and Parameter Estimation

Responses of approximately 75,000 examinees to the April, 1975 Scholastic Aptitude Test-Verbal section (SAT-V) were obtained from the College Entrance Examination Board. A spaced sample of 3,000 response vectors was formed by selecting the responses of every twentieth examinee, beginning with the first examinee. Item responses were then scored as correct, incorrect, omitted, or not-reached and the LOGIST computer program (Wood & Lord, 1976; Wood, Wingersky & Lord, 1976) was used to estimate item and person parameters of the three-parameter logistic model. Version 2.8 of LOGIST and its default options were used. Convergence was obtained before the maximum number of iterations was reached.

These item parameter estimates were then used to construct histograms summarizing the pattern of option selection at various ability levels for the 49,470 examinees following the first 25,000 examinees in the data set. The ability estimate (θd) was computed for each of these examinees by the method of maximum likelihood for the dichotomously scored data. The item parameters estimated by LOGIST were used in these calculations. Omitted and not-reached items were ignored in the calculations; Lord's (1974) modified likelihood function was not used. Examinees were sorted into 25 ability strata based on estimated ability. The fourth, eighth, twelfth, ..., 96th percentile points from the standard normal distribution were used as cutting scores to form the ability categories. The frequencies of option selection were used as cutting scores to form each of the 85 SAT-V items in each ability category. Finally, these frequencies were converted to proportions. The proportion choosing option j of item i for, say, the lowest ability group was taken as the estimate of Pij(θ) for θ = -2.054, the second percentile of the standard normal distribution.
Proportions choosing option \( j \) of item \( i \) for the other 24 ability groups were taken as estimates of the values of \( P_{ij} \) at the 6th, 10th, \ldots, 98th percentile points of the standard normal distribution. Linear interpolation between estimated values of \( P_{ij} \) was used when an ability estimate was between percentile points. No estimate of \( P_{ij}(\theta) \) was defined outside the interval \([-2.054, 2.054]\).

We chose to use 25 ability groups because this number appeared to be the best compromise between: (1) the desire to reduce sampling fluctuations by including a large number of examinees in each ability category; and (2) the desire to reduce bias by averaging over a short range of abilities. Graphs of estimated curves and further details on the estimation procedure are in Levine and Drasgow (1983b).
7. Investigation of Appropriateness Indices in Samples of Normal Examinees

7.1. Samples with Unrestricted Omitting

To examine the distributions of the various appropriateness indices, three-parameter logistic maximum likelihood estimates of ability were computed for the first 500 response vectors in the data set. A total of 464 examinees had ability estimates $\hat{\theta}_d$ in the interval $-2.054 \leq \hat{\theta} \leq 2.054$. Then $\xi_0$ for the three parameter logistic and histogram models, $z_3$, and $z_h$ were computed for this sample of 464 nominally normal examinees.

A scatterplot of the three-parameter logistic $\xi_0$ index and $\hat{\theta}$ for the first 150 examinees is presented in Figure 1. The darkened circles plotted in Figure 1 are conditional means of $\xi_0$ for the subset of the 464 examinees with $\hat{\theta}_d \in [t-.3,t+.3]$, $t = -2.0, -1.8, ..., +2.0$. The dependence of $\xi_0$ on estimated ability is apparent in this figure. The mean $\xi_0$ for examinees with $\hat{\theta}_d$ less than -1.62 is approximately -36. For examinees with $\hat{\theta}_d$ near -1.0, the mean $\xi_0$ is about -42. Mean $\xi_0$ rises as ability increases, until it reaches roughly -30 for examinees with $\hat{\theta} > +1.64$. Thus an $\xi_0$ score of -42 is quite low in one group of normal examinees and average in a less able group of normal examinees.

---

Insert Figure 1 about here
Figure 1 shows that some adjustment of the three-parameter logistic $I_0$ index is necessary: the regression of $I_0$ on $\hat{\theta}_d$ is not a horizontal line. Because the conditional distribution of $I_0$ given $\hat{\theta}_d$ varies as a function of $\hat{\theta}$, it is difficult to interpret the magnitude of $I_0$ directly.

The histogram $I_{0,h}$ index is plotted against $\hat{\theta}_d$ in Figure 2 for the first 150 examinees. The darkened circles are conditional means computed in the same way as in Figure 1. The dependence of histogram $I_0$ is even more apparent in this figure.

If $\hat{\theta}_d$ were equal to $\theta$, the local independence assumption could be used to reduce the dependence of $I_0$ on ability. According to the local independence assumption, in the subpopulation of examinees with ability $\theta = t$ the item scores $u_i$ are independent. Therefore the sum $X_3(t)$ given in equation (12) is approximately normal with mean and variance $E_3(t)$ and $\sigma^2_3(t)$ given in formulas (13) and (14). Therefore, $z_3$ in equation (10) would be approximately normal ($0,1$) for both low and high ability examinees. This was the rationale supporting the indices $z_3$ and $z_{h}$. The final expressions in equations (13) through (16) provide approximations to the actual moments when parameter estimates are substituted for parameters. Of course $\hat{\theta}_d$ is
not equal to $\theta$, so the standardization is, at best, approximate and the above argument is merely heuristic. Nonetheless, it will be shown shortly the transformed $z$ indices are much less sensitive to distribution of ability than the distributions of the untransformed $z$ indices.

Figure 3 presents the scatterplot of $z_3$ and $\hat{\theta}_d$ for the first 250 examinees and conditional means obtained from the entire sample. For most values of $\hat{\theta}_d$, the conditional means are, as desired, close to the line $y = 0$. For examinees with extreme values of $\hat{\theta}_d$, however, the conditional means are slightly less than zero.
The scatterplot of $z_h$ and $\hat{\theta}_d$ is presented in Figure 4 for the first 250 examinees. Again, there is little relation between the standardized index and $\hat{\theta}_d$. The most striking feature of this plot is the abnormally large number of examinees with very small values of $z_h$. In the entire sample of 464 examinees, there were 20 examinees with index scores less than -2.40; the expected number of scores in this range for a standard normal variable is only 3.8.

To determine the cause of the unusually frequent small index scores, response vectors of examinees with $z_h$ less than -2.4 were inspected. Interestingly, many of these response vectors had very large numbers of omitted items. Of the 20 examinees with the smallest values of $z_h$, 11 examinees (55 percent) omitted 30 or more items. In contrast, only 16 of the 444 examinees with $z_h$ greater than -2.4 omitted 30 or more items, or 3.6 percent. Further inspection of the 27 examinees with 30 or more omits showed that their mean $\hat{\theta}_d$ was -.14 and their mean $z_h$ was -1.87. Thus, this group appears quite ordinary with respect to ability, but has very atypical response patterns in that they omit more than 35 percent of the test.

A second group of nominally normal examinees also had very low index scores. There were seven examinees (in the sample of 464) who reached less than 77 percent of the items on the test. Their average $z_h$ index score was -2.41.
To further investigate the relation between high omitting and $z_h$, the response vectors of examinees 501 through 1,000 were analyzed. Note that this sample serves to replicate findings from the first sample. A total of 456 of these examinees had estimated abilities in the range from -2.05 to 2.05, 23 omitted 35 percent or more of the test items, 6 reached less than 77 percent of the test items and 16 had $z_h$ values of less than -2.4.

The relations between omitting and $z_h$ that were noted for the first sample of examinees were confirmed in this second sample. In particular, the mean $z_h$ for examinees who omitted more than 35 percent of the test was -1.85. Seven of these examinees had $z_h$ values of less than -2.4. Even stronger results occurred for the six examinees who reached less than 77 percent of the test items: all six had $z_h$ scores of less than -2.4. The mean $z_h$ for this group was -3.08.

A total of 430 examinees in the second SAT-V sample omitted less than 35 percent of the test and reached 77 percent or more of the test items. In this group, 6 examinees had $z_h$ scores of less than -2.4. The expected number for a standard normal population is 3.5. In contrast, of the 26 examinees who omitted more than 35 percent of the test, or reached less than 77 percent of the test items, 10 had $z_h$ values of less than -2.4; the expected number is .2.

It is not surprising that high omitting rates and not finishing the exam cause $z_h$ to indicate aberrance. Perhaps the most important point to note about the relation between high omitting and $z_h$ is that it is not high omitting per se that causes very extreme $z_h$ values. Instead, it is the too frequent omitting of easy items, or items with very effective
distractors. For example, examinees who reached less than 77 percent of
the test items did not attempt several easy items; across the last 10
items on each of the two SAT-V subsections, there were 5 items with \( \hat{b}_i \)
values less than -1.0, and 9 items with \( \hat{b}_i \) values less than 0.0.

Because examinees who omit more than 35 percent of the test or reach
less than 77 percent of test items appear to receive spuriously low test
scores, they are excluded from all subsequent analyses.

7.2. Restricted Omitting Sample

To investigate further the distributions of \( z_h \) and \( z_3 \), a large
sample of nominally normal examinees was formed. First, three parameter
logistic maximum likelihood estimates of ability were computed for
examinees 10,001 to 14,000 on the SAT-V tape. Then, examinees who met
the following three criteria were included in the sample:

1. Less than 35 percent of the test items were omitted;
2. 77 percent or more of the test items were reached;
3. Estimated ability was in the range \(-2.05 \leq \hat{\theta} \leq 2.05\).

The \( z_h \) and \( z_3 \) appropriateness indices were computed for the 3478 examinees
who satisfied these criteria.

Figure 5 presents the cumulative frequency distributions for \( z_h \) and
\( z_3 \) in the sample of 3478 nominally normal examinees. The cumulative
distribution function of the standard normal distribution is also presented.

From Figure 5, it is apparent that the distributions of \( z_h \) and \( z_3 \) are
slightly asymmetric: there are relatively few examinees with index scores
between -2.0 and 0.0, and relatively many with index scores between 0.0 and
1.2. Both empirical distributions are significantly different from the
standard normal distribution \((\alpha = .01)\) by the Kolmogorov-Smirnov test.
For the purposes of appropriateness measurement, it is not essential that $z_h$ and $z_3$ follow standard normal distributions. It is important that each index be distributed similarly across values of $\theta_d$. Table 1 presents information concerning the left tails of the distributions of $z_3$ and $z_h$ within five mutually exclusive ability intervals. The left tails of the conditional distributions of $z_3$ are relatively similar across the five ability intervals. The largest difference between cumulative proportions at any cutting score is only .03. The left tails of the conditional cumulative proportions of $z_h$ exhibit less invariance; here the largest difference is .054.

The relatively large differences in conditional distributions of $z_h$ for different ability levels may result from the presence of truly aberrant response patterns in the sample of nominally normal response vectors rather than inaccuracies in the standardization approximation. (It will be shown in Section 8 that $z_3$ and $z_h$ are more sensitive to some types of aberrance for examinees of very high or very low ability.) To investigate this possibility, the research described in the present subsection was replicated using simulation data.
7.3. Samples Simulated According to the Three Parameter Logistic Model and Histogram Model

Samples of 4,000 simulated examinees were generated using the three parameter logistic model and histogram model. Hypothetical probabilities of correct responses on dichotomously scored items and hypothetical probabilities of option selection on polychotomously scored items were computed using the three parameter logistic model ICC estimates and histogram option response function estimates described in Section 6. For each simulated examinee, an ability was sampled from the standard normal distribution truncated to the interval \([-2.05, 2.05]\). Responses to 85 items were then simulated as 85 independent multinomials with response probabilities obtained by substituting sampled ability in the three parameter logistic ICCs and histogram option response functions.

Ability was estimated for each response vector by the methods described in Sections 7.1 and 7.2. Response vectors for which \(|\hat{\theta}_d| > 2.05\) were discarded so that the results described in this section would be comparable to the results presented in Section 7.2. The \(Z_3\) and \(Z_h\) indices were computed using estimated ability. Simulated examinees were then sorted into five ability categories on the basis of \(\theta\) (not \(\hat{\theta}_d\)).

The cumulative proportions of appropriateness index scores for the five ability intervals are shown in Table 2. Note that (1) there was no model misspecification or parameter estimation problem here because the item parameters and option response probabilities used to compute index values were identical to those used to generate response vectors; and (2) there were no truly aberrant response vectors present. Although the cumulative proportions in Table 2 tend to be somewhat smaller than the corresponding proportions in
Table 1, the overall pattern is similar. Again, the largest difference in conditional proportions for the three parameter logistic is .03. The largest difference for the $z_h$ proportions is .046, which again suggests that there is less invariance of the conditional $z_h$ distribution than for the $z_3$ distribution.

Shown in Table 3 are the conditional proportions of index values obtained when simulated examinees are sorted into ability categories on the basis of $\hat{\theta}_d$ rather than $\theta$. The cumulative proportions for $Z_3$ are similar to the proportions shown in Table 2. Curiously, $Z_h$ shows more invariance across ability categories in Table 3 than in Table 2.

7.4. Summary

The standardized $l_0$ indices, $Z_h$ and $Z_3$, have empirical distributions that are reasonably close to the standard normal distribution. The Kolmogorov-Smirnov tests indicate that $Z_h$ and $Z_3$ do not exactly follow the standard normal distribution. Furthermore, Tables 1 and 2 indicate that the distributions of $Z_h$ and $Z_3$ are not completely independent of estimated ability. However, Figure 5 and Tables 1, 2, and 3 suggest that these effects are fairly small. In addition, these tables show that high rates of detection of aberrant response vectors will not result solely from differences in ability distributions. For this reason, $Z_h$ and $Z_3$ are used as appropriateness indices in the next section.
8. Appropriateness Measurement with Standardized $\hat{\theta}$ Indices

8.1. Overview

In this section, we compare the distributions of the two appropriateness indices in samples of normal examinees to the distributions in samples of examinees whose response vectors have been modified to simulate spuriously high and spuriously low examinees. The power of an appropriateness index is indicated by the extent to which the index separates the normal and aberrant groups.

8.2. Normal and Aberrant Groups

The normal group consists of the 3,478 nominally normal, low omitting examinees with $-2.05 < \hat{\theta} < 2.05$ previously described.

The aberrant groups were formed by the following process. First, only examinees with less than 35 percent of the test omitted and 77 percent or more test items reached were considered. Then, starting with examinee 1,001 on the SAT-V tape, 300 examinees with estimated ability in each of the five ability categories were selected from the next 2,000 records. The $\hat{\theta}$ categories, termed quintiles, are:

<table>
<thead>
<tr>
<th>Quintile</th>
<th>$\hat{\theta}$ range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>[-2.05, -.80]</td>
</tr>
<tr>
<td>Q2</td>
<td>(-.80, -.24]</td>
</tr>
<tr>
<td>Q3</td>
<td>(-.24, .24]</td>
</tr>
<tr>
<td>Q4</td>
<td>(.24, .80]</td>
</tr>
<tr>
<td>Q5</td>
<td>(.80, 2.05]</td>
</tr>
</tbody>
</table>

These quintiles of response vectors were then subjected to various types of tampering to simulate aberrance.
The k% spuriously high modification consisted of randomly selecting k% of the examinee's original responses without replacement. Then each response was rescored as correct, regardless of the original response. Note that omits were treated as any other response category and rescored as correct if selected. Ten, 20, and 30% modifications were applied to each of the five quintiles.

The k% spuriously low modification was slightly more complex. First, each examinee's response vector was inspected to determine the proportion, q, of omitted items. Then k% of the examinee's original responses were selected randomly and without replacement. Each item was rescored as an omit with probability q. Options A through E were selected with probability (1-q)/5. Note that this procedure reflects the examinee's original propensity to omit items. Again, 10, 20, and 30% modifications were applied to the quintiles.

After tampering with the response vectors in a quintile, ability was estimated for each modified response vector using the three parameter logistic model. Then $z_h$ and $z_3$ were computed for the modified response vectors in the quintile.

8.3. ROC Curves

We used ROC curves to display the effectiveness of an index for detecting simulated aberrance. Here, a value of the appropriateness index, say $t$, is specified. Then the proportion of normal and aberrant response vectors with index values less than $t$ are determined. Let

$$x(t) = \text{proportion of normal examinees with index values } \leq t$$

$$y(t) = \text{proportion of aberrant examinees with index values } \leq t$$

Plotting the $< x(t), y(t) >$ pairs for several values of $t$ produces an
ROC curve. An ROC curve that indicates good detection of aberrance is one that rises sharply from the origin to the upper left hand corner of the plot. A random classification system would produce an ROC curve that lies along the 45 degree diagonal line. To conserve space, we only plot ROC curves for low false alarm rates: \( x(t) \leq .20 \). An elementary description of the use of ROC curves in appropriateness measurement is given by Hulin, Drasgow, and Parsons (1983).

8.4. Results for the Spuriously Low Modification

Figure 6 presents the ROC curves for the spuriously low modification, with panel (A) corresponding to the \( z_h \) index and panel (B) corresponding to \( z_3 \) index. The 30% modification is indicated by circles, the 20% modification by squares, and the 10% modification by a solid line. The 45 degree diagonal line is also plotted.

The panels in Figure 6 portray an orderly, coherent pattern of detectability. In each case, tampering with more items leads to greater detectability. This is indicated by the ROC curves for the 30% modifications always rising more sharply than the other two curves, and the 20% modification ROC curves rising more sharply than the 10% curves.

It is clear that detectability increases with increasing ability. For example, the lowest detection rates occur for the first quintile where examinees had estimated ability in the range -2.05 to -.80 prior to tampering. It is obvious that the spuriously low treatment would have relatively little
effect on the responses of these low ability examinees. In contrast, examinees in quintile 5 all had estimated ability in the range .80 to 2.05 prior to tampering. Here the effects of the spuriously low modification on each examinee's response vector are much larger, and this is reflected in very high detection rates. Note that detectability increases evenly as pre-tampering ability increases; there is not a particular ability level below which appropriateness measurement is completely ineffective and above which appropriateness measurement is quite effective.

Despite the crude estimates of the histogram model's option response functions, it is clear that the $Z_h$ index is substantially superior to the $Z_3$ index. ROC curves for $Z_h$ generally rise more sharply than the corresponding $Z_3$ ROC curves, and hence provide better aberrance detection.

A reason that the histogram model affords better aberrance detection is straightforward: aberrant responses, as conceptualized and simulated here, are essentially random. Thus easy items can be missed and some extremely improbable ($P_{ij}$ less than .01) incorrect options are selected. The dichotomous test model is sensitive to incorrect responses to easy items, but is insensitive to the pattern of incorrect option selection. In contrast, the $Z_h$ index is affected by the selection of an incorrect option.

8.5. Results for the Spuriously High Modification

Figure 7 presents the results for the spuriously high modification. Again, the 30, 20, and 10% modifications are indicated by circles, squares, and solid lines, respectively. Clearly, tampering with more items increases detectability. As expected, detectability decreases with increasing ability in Figure 7. Providing the answer key for, say, 20% of the exam to bright examinees has a relatively small impact on their answers, and is not likely to be detectable by appropriateness measurement techniques. In contrast, providing low
ability examinees with answers to 20% of the exam will have substantial
effects on their responses. As seen in Figure 7, this type of spuriously
high score is detectable, especially by the $z_3$ index.

Perhaps the most interesting result obtained from the spuriously high
modification is the finding that the $z_3$ index is clearly superior to the
$z_h$ index. This result appears counter-intuitive because the histogram model,
which provides a fuller description of the test-taking behavior of normal
examinees, should provide more power in detecting departures from normal
test-taking behavior. We believe that the superiority of the dichotomous
test model for detecting spuriously high examinees is chiefly a result of
the particular class of appropriateness indices under consideration (i.e.,
the $x_0$ class). This class of indices is subject to a "swamping" effect
when utilized to detect spuriously high response vectors on polychotomously
scored multiple choice tests. Other, more sophisticated indices may not be
affected similarly.

The swamping effect is perhaps best described by example. Table 4
presents the frequency distribution of the terms that compose $x_0$ and $x_{0,h}$
for the first examinee in Quintile 2:

$$x_{0,3}^{(i)} = u_i \log P_{i}^{(\hat{\theta}_d)} + (1-u_i) \log Q_{i}^{(\hat{\theta}_d)}$$

and

$$x_{0,h}^{(j)} = \sum_{j=1}^{A+1} \delta_j(y_j) \log P_{ij}^{(\hat{\theta}_d)}$$

respectively.
Note that prior to tampering there was only one term less than -2.0 for the three parameter logistic model but there were 17 such terms for the histogram model. After tampering, there were 5 terms less than -2.0 for the dichotomous model (an increase of 400%) and 22 terms for the histogram model (an increase of 29%). It is interesting to note that three of the smallest four \( e_0(i) \) terms for the logistic model after tampering were items rescored as correct during tampering. In contrast, none of the three smallest histogram terms had been subjected to tampering, and only two of the smallest 11 terms had been affected by tampering.

Insert Table 4 about here

This example illustrates the swamping effect. A normal number of relatively rare incorrect option selections and mistakes on easy items—as noted above, 9 for the examinee in Table 4—camouflages correct answers to hard items produced by the spuriously high modification. This occurs because the probabilities for some incorrect options are very nearly zero in the histogram model, and most examinees choose a few of these improbable incorrect options during the 85 item SAT-V exam. Swamping occurs much less in the three parameter logistic model because the model does not differentiate between the various incorrect options.
9. Discussion

From the research presented in this article it is apparent that standardization substantially reduces the confounding between measured appropriateness and ability: The conditional distributions of \( z_3 \) and \( z_h \) are more nearly invariant across ability levels than are the conditional distributions of \( l_o \) and \( l_{o,h} \). Thus, standardized index scores for examinees of different abilities can be compared more easily when making classification decisions.

It must be emphasized that our implementation of the standardization concept (i.e. transforming index values to make the conditional distribution of an appropriateness index independent of estimated ability) can be improved in many ways. An improved estimate of the conditional distribution of an index can be obtained, if not analytically then by simulation. A more "robust" estimate of ability can be obtained by reducing the relative contribution of improbable responses to the estimate (Wainer & Wright, 1980; Jones, 1982). Our studies show that standardization is needed and is easily implemented.

In pilot studies for the research described by Levine and Rubin (1979), it was found that \( l_o \) provided very low rates of detection of aberrant response patterns in samples of examinees with unrestricted omitting. Levine and Rubin found much higher detection rates when samples were restricted to low rates of omitting. To handle higher rates of omitting we have introduced polychotomous models. It is interesting to note, however, that standardization of the dichotomous model appropriateness index \( l_o \) allows high detection rates in samples with only weak restrictions on omitting rates. These detection rates seem to be nearly as high as detection rates for \( l_o \) in samples with low omitting rates.
Improved detection of response patterns modified by the spuriously low treatment was also obtained from use of the $z_h$ index. This index is sensitive to the pattern of incorrect option selection and consequently facilitates identification of examinees who choose unusual options when they respond incorrectly.

The $z_h$ index was not as effective as the $z_3$ index in identifying spuriously high response patterns. Thus, we are left with the question of whether our particular choice of a polychotomous model appropriateness index was unfortunate: Would a different polychotomous model appropriateness index provide much higher detection rates? In our current research, we have identified an optimal appropriateness index for spuriously high response patterns. Our preliminary results indicate that $z_3$ detects spuriously high patterns at a rate much closer to the optimal index than $z_h$, but not so well as to discourage refinements of $z_h$ and the formulation of an alternative polychotomous index.

Omitted items are ignored when computing the standardized dichotomous appropriateness index. The standardized polychotomous index, in contrast, treats nonresponse as the selection of the $(A+1)$th option on an $A$ option multiple choice item. This "option" is then treated in a fashion similar to the other options when computing $z_h$. Examinees who omitted a large number of items or who failed to reach many items frequently received very low $z_h$ scores. Because it seems likely that these examinees would receive higher test scores (which are a linear function of number correct minus one-fourth of number incorrect) if they answered more items, it appears that $z_h$ has identified one form of naturally occurring spuriously low test score.

The very low appropriateness scores observed among nominally normal examinees with high nonresponse rates can be seen as casting doubt on the unidimensional, local independence assumptions of the histogram model. It seems likely that there are substantial individual differences between exam-
inexes in rates of responding and willingness to guess or use partial information. These departures from unidimensionality, though obvious in retrospect, constitute an serendipitous finding of considerable practical importance. Excessively conservative examinees who are reluctant to use partial information, examinees who perseverate on difficult items and other able, low scoring examinees with high nonresponse rates indeed do have inappropriately low number right scores. It seems desirable to identify and counsel them. From the testing organization's point of view, it seems wise to exclude them from item parameter estimation samples since their presence may introduce additional sampling error (and possibly bias) in item parameter estimates.
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Table 1
Cumulative Proportions of Appropriateness Index
Scores at Various Cutting Scores for 3478 SAT-V Examinees

<table>
<thead>
<tr>
<th>Ability Interval*</th>
<th>Low</th>
<th>Mod. Low</th>
<th>Ave.</th>
<th>Mod. High</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutting Index Z3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>Curve</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2.58</td>
<td>.005</td>
<td>.014</td>
<td>.006</td>
<td>.012</td>
<td>.007</td>
</tr>
<tr>
<td>-1.96</td>
<td>.025</td>
<td>.045</td>
<td>.025</td>
<td>.030</td>
<td>.028</td>
</tr>
<tr>
<td>-1.64</td>
<td>.050</td>
<td>.069</td>
<td>.047</td>
<td>.050</td>
<td>.055</td>
</tr>
<tr>
<td>-1.30</td>
<td>.097</td>
<td>.106</td>
<td>.079</td>
<td>.089</td>
<td>.085</td>
</tr>
<tr>
<td>Cutting Index Zn</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>Curve</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2.58</td>
<td>.005</td>
<td>.006</td>
<td>.002</td>
<td>.006</td>
<td>.018</td>
</tr>
<tr>
<td>-1.96</td>
<td>.025</td>
<td>.035</td>
<td>.016</td>
<td>.008</td>
<td>.013</td>
</tr>
<tr>
<td>-1.64</td>
<td>.050</td>
<td>.055</td>
<td>.017</td>
<td>.020</td>
<td>.024</td>
</tr>
<tr>
<td>-1.30</td>
<td>.097</td>
<td>.094</td>
<td>.050</td>
<td>.040</td>
<td>.046</td>
</tr>
<tr>
<td>Total N in Ability Interval</td>
<td>650</td>
<td>643</td>
<td>643</td>
<td>672</td>
<td>870</td>
</tr>
</tbody>
</table>

* The ability intervals are: low = [-2.05, -0.80], moderately low = (-0.80, -0.24), average = (-0.24, 0.24], moderately high = (0.24, 0.80], and high = (0.80, 2.05].
### Table 2

Cumulative Proportions of Appropriateness Index Scores at Various Cutting Scores for Simulated Examinees

<table>
<thead>
<tr>
<th>Ability Interval*</th>
<th>Cutting Normal Index Score Curve</th>
<th>Low</th>
<th>Mod. Low</th>
<th>Ave.</th>
<th>Mod. High</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z₃</td>
<td>-2.58</td>
<td>.005</td>
<td>.007</td>
<td>.005</td>
<td>.003</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td>-1.96</td>
<td>.025</td>
<td>.032</td>
<td>.013</td>
<td>.015</td>
<td>.018</td>
</tr>
<tr>
<td></td>
<td>-1.64</td>
<td>.050</td>
<td>.047</td>
<td>.030</td>
<td>.035</td>
<td>.033</td>
</tr>
<tr>
<td></td>
<td>-1.30</td>
<td>.097</td>
<td>.083</td>
<td>.058</td>
<td>.081</td>
<td>.063</td>
</tr>
<tr>
<td>Total N in Ability Interval</td>
<td>748 815 762 780 795</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z₄h</td>
<td>-2.58</td>
<td>.005</td>
<td>.004</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>-1.96</td>
<td>.025</td>
<td>.013</td>
<td>.005</td>
<td>.008</td>
<td>.004</td>
</tr>
<tr>
<td></td>
<td>-1.64</td>
<td>.050</td>
<td>.042</td>
<td>.016</td>
<td>.022</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>-1.30</td>
<td>.097</td>
<td>.079</td>
<td>.033</td>
<td>.054</td>
<td>.064</td>
</tr>
<tr>
<td>Total N in Ability Interval</td>
<td>745 816 762 780 791</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Simulated examinees were sorted into ability intervals on the basis of θ.

*The ability intervals are: low = [-2.05, -0.80], moderately low = (-0.80, -0.24],
  average = (-0.24, 0.24], moderately high = (0.24, 0.80], and high = (0.80, 2.05].
Table 3
Cumulative Proportions of Appropriateness Index
Scores at Various Cutting Scores for Simulated Examinees

<table>
<thead>
<tr>
<th>Ability Interval*</th>
<th>Cutting Normal Index</th>
<th>Low</th>
<th>Mod. Low</th>
<th>Ave.</th>
<th>Mod. High</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z₃</td>
<td>-2.58</td>
<td>.005</td>
<td>.005</td>
<td>.005</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.96</td>
<td>.025</td>
<td>.024</td>
<td>.022</td>
<td>.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.64</td>
<td>.050</td>
<td>.038</td>
<td>.046</td>
<td>.042</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.30</td>
<td>.097</td>
<td>.062</td>
<td>.097</td>
<td>.080</td>
</tr>
<tr>
<td>Total N in Ability Interval</td>
<td>742</td>
<td>794</td>
<td>765</td>
<td>752</td>
<td>847</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Z₄</td>
<td>-2.58</td>
<td>.005</td>
<td>.004</td>
<td>.000</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.96</td>
<td>.025</td>
<td>.011</td>
<td>.008</td>
<td>.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.64</td>
<td>.050</td>
<td>.034</td>
<td>.020</td>
<td>.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.30</td>
<td>.097</td>
<td>.065</td>
<td>.049</td>
<td>.064</td>
</tr>
<tr>
<td>Total N in Ability Interval</td>
<td>759</td>
<td>754</td>
<td>793</td>
<td>747</td>
<td>841</td>
<td></td>
</tr>
</tbody>
</table>

Note: Simulated examinees were sorted into ability intervals on the basis of $\hat{\theta}$.

* The ability intervals are: low = [-2.05, -0.80], moderately low = (-0.80, -0.24], average = (-0.24, 0.24], moderately high = (0.24, 0.80], and high = (0.80, 2.05).
Table 4

Frequency Distribution of $l_o(i)$ Terms for the First Examinee in Quintile 2

<table>
<thead>
<tr>
<th>Interval</th>
<th>Three Parameter Logistic Model</th>
<th>Histogram Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution for Original Responses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(-1.0, 0.0]</td>
<td>74</td>
<td>37</td>
</tr>
<tr>
<td>(-2.0, -1.0]</td>
<td>9</td>
<td>31</td>
</tr>
<tr>
<td>(-3.0, -2.0]</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>(-4.0, -3.0]</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Omit</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>$Z_3 = 1.22$</td>
<td>$Z_h = 0.57$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distribution After 20% Spuriously High Modification</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1.0, 0.0]</td>
<td>70</td>
<td>39</td>
</tr>
<tr>
<td>(-2.0, -1.0]</td>
<td>10</td>
<td>24</td>
</tr>
<tr>
<td>(-3.0, -2.0]</td>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td>(-4.0, -3.0]</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Omit</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>$Z_3 = -1.96$</td>
<td>$Z_h = -1.09$</td>
<td></td>
</tr>
</tbody>
</table>
Figure Captions

1. Three parameter logistic $\ell_0$ plotted against $\hat{\theta}_d$ for 150 nominally normal examinees.

2. Histogram $\ell_{0,h}$ plotted against $\hat{\theta}_d$ for 150 nominally normal examinees.

3. Standardized three parameter logistic appropriateness index $z_3$ plotted against $\hat{\theta}_d$ for 250 nominally normal examinees.

4. Standardized histogram appropriateness index $z_h$ plotted against $\hat{\theta}_d$ for 250 nominally normal examinees.

5. Cumulative proportions for the standard normal distribution and the standardized $z_3$ and $z_h$ appropriateness indices.

6. ROC curves for the spuriously low manipulations. Panel (A) presents results for the $z_3$ appropriateness index and panel (B) presents results for the $z_h$ appropriateness index.

7. ROC curves for the spuriously high manipulations. Panel (A) presents results for the $z_3$ appropriateness index and panel (B) presents results for the $z_h$ appropriateness index.
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Fig. 5
Proportion of Spuriously Low Response Vectors Detected
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