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among market power, efficiency, and profits are explored for each group. In each case
the unit of observation is the firm. Data is collected for a random sample of manu-
facturing firmms, a set of primary defense firms fram the top five defense oriented 1
industries, and a set of defense related firms from the top eleven defense oriented N
industries. The basic model states that profits are a function of market power, effi- i
ciency, growth, product differentiation, geographic dispersion, research and development
expense, and firm size. Market power is measured by the four-firm concentration ratio
and the number of firms in each industry. Three efficiency variables are alternatively
included in the model: a ratio of value added per employee, the ratio of costs of goods
sold over net sales, and the capital-labor ratio. A series of regressions provide
same insight into the nature of the structure-performance relationships.
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Defense related firms are the most efficient of the three groups, probably because
this group includes firms fram high technology, capital intensive industry groups like
industrial chemicals and computers. Efficiency played an important role in the prediction
. of profits for this group, while the evidence suggested a smaller role for market power.
-4 | Efficiency appeared to play a smaller role in the primary defense firms than it did in the
% defense related group. The primary defense f£imms were the most concentrated and the
L% | evidence suggested a slightly more important role for the exercise of market power in this
% | group. In manufacturing, market power appeared to play the daminant role in the detemmina-
tion of profits.
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Abstract

This study investigates and compares the factors that
influence profitability in American manufacturing and in
the defense industry. 1In particular, the relationshins
among market power, efficiency, and profits are explored

for each group. In each case the unit of observation is

turing firms, a set of primary defense firms from the top
five defense oriented industries, and a set of defense
related firms from the top eleven defense oriented indus-
tries. The basic model states that profits are a function
of market power, efficiency, growth, product differentia-
tion, geographic dispefsion, research and development
expense, and firm size. Market power is measured by the
four-firm concentration ratio and the number of firms in
each industry. Three efficiency variables are alterna-
tively included in the model: a ratio of value added per
employee, the ratio of costs of goods sold over net sales,
and the capital-labor ratio. A series of regressions pro-
vide some insight into the nature of the structure-
performance relationships.

Defeﬁse related firms are the most efficient of the -

three groups, probably because this group includes firms
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from high technology, capital intensive industry groups

like industrial chemicals and computers. Efficiency played

an important role in the prediction of profits for this
A group, while the evidence suggested a smaller role for

market power. Efficiency appeared to play a smaller role

in the primary defense firms than it did in the defensc

é;; related group. The primary defense firms were the most
%fﬁ concentrated and the evidence suggested a slightly more
s important role for the exercise of market power in this
'?f‘ group. In manufacturing, market power.appeared to play
EJ the-dominant role in the determination of profits.

i: Three major data problems modify the impact of these
g;s conclusions. Firm based data was combined with industry
Eg% _ based data measures to fofm this model. The firms were
" diversified to some extent, so part of the firm's profits
f%} were earned in markets that did not match the market-

§E: specific industry based measures, for example, the con-
T centration ratios. This heterogeneity between data

ﬁ&v sources added noise to the'quel. The portion of the

'ﬁg cost of goods sold over net sales efficiency variable

:f“ that varied because of changes in factor prices, particu-
é;; larly labor costs, was undetermined. This reduced its
2?: effectiveness as an eff{iciency measure. Finally, the

EE; amount of capital supplied to defense firms was not

ggé included in the capital-labor ratio, making comparisons
g%;: with this variable more difficult.
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I. Introduction

Every economic market has a certain structure, a pat-
tern of behavior, and a set of performance results. lMarket
structure can be defined as those factors within the market
environment that influence the course of business among the
buyers and sellers operating within it. These factors in-
clude the number of buyers and sellers, the nature of the
product or service, the amount of information available to
market participants, and the degree of mobility of the
buyers and sellers. The market behavior of firms consists
of the vafious policies that participants adopt toward the
market with regard to price, the characteristics of the
product or service, research and development endeavors,
collusive activities, and other actions that may influence
the market. Market performance is a normative judgement
about how well the market employs scarce resources to maxi-
mize output. Ideally, the market should raise the quality
and variety of goods made available and improve the way
factors of production are organized so that the good is
produced more efficiently.

Basic economic theory states that a perfectly competi-
tive market results in ah optimal distribulion of renourcoe:n,
Large numbers of se¢lfish, but rational, buyers and sellers,
acting through the "invisible hand" of the competitive market

cause this optimal distribution of resources to occur where
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price equals the marginal cost of producing the good. Any
deviation from the competitive assumptions results in some
degree of monopoly. Market power refers ito the degree of
monopoly power arising from the various clements of wmarket
structure. Market power gives the firm (or cooperating
group of firms) some degree of discretion in the control of
the price and quantity of the product it sells. The main
effects in the market are reduced output, higher prices,
and excess profits.

A concept related to these issuecs is the concept of
efficiency. Efficiency simply stated is the highest possible
ratio between the value of outputs and the value of inputs.
But there are a number of different types of efficiency.
Shepherd (86:32-34) identifies three types of efficiency:
allocative, X-efficiency, and dynamic efficiency.

Allocative erficiency refers to the optimal distribution
of resources made possible by a competitive market place. A
society allocates resources efficiently if no more of one
good can be produced without having to cut back on production
of something else. This occurs when output is at the level
where marginal cost equals price for each product and firm.
At equilibrium, price will equal the minimum possible level
of average costs and each input's marginal value product will
equal its input cost. Technology and preferences are brought
into line with the relative scarcity reflected in prices.
Market power shifts choices away from these cfficient con-

ditions. Prices rise above marginal costs, resulting in
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monopoly profits. Resources are diverted to markets where

their marginal productivity is reduced. This misallocation

of resources results in a social-welfare loss to society.
Internal efficiency, or X-efficiency, refers to the

quality of management present in the firm. X-inefficiency

“is the excess of actual costs over minimum possible costs

within the firm. This causes the firm to operate within
the outer bound of its production possibilities surface.
X-inefficiency is characterized by slack, waste, and mis-
management within the firm. Market power reduces competi-
tive pressures so that cost minimization and profit maxi-
mization are no longer required for survival. This may
cause organizational slack to emerge in the firm. Managers
and workers, being human, tend to be less diligent and hard
working when the need for it is lessened. A%t the extreme,
the firm's costs may rise to absorb all the monopoly profits.

Dynamic efficiency refers to the optimal rate of
technological change. It requires that present resources
devoted td technological change be used just up to the
margin at which their expected marginal payment equals
their cost. Market power may reduce or improve this type
of efficiency. The firm may try harder to invent new
products to protect its markel share, bul il may be ulow
to apply these new products in an innovalive way.

Technical economies of scale is another source of
efficiency. The underlying technology may favor large

scale operations. Long run average cost curves typically

AR AT L S T AR G S OIS, U MAUAS I LI SIS LS LN WY, ¥



gf decline as output increases until some point is reached

fa

zé where costs level out over a broad range of output. lMost
f" industries contain some plants that are too small to ¢xhaust
%3 all economies of scale. They are operating on the "high"

o

éi‘ part of the average cost curve, which causes a cost disad-
i vantage and inefficiency.

’gi Demsetz (29:1) has characterized cfficiency as =»

2? differential cost advantage that results from scale econ- %
B

omies, downward shifts in actual marginal cost curves, and/
or superior products and marketing techniques produced by
a skilled and innovative management. As a result, the firm

can satisfy demand with a better product at a lower cost.

L SRR

%; This definition is another way of saying that efficiency
% is the highest possible ratio between outputs and inputs.
e On the societal level this notion of efficiency incorpﬁrates
%; all the aspects of efficiency so far discussed. However,
Jfg studies of market structure-performance relationships do

not ordinarily include the idea of allocative efficiency
s: because this concept is a social one, not restricted to any
%s particular market of industry. ‘As such, Demsetz's notion

of efficiency within firms or industries includes scale

Z
%

economies, X-efficiencies, dynamic efficiencies, and any

X

other factors that may lead to cost advantages or consumer

..:‘ A

preferences in the market. Caves (13:67-68) refers to these
as technical efficiencies. This characterization of effi-

ciency is now found throughout the literature on structure-

IAAAAAS
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performance relationships.
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Empirical studies of structure-performance relationships

consistently reveal a significant, positive relationship
between industrial concentration and profits (95:193).
The conventional view is that this occurs because leading
firms in concentrated markets exercise their market power
to extract monopoly profits for all through collusion.
Demsetz (29:1) claims that efficiency is associated with
increasing industrial concentration. Firms grow and capture
a larger share of the market because they are more efficient
and therefore are able to earn higher profits. These firms
get to positions of power because they are more efficient,
not by deliberately acquiring and exercising market power.
Demsetz tests his hypothesis by comparing profits for
both large and small firms in concentrated industries. If
supernormal profits are present in both large and small
firms in concentrated industries, the firms should be
equally efficient, isolating collusion as the source of the
higher profits. But if supernormal profits are present
only for the largest firms, as Demsetz found, then this
superior efficiency must be causing both the increased
concentration and the higher profits. This controversy is
the central issue of this paper: How are efficiency, market
power, and profitability intecrrelated, specifically in the
American defense sector? To examine this question, I need
to take a closer look at the structure-performance literature
to see how previous models have been organized, what vafiables

were used and how they were measured, and the types of data

employed.

ORI ATIENE LTI 0 AL T T 78 TRUINL TR T S S SR S A SRR AR RN R



Chapter 2 contains a comprchensive review of these
various models. The first part of the chapter deals
explicitly with the different predictor variables used to
explain the structure-performance relationship. The
theoretical justification for each measure is reviewed,
along with any competing viewpoints. Data and specification
problems are outlined. The market claszification schenes
are then discussed, along with the relative merits of
industry or firm based analysis. Finally, there is a dis-
cussion of the various viewpoints in the debate over the
relative influence of market power and efficiency.

Chapter 3 discusses the makeup of the defense sector.
The structure of the defense market, including both the
buyer and seller sides of the market, is desaribed ir some
detail. The conduct and performance of the market are also
reviewed, with particular emphasis on the price and profit
performance of defense firms. The latter rart of this
chapter is a review of the known studies of the structure-
performance relationship in the defense sector and the
results of those studies.

Chapter 4 describes the methodology involved in this

study's empirical investigation of defense structurec-

performance r ' onships and their comyaricon to non-
defense relat: « The regsrecsion nodel o explained
and justifiec¢ * first part of tie ohaptery  The
Compustat data base is described, alorn.- ~i'' !'ue inai--

quacies present in this firm based da*a. inalily,




fﬂ construction and characteristics of the various defence and
e . .

'; manufacturing data bases is explained.

',

The concluding chapter is an analysis of the results
2 of this study and a comparison with previous work by other
o authors. Findings about the nature of market power,

efficiency, and other factors is discussed, both for the

(]

defense sector and for all manufacturing.
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Review of the Literature

The basic, mainstream theoretical model of industrial
profitability identified by Martin (63:59) as common to most
studies is:

n = £(C,BE,D)

where m is some measure of profitability, C a vector of
variables describing the size distribution of firms as a
measure of the ease of collusion, B a vector of variables
describing the nature of entry barriers, and D a vector of
variables describing the demand side of the market. Most
explanations of market structure start with these major
elements in some form, although the exact functional form
is still a matter of debate. Market performance is
generally measured by some measure of firm profits, the

surplus of revenues over costs for a given period.

profit Measures

A number of conceptual and data problems arise when
measuring profits. Data is often imprecise or too aggre-

gated, and accounting practices differ among firms and

industries. Profit data is often biased toward under
reporting for tax purposes, especially in highly profitable
firms. On the other hand, relatively unprofitable firms
may exaggerate profits to please stockholders or fend off
merger attempts by other companies. Depreciation practices

also differ widely. Jacquemin (45:142) points out that
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accounting profits may include some rent on owned property
and/or some interest on invested capital, biasing returns
upward. Weiss (95:196) observes that assets are often esti-
mated up or down according to their profitability. For
instance, investments that do badly are sometimes devalued
on balance sheets to more accurately reflect their earnings
potential. As a result, equity tends to .increase in highly
profitable firms and decrease in less profitable ones.
Phillips (77:244-245) notes that such costs as advertising
and research and development costs are normally expensed
instead of capitalized, which biases profits upward in
industries that invest heavily in these areas. Firms that
value their assets at original cost also cause a bias when
inflation is present, according to Weiss (95:196). The
agssets of slower growing firms will tend to be older so that
their equity will be relatively undervalued and their rate
of return on equity exaggerated relative to rapidly growing
firms. Some profit elements are recorded as part of wages,
especially in the more profitable firms (45:142). This can
be most pronounced in small firms where the managers are
often also the main owners. Salaries and prerogatives may
rise above market levels to ahsorb some portion of excess
profits. With these shortcomings in mind, four measures

of profitability have been widely used in empirical studies
of industrial organization. Martin (62:474-475) and Weiss
(95:196-201) both identify these as rate of return on

equity, rate of return on assets, price-cost margins, and
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rate of return on sales. Jacquemin (45:142-143), Phillips
(77:244-245), and Shepherd (86:267-269) identify only the
first three as popular measures of profitability.

A very popular profits measure (see Table 1 for a
survey of studies on the structure-profits relationship)
has been the rate of return on stockholders' equity,
measured as (v-T)/SE, where m is before tax profit, T is
tax payments, and SE is stockholders' equity. Hall and
Weiss (42:320-321) hold this to be the most appropriate
variable because it is the type of profit that managers
would rationally seek to maximize. Comanor and Wilson
(21:427) agree:

««ebecause firms presumably maximize profits,

rather than the sum of profits plus interest

payments (referring to return on assets). The

rate of return on stockholders' equity will

therefore be a more sensitive indicator of the

extent of freedom from competitive constraints.
In other words, these researchers feel that this form of
profitability most accurately reflects the effects of
market power. Most studies subtract out taxes in the
numerator because firms focus on after tax profits,
changing behavior if necessary to minimize T.

An alternative measure of profits is the rate of
return on assets, usually measured as (T+I-T)/A, where I
is the interest payments and A is total assets. This
approach, like return on equity, is susceptible to varia-

tions in the type of depreciation employed. Jacquemin

(45:143) notes that this approach also includes debt,

10
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x\§ which could be affected by the firm's capital structure.
o8
N Stigler (88:124) argues for return on assets as a relevant

profit measure:

.ﬁ If lenders correctly estimate future risks on b
Y] average, therefore, we should expect them to
Y demand a nominally higher rate when they are
o) asked to assume larger risks. If the rate is

higher only by the actuarial value of future
risks, we would say there is no risk aversion.
wd In this case we would expect the net realized

: rate of return to be independent of the relevant
amounts of borrowed funds and entrepreneurial
equity in an industry...the essential symmetry
in the theory of interindustry allocation of
loan funds and equity funds supports the view
that they should be combined in calculating

the rate of return.

B A
bed 04

&

in this way the total return (profit plus interest payments)

-

on all assets corrects for differences in leverage across

LA

industries (62:475). A number of empirical studies, in-

o %

X

o
oy

cluding Demsetz, have used this approach.

oy The rate of return on sales (S) is usually measured

by (n-T)/S. Weiss (95:198) argues that two firms with the
same degree of market power would not have identical rates
of return on equity if their capital requirements per dollar

of sales differed. The firm with the higher capital require-

X% ments would have more equity and would receive more "normal

%E profits" (profits needed to attract capital). This firm

%} ' would therefore have a lower return on equity. Market

i? power can be isolated more effectively, according to Weiss,
Fﬁ by using return on sales and controlling for capital cost

through the capital bto sales ratio.

Collins and Preston (15:272) defend the use of a price-

cost margin (PCM) as subject to fewer of the aforemcntioned
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arbitrary and distorting factors. This variable attempts to
capture the effects of market power by measuring the relative
gap between price and marginal cost. The price-cost margin

is computed as (VA-W)/S, where VA is the value added, W is

the payroll, and S is the value of shipments for the Census
defined industry. Value added, according to Shepherd,
(86:269) is the value of shipments minus materials, fuel,
supplies, energy, and contract work. The numerator includes
not just accounting profits, but depreciation, advertising
costs, capital costs, central office costs such as research
and development, taxes, rent, and untabulated input purchases.
Weiss (95:227) claims that PCM's give the most accurate
accounting profits, but the failure to control for advertising
and central office costs detracts from their usefulness.

As noted by McFetridge (67:347) and others, the inclu-
sion of capital costs in the PCM implies that, ceteris
paribus, the PCM will be higher in more capital-intensive
industries. These industries may also be highly concentrated.
To account for capital costs and to avoid a possible spurious
relation between PCM and concentration, an index of capital
intensity (normally, the capital to sales ratio) should be
included in the model as an independent variable, just as
when return on sales is used as a profit mecasure.

Shepherd (86:269) points out that PCM's are usually
based on average revenues and costs for entire industries.

As such, they average together what may be highly differing

data. A major advantage is that each element of the FCM

12




equation is available from census data at the four digit

level. This data is usually more reliable than the =, SE,

and A measures necessary for other profit variables. This

data is usually obtained from Internal Revenue sources
(62:485). Thus PCM's are used extensively in industry
based, cross sectional studies of the structure-profit
relationship. The other three profit measures are nmuch

more common to firm based studies. Both Weiss (95:199)

and Shepherd (86:269) point out the PCM is the most accurate
measure of the relative gap between price and marginal cost,
and most accurately reflects the role of market power and/

or efficiency.

Size Distribution Measures

A major part of the variables that explain profit-
ability is embodied in C, which is a measure of the size
distribution of firms, otherwise known as a measure of
concentration. A significant, positive relationship be-
tween concentration and profits is probably the most widely
reported phenomenon in the industrial organization litera-
ture. Traditional oligopoly theory holds that this rela-
tionship reflects the ability of leading firms in concen-
trated markets to collude in some fashion (3:1). Encaoua
and Jacquemin (32:89) have compiled a list of properties
that a measure of concentration should possess to enjoy
sound theoretical support. The first three concern
properties related to size distributionrs when the number

of firms is fixed: (1) The measure must not record a

13




decrease in concentration if s smaller firm loses part of
its market share to a larger firm; (2) For a given number
of firms in the industry, the measure should take on its
minimum value when the firms have equal shares; (3) If two
industries composed of the same number of firms are such
that the aggregate market share of the K biggest firms in
the first industry is greater than the aggregated market
share of the K biggest firms in the second industry, for
K=1,....N, the same inequality should hold between measures
of concentration in the two industries. The next two prop-
erties concern cases when N is variable: (4) If two firms
merge, the measure must not decrease; (5), The measure
should not depend on the absolute size of the market or
industry, but rather on the relative market shares of the
firms. In addition, according to Davies (26:306), the
measure should provide a complete description of the two
major dimensions of structure: the number of firms, and
the size dispersion, or degree of variability in market
shares. There is no general agreement as to the relative
importance of these issues, but they can be used as a
starting point to judge the merits and limitations of the
existing concentration measures.

According to Weiss' (953204-20) 1974 survey, by far
the most common concentration measure used in empirical
studies has been the four firm concentration ratio, which

is the summed market shares of the largest four firms in

the market. More recent research confirms that pattern

14
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(4L9:445; 51:107-108), Concentration is the mosi common

2,

proxy for market power. 1In general, this concentration

?ﬁ‘ measure can be written

" k
2% Ok TS5 (1=1,.0.K, K41,..00)

’i\
v where the ith firm has rank i1 in descending order of market
;;g share, C = the sum of shares of the top K firms, and Si =
{ig firm i's share. Other values of K have been used in research,
;xr usually for the eight firm concentration ratio. Empirical
gﬁ studies have usually found similar results for concentration
.331 ratios with any value of K. Concentration ratios and other
:;\ size distribution statistics are generally highly correlated
;gi ' (above .90), although Kwoka (49:445) questions the prevail-
:3 ing view that the choice of concentration measure is there-
‘; fore unimportant. Kwoka argues that high correlatiocns

gﬁ between measures of market structure and substantial
;;2 correlation between one measure and industry performance
>;_ need not necessarily imply a relationship between other
5;§ measures and performance (49:447). Kwoka tested ten con-
i: centration ratios, C1 through C10, as part of a structure-
??i performance study based on 314 four-digit 1972 SIC industries
”}3 using.PCM as the performance measure., He found the two firm
?;b concentration ratio empirically superior, which suggests
f;j industry's ability to coordinate behavior and raise vrice-
_Sg cost margins may not Bo determined by C8 or C4, but by the
?§§ leading two firms. Kwoka concludes the morc aggregated
o ratios are too inclusive., Adding shares not causally

3
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related to performance may acdd enough random noise to reduce
statistical significance (49:450). Since most studics based

on G4 have already shown a positive, significant relationship

between concentration and profits, Kwoka's results suprsest

that this correlation may be even stronger than previousl:
believed. Before a researcher rejects the hypothesis that
concentration and profits are related, he/she may want o
test a less aggregated concentration ratio.

The value of a concentration ratio, CK’ varies betwecon
K/N and 1. This index clearly satisfies Encaoua and
Jacquemnin's five basic properties, but it is not without
fault. The major flaw in concentration ratios is that
they take no account of market share transfers outside
the leading firm group of K firms (26:306; 50:183; 33:219).
Changes outside the leading group may ‘ndicate important
changes in the competitive situation, however. The con-
centration ratio also ignores size inequalities within the
leading group of firms (itself arbitrarily defined) and
emphasizes only the inequalities between the leading group
and all other firms (26:306). As such, concentration
ratios lose valuable structural information.

The number and size inequality of firms can be
summarized by the Herfindahl index, which is simply the

sum of the squared market share values:

I\
H = E% 5.2

i=1"1

16

e f\'\' <

SO PRI I I T e P TP e P T R AT AT T LT

2}



This measure accounts for all firms in the market, weighted

according to relative market share. The smaller the firm,
the less it counts (50:183). The value of a Herfindahl
index varies from 1, which occurs when all firms hold an
equal share, to T,Ngiven by the case of a monopoly where
one firm occupies the whole market (37:51)., Tt is éasy

to see theoretically that H is positively related to
profits. Few researchers have been able to verify this
empirically on a large scale because data on market shares

is rare. McFetridge (67) has done so with Canadian data.

Another way of expressing H is:

H = N02 u

=—

where 1 is the mean market share and o° is the variance
N :
in shares. Kelly (47:51) shows that when firms are

identical, o = 0 and N = 1. 1In this case H is a numbers
H
equivalent. That is, the reciprocal of H is the number of

equal share firms which would generate that measure (47:51).
~“Ip this case, H = 1 and since there is no size dispersion,
alI“concentration gepends on fewness. Kelly rearranges
terms to develop

2

H = {(N-1)0> 2

+ 1}/N so that LIM H = of

Nn->oo

2 . . . . L
where oy, is a standardized dispersion mcasure. In tnis
case there is no concentration due to fewness, and all con-

centration depends on dispersion.

17
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§$ The Herfindahl index is clearly superior to concentration
ti& ratios because, in addition to satisfying the five basic prop-
{i‘ erties mentioned earlier, it embodies both dimensions of firm
,j§ numbers and share inequalities for the whole market. Many

-ﬁ% authors (50:183; 83:186; 47:50) feel H is the "ideal™

S measure of the size distribution of firms. Its major

_a% deficiency concerns the weights that are associated with

;%; the separate characteriétics of numbers and share variance,
;gl which Kwoka (50:183) finds essentially arbitrary. He argues
3Ei that use of the H index implies trade-offs between these

-Eé structural features that may not be well considered.

:; Phillips (77:242) agrees, arguing that share variance is

,€§ weighted too heavily. The major practical reason for not

E; using H as a concentration measure, according to Kelly

‘ (47:50) and Horowitz (44:464), is that it requires data

jﬁg on the market shares of every firm in the industry, which

fE% is not generally available. Since exact values for H are

i seldom available, Schmalensee (83:186) suggests using some

L 4

» ‘:.

sort of a surrogate summary index. He develops and tests

WK
d t-".&

twelve surrogates against known "ideal" H values for 114

\ ,1’"’

- four-digit manufacturing industries for 1947 and 101 such
industries in 1954. Several of these complex surrogates

constructed with more readily available information yielded

ey
AARDA

-
,
«

values very close to the H values. The C8 and C4 concen-

2oxH

2P

tration ratios did not approximate the known H valucs very

ol

well, although C4 did somewhat better.
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s A more recent summary concentration index is entropy,

ship (32:92). This weighting function tends to reduce the

:E: a measure of the degree of disorder of uncertainty in a
o
( market's structure (44:463). The enlropy assigned to the
f#: distribution of market shares is given by:

e N
b = 1

B o= [538;006(5 )

i

Ny

)
-§$ where Si again represents market shares. The higher the
,‘.h

X2 entropy measure, the greater is the uncertainty for a

fﬁi firm to secure or retain any particular customer relation-
0

- SR

¥
N

importance of the largest firms (32:92). The value of the

entropy measure is minimized at zero when there is a

..( .w l':

N monopoly and therefore no uncertainty in market shares.
4x,

) Entropy is maximized at LOG N when all market shares are
U equal for a given number of firms (44:463). 1In addition,
Ta any tendency toward the equalization of market shares
NS
B increases E, and given comparable Si distributions, in-
ii: creases in the number of firms also increases E. The
(3]
Qﬁi latter factor plays a diminishing role because of the use
S of logarithms. The addition of another firm when numbers
N " are already large becomes less significant (45:47). The
\% degree of concentration,
A 4
X LI il Q
'.. CE - i=1SiLOG n.)_.L
T
v*'l

i
~ is an inverse measure of entropy and varies from -LOGN to
;3 0 (32:92). The number %OCF - 10" can be interpretced as

X g

o
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the number of equal sized fi~ms in an industry whose con-
centration is the samc as given by Cp (32:92-93). Entropy
(CE) satisfies all the desired properties mentioned earlier.
Horowitz (32) has shown empirically, using Europcan data,
that CE is positively, significantly associated with profits.
Entropy employs a different weighting scheme for the two
dimensions of firm numbers and share inequalities. Also,

if the sample being investigated can be disaggregated into
different subsets (firms in different industries, countries,
size groups), one can determine the contribution of each sub-
set to total entropy by breaking down the over-all index into
its different weighted elements (45:47). Another related
measure is relative entropy, which is entropy divided by

its maximum value:

This measure shows how the actual degree of dispersion
compares to the maximum amount possible for a given number
of firms. Miller (69:110-111) has shown empirically that
relative entropy is positively and significantly associated
with price-cost margins. A dispersion of output shares
close to the maximum allowed by E and N permits a greater
possibility of effective collusion and thus produces a
greater price-cost margin, according to Miller (69:110).
Entropy measures are seldom used in empirical studies

(see Weiss survey, 95:204-220) for the same reason that

H is rarely used: market share data is generally unavail-

able,




A number of lessor known concentration measures

exist in the literature. The Gini coefficient measures the

. area between a Lorenz curve, x, representing an accunulating

2000

{ﬁg total of market shares in the industry, and a diagonal line,
) ) ]

j:‘H f(x), representing an accumulating total of firms with

v

equal market shares (45:49). The Gini coefficient can be

written as:

o8
LN, G ¢+ [ {x-f(s)}dx

0
25
LE%; The number of firms does not influence G because a market
=N
Ay :
;#ﬂ composed of two firms with 50 percent of the market each
o dwr
_;ig would result in the same concentration value as a market of
;:ﬁj twenty firms with 05 percent of the market each. G measures
B
2 share inequalities fairly well, but the total disregard for
;’N' one dimension of structure, firm numbers, seriously weakens
A o) .
%§; its effectiveness as a measure of collusion (26:306). The
20
? LYy Rosenbluth index is based on the rank of each firm as well

as 1ts market share. It gives more weight to the numbers

i's and importance of smaller firms (86:188-189). The Linda
i;s index, popular in European research, attempts to define the
égg boundary between the leading, strategic group of

;f; oligopolists and the other firms (45:48).

;$: Kwoka (50:18) separates the two main aspects of a
é)?, concentration measure (firm numbers and size inequality)

gﬁ into two separate independent variables. Firm numbers

fgi are measured directly and size inequality is measured by
?Eg a "dominance" index (D), given by

e

R s
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D= 15(81-8444)
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AN where the Si's are ordered from largest to smallest. This
.- measure focuses on the pattern of shares in an industry,

rather than the simple sum (as with concentration ratios)

RS — 1 P

g or some measure of dispersion combined with firm numbers

ﬁ (as with E or H). When large gaps occur between consecutive -
: shares, inequality or dominance is present and D tends to .
:2 unity. With equal size firms the index falls to zero, p
;; regardless of the number of firms (50:184). 1In industries K

with a long thin tail of small firms, D changes very little

over the range of the distribution. Kwoka tested this two

? part concentration measure empirically, and found higher :
, price-cost margins in industries dominated by one or two

ig' leading firms, rather than in industries with equal size h
f\ firms or with large concentration ratios regardless of how

market shares werée distributed (50:188).

Py | RO
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The relationship between concentration and profits may

et
P I

be disjointed. Geithman, et al (38:346) have claimed that X

1 Fga

some critical concentration ratio may exist below which

gf there is no relationship between concentration and profits. ¢
é; Leading firms can collude effectively to raise their profits :
e only when this eritical ratio has been exceeded. At the

critical ratio firms become few enough to recognize and E
f' exploit their interdependence. Kwoka (51) rclated 1972 E
- price-cost margins to leading firms' market shares for
kN
| 22
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31, four digit industries. He found that margins increased
with large market shares for the two leading firms, de-

creased with large third firm shares, and were not signif-

4 FLIREAPLEVIATNE i RPN

icantly affected by shares for smaller firms (51:108).
The share effects also appeared discontinuous, with
definite breaks. The strongest concentration effects
appeared with a two firm concentration ratio around ,.35.
There was no significant further effects on margins above
or below that level. Geithman; et al (38:3,7) criticized
this approach because it is based on a broad range of
industries. They claim that many other variables beside
concentration affect the ability to collude. They write
that it is probably easier to collude when customers are
many and small, when sales are to buyers who report all
bids honestly (the government), and when buyer turnover
is low, among other reasons. Since these are industry-
specific characteristics, they conclude that critical
concentration ratios differ greatly among industries,
a result they verified empirically.

Several studies focus on the role of market share as
an important structural determinant of profitability
(15, 34, 35, 87). These types of studies have
generally been difficult because accurate business unit
level data has not been available. Shepherd uses market
share (M) and a group variable G together to predict

performance, where G(CL-M) is meant to capture the role

of the group as distinet from the firm's share. Shepherd

23
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studied this question with hoth firm (87) and industry (85)

;;B based data. Market share data was derived from the Fortune
;“ Plant and Product Directory and a large variety of other

af; sources. He found that profitability (return on equity

f;ﬁ after tax for firm study, PCM for industry study) was

. positively associated most highly with market share, while
L:g concentration and the groﬁp variable showed relatively little
Sgﬁ association independent of the role of market share. Shepherd
i (86:178) sees the strong role of market share shaped by the
g’ underlying determinants of market power and scale economies.
tii Gale (34) also examines the role of market share in a firm

»i. based study using return on equity after tax as a profit

‘53 ' measure. Gale uses Standard and Poor's "Compustat" data,

‘$§ the Bureau of Census' "Industry Profiles" and Dun and

% ’ Bradstreet'!s "Dun's Market Identifiers" to construct market
’%3 | share data. Gale hypothesized that share should interact

fji with concentration in determining profitability, with

v profit more responsive to share in highly concentrated

?it markets (34:413). He found that high market share was

i%ﬁ associated with high rates of return and that this effect

was enhanced by high concentrations. Gale stresses the
interactive effects of share and concentration in deter-
mining profitability. Caves, Gale, and Porter (15) later
re-examined this relationship using business unit level
data collected by the Profit Impact of Market Strategy

(PIMS) program of the Strategic Planning Institute. They

conclude that a behavioral relationship existed between

I_A’! -
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share and profitability for firms in concentrated marketsc.
A recent study (35) by Gale and Branch attempts to

; test the relative explanatory power of concentration and
ES? market share in the profitability equation. According to
Eé Gale and Branch, proponents of the view that concentration
b plays the prominent role assume that most firms operate
_?% near the flat portion of their long run average total ccst
QTE curve and that the burden of maintaining prices through
f’l excess capacity absorption falls primarily to the high
:ﬁf share firms. Those who see market share in the prominent
f:g ' role claim that cost advantages resulting from scale
fﬁﬁ economies reflect a positive relationship between share
f?; and profits. So, according to Gale and Branch (35:85),
f?J those who think concentration facilitates oligopolistic
: collusion and higher profits expect the concentration-
éé% profits relation to dominate, while those who feel that
Sﬁ% market share facilitates efficiency see the market share-
%j\ profits relation as dominant. Of course, if both scale
::3 economies and collusion affect profits, both market share
;ég and concentration may play a significant role in profits.
?ﬁ* Gale and Branch also use the PIMS data from the Strategic
$:i Planning Institute for business unit level data in their
tﬁjj firm based study. Their profit variable was return on
iit investment, a choice they defend by citing high correlations
,5; with return on sales and return on equity. They find that
;yf market share contains far more explanatory power than either
' concentration or even a share/concentration interactive
73&5 variable (35:90). They conclude that the dominant relation-
% 25
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ship is not between concentration and industry profits,
but between market share and firm profits. Thus, according
. to this study, lower costs achieved through efficiencies
l§§4 associated with scale economies account for most of the
;% higher profitability of large share firms, rather than
’ the higher prices made possible by oligopolistic coopera-
,ég tion achieved through concentration (35:98). Gale and Branch
:}é further claim that the weal positive relation commonly
}’ observed between concentration and profits with industry
ég or company wide data represents a blurred, aggregate view
‘@ﬁ of the more basic underlying link between share and profits
;: via efficiency.
&
5: Kwoka (51:108) argues that past failures to obtain a
,gg more powerful concentration-profits relationship were
caused by concentration ratios (commonly C4) that were too
~%§ broad because the two firm concentration ratio is a more
:ég accurate index of market structure and oligopolistic
iﬁ coordination. Gale and Branch (35:99-100) address this
;gg hypothesis by dividing their data base into two groups:
Ffs one group with firms ranked first or second in their
;%i industries, and a second group with all other firms.
JE£ They find the share index highly significant and concen-
;Eﬁ tration insignificant in both regressions. These results
ou verify the share-profitability via efficicency relation-
ship over Kwoka's profits-lwoe firm concentration via
collusion relationship. |
26
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Entry Barriers

A second major set of variables used to determine

. profitability is entry barriers (B). Entry barriers arc

S
ﬁﬂ& factors that 1limit the "likelihood, scope, or speed"
~f (86:182) of potential firms to enter the market. Shepherd
‘ (86) and Jacquemin (45) both identify three major sources
;§ of barriers: economies of scale, absolute cost advantages
o of established firms, and product differentiation. Other
N lesser variables are also discussed in the literature.
:f% These include research and development expenditures, rislk,
f%ﬁ diversification, and growth. Entry barrier variables arc
: usually difficult to measure reliably. In addition, each
PNE source of entry barriers is important only in some industries,
§$; or perhaps only to certain firms within industries. Theré
;; is some question about whether or not entry barricrs exert
Eg a significant influence on profitability independent of
é%ﬁ concentration. Mann (58, 59) and Orr (74) have conclué¢-d
e from their studies that high barrier industries are sig-
?Ef | nificantly more profitable than other industries, inde-
4

'i& pendent of concentration. On the other hand, Martin (46)
'Eé and Rhoades (80) have concluded that barriers to entry
:;g- influence profitability only through their influcnce on
ég concentration no maller what type of nrofit measurc is
oy used. The former view appears to be more prevalent in
'ﬁg the literature.
"4 The weight of empirical evidence indicates that long

run average total curves are flat over broad ranges of




output. For this reason tlie point at which they are first
minimized becomes important when considering entry barricrs.
If the minimum optimal output represents a significant

share of market demand and if the cost curve rises sharply

to the left for outputs smaller than minimum efficient

plant size (MES), the potential entrant faces a barrier to

entry (45:119). MES is commonly used as a measurc of scale
economies in empirical studies (Ref 17, 27, 56, 67). Lyons
(56:19) identifies four major barrier effects of MES: (1) A
large MES relative to market size results in difficultics
attracting enough customers away from existing suppliers

to achieve full production economies, (2) A large MES
raises initial capital requirements, (3) A large MES

causes difficulties attracting labor from established
firms, and (4) A large MES results in an entrant reducing
the product price and/or provoking retaliation by estab-
lished firms.

Since MES cannot be measured directly, several proxies
have been suggested; Weiss (95) suggests using the midpoint
plant size as a proxy for MES., The plant size at the mnid-
point of the output distribution is taken to represent MES
Comanor and Wilson (21) suggest the average size of the
largest plants accounting for 50 percent of industry ship-
ments. They found this measure highly corrclated with the
Weiss pfoxy (17:135). These two mecasures have become the
most common MES proxies (17, 47, 48, 90) in the litcraturec

and are usually expressed as a percentage of inductry sales
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by dividing by total sales or shipments (MES/S but here-
after still referred to as MES). Caves, Khalilzadch-
Shirazi, and Porter (17) add a cost disadvantage ratio

(CDR) to the Weiss MES mcasure. They argue that entry
conditions will vary with both the minimum scale necescary
for cost minimizing production and by the costl penalty
associated with less than minimum efficient scale operation.
The CDR indicates the disadvantages associated with sub-
optimal scale. They define the CDR as the average value
added per worker in plants supplying the lower 50 percent
of indusfry value added divided by the average value added
per worker in plants supplying the top 50 percent (17:135).
A large CDR indicates that smaller plants are on a more
nearly equal footing as the larger plants. Caves, et al
constrained the CDR to less than unity. They found
empirically that CDR and MES interact to determine scale
economy entry barriers and that large MES's generate sig-
nificant entry barriers only when the CDR of small scale
plants is "significant". Lyons (56:131) and Davies (27:290)
have both noted that these MES proxies and plant concen-
tration are highly correlated. Davies notes that these MES
proxies are inversely related to firm numbers and positively
related with size inequalities, two properties of any good
concentration measure (R7:290). Davies rccommends that
these proxies not be used for this reason, and suggest
Lyons' proxy (56:26-27), which is based on observing the

relative incidence of multi- and single-plant firms in
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the industry.

A second type of entry barrier is caused by absolutely
lower levels of production costs in some firms across Lhe
entire range of output. This variable is generally called
absolute cos’ advantage. Shepherd (86:182) describes a
"size barrier to entry" based on the ability to gather large
amounts of relatively cheap capital. This type of barrier
especially inhibits entry into capital intensive industries
where MES is large. Other cost advantages include patents,
exclusive ownership of supply sources, and favorabhle
locations (86:182). Caves, Khalilzadeh-Shirazi, and Porter
(17:137) measure absolute cost advantages with an absolute
captial requirements variable, calculated as the product
of MES and the industry capital-sales ratio. The higher
the ACR, the higher the entry barrier will be. Martin (62),
Orr (74, 75), and Porter (78), among others, have sincc
used ACR as an independent variable in their empirical
studies of the structure-performance relationship. Martin
(62:476) points out that MES and ACR are functionally but
not linearly related; he finds their correlations to be
less than .5 in his study.

A third major source of entry barriers is provided by
strong consumer preferences for established, differentiated
products., Product differcentiation transforms similar fonds
into imperfect substitutes so their prices can differ and
the market can be segmented. Product differentiation

arises primarily from advertising and other market stratcgina.
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An established firm can create preference for brand names,
which requires the potential entrant to advertise heavily

to overcome the advantage. The most common proxy for
product differentiation is the advertising-sales ratio

(A/S) popularized by Comanor and Wilson (21:428). This
variable is measured by dividing industry adverticing
expenditures by industry sales. A number of empiricél
studies have used this measure (43, 62, 75, 78). The

basic data difficulty with A/S, according to Phillips
(77:245), is the absence of comprehensive, consistent
information across industries. Cowling (24:10) also finds
conceptual problems with A/S. Cowling suggests that A,

the absolute advertising in the industry, is a more

accurate measure of this entry barrier because the relecvant
measure is the absolute volume of advertising messages
received by the consumer. A large industry like auto-
mobiles may have a very low advertising-sales ratio (.6
percent according to Comanor and Wilson) but have a much
higher advertising impact due to larger absolute expen-
ditures compared to the perfume industry with an advertising-
sales ratio of 15.3 percent (again, according to Comanor and
Wilson) (24:10). Shepherd (85, 87) has favored the use of

A over A/S for this recason. Another approach to advertising
has been the usc of a dummy variable to account for system-
atic differcnces in advertising expenditures (6:291).

0o

Consumer goods industries advertise far more heavily than
g

roducer good industries, so this dummy variable assigns
g B
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a value of one to consumer goods industries and a valuc of
zero to producer goods industries (80:154). This has been
a popular approach in recent empirical studies (3, 6, 17,
48, 51, 80).

Research and development intensity is occasionally
described as an entry barrier. Mueller and Tilton (71:578)
justify this belief by citing two main factors. Tirst,
barriers exist to the extent that scale economies exist
in the R&D process. Secondly, R&D barriers exist when
patents and technical knowledge accumulate for the estab-
lished firm. Orr (15:61) measures R&D intensity by divid-
ing R&D related expenditures by industry sales. Orr finds
R&D intensity moderately important as an entry barrier.
Martin (64:30-31) likewise expects the impact of R&D
activity on profitability to be positive, assuming that
R&D expenditures reduce costs or create a product differ-
entiation advantage. However, he cites a recent study by
Caves, Porter, and Spence that found a negative impact.
They suggest the reason for this is that heavy investment
in R&D may signal a market environment in which actual and
potential competition is intense.

Risk is also occasionally mentioned as a possible
entry barrier. Orr (75:61-62) believes that business
people are by nature risk averters so that, for any given
profit rate, as the standard deviation of industry profits
increases, incentive to enter decreases. His meacure of

risk is therefore the standard deviation of industry profits
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for some arbitrarily defined recent period. Stonebraker

(89:33) sees risk as the vehicle through which all other

i. entry barriers operate. For instance, the risk of entering

£§ an industry with significant scale economies is likely to

;E be high, so any excess profits of established firms will

. more likely be protected from new competition.

?; Industry growth is sometimes descfibed as a barrier ?

v )

A AL A

4

to entry. Industry growth is usually defined as a percen-

tage change in sales of the current year over some recent

. -

és year. If the industry grows rapidly, the dominant firm(s)
;E may find it more difficult to exclude new entrants. Martin
) (63:60) states that growth should make entry easier, all
fi other things being equal. Orr (75:60) agrees, and finds
J a weak, positive relationship between growth and profit-
r ability. But Shepherd (87:26) argues that growth's effects
,3 may be ambiguous. Diseconomies may‘occur at high growth
:E rates because a 'series of reorganizations may become
y

necessary to cope with the greater size. These reorgan-
izations may detract from orderly management and quality

controls could deteriorate. Also, growth may be achieved

INRRRTER

through pricing strategies that sacrifice current profits

T~
i: for a larger market share in the future. These factors may
33
N~
fﬁ or may not outweigh the positive entry barrier effects of
Y
- growth., Bradburd and Caves (11:635) have drawn a distinction
;% between expected or long term growth and unexpected growth
o
" in their study of the profits-growth relationship. They
:'J
T identify three current, independent theoretical models of
X 33
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growth. First, unexpected demand growth will increase
profits when this demand exceeds the industry's planned
production or capacity. The duration of these windfall
profits will vary with the time required to change produc-

tion or capacity. Secondly, unexpeccted growth may affect

profits by increasing the recognition of mutual dependence

o
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in oligopolistic markets. Profits will also increase with

i& expected or long term growth rates in concentrated indus- J
:f tries through structural conditions correlated with seller ‘
g% concentration. One model indicates a negative profits-

§§ growth relationship. If the amount a buyer purchases now

i; increases the amount demanded in the future through habit,

g ' reduction of uncertainty, or technical interdependencies, 1
g} then a lower current price can be expected to increase

:l; growth. Bradburd and Caves (11:64)) tested these theories i
iﬁ by separéting expected and unexpected growth in their j
;§ empirical study. They found both forms of growth posi-

_ tively related to profits, which supports the first two

#} theoretical models mentioned. The third model was not

f' supported by their data, probably because industry's

‘: pricing strategy emphasized current profits over future

;S - profits.

hT~

’Ei The third major set of variables usecd to determine

\ profitability is contained in D, the variables that explain
the demand side of the market. The structure of the demand
side of the market will have an important influence on

profitability because the number of buyers may be small

Prop—
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enough to have a significanl. influence on the market price.

Buyer concentration or countervailing power is the demand

side economic power that may constrain the exercise of
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market power by firms on the supply side. Another major
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.‘-".‘.-'l..

aspect of D is the market price elasticity of demand, E.

.
.

Higher elasticities will tend to result in lower prices
for the industryas firms will be more likely to lower
prices to benefit from the expanded amount sold. Some
authors (63:77) include growth as one of the variables
describing the demand side of the market. 1In fact, growth
can be seen as both an entry barrier and a demand variable.
There is overlap in the three categories of variables. All
variables tend to act together to affect profitability,
which blurs some of the distinctions in categories.
Lustgarten (54:125) investigates the impact of buyer
concentration by formulating measures of buyer structure
and correlating them with the traditional measures of
seller structure, conduct, and performance. In this way,
he tests Galbraith's theory of countervailing power, which
argues that high seller concentration induces buyers to
grow larger and more concentrated to counter the sellers!
power. Prior to Lustgarten, the empirical industrial
organization litera@ure had largely ignored buyer structure
(41:488), making it difficult to test bilateral oligopoly
or bilateral monopoly models. In gencral, fewness of buyers
causes the quantity taken by each buyer to significantly
influence market price. The interdependence associated

with an oligopsony might be expected to produce some buyer




collusion.  Lustgarten (54:126) notes, however, that collusive

agreements are less likely to be successful for buyers than
for sellers, because firms are typically sellers in only one
market but buyers in many markets.

Lustgarten (54:127) computes four measures of buyer

|
- - L3 - . !
concentration. His buyer concentration ratio (BCR) is the ‘
|
average four firm concentration ratio of consuming industries
|
\

weighted by the volume of sales to that industry.
n

~ X..
BCR, == <==L(SCR4.)
i j=1 Si J
where n = number of consuming industries, Xi' = sales of
producing industry i to consumihg industry j, Si = total
sales of producing industry i, and SCRLj = four firm seller

concentration ratio of consuming industry j. Relative
buyer firm size (RBFS) is the weighted average firm size
of consuming industries divided by the average firm sigze

of the producing industry.

n
X.. VA, ,VA,
RBFS. = = —1-1(—-1)/-—-1
i j=1 Si n, n,

where VAj = value added for consuming industry j, n; = number
of consuming industries j, VA, = value added for producing
industry i, and n, = number of producing industries 1i.

Order size is measured by the logarithm of annual firm

purchases (AAFP) of consuming industries.
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Buyer dispersion (DSPH) measures the number of industriecs
in which consuming firms operate as well as the inequality
of sales in each sector. DSPH is a Herfindahl index in

which lower values indicate greater dispersion.

n
DSPH = EE%Sik2

where Sik is the share of industry output 1 consumed by
industry k. Lustgarten considered the federal government
as one consumer. He found that all four measures of buyer
structure produced a negative effect on price-cost margins
(54:128), and BCR was more robust than the other three
measures. He also found that the impact of buyer concen-
tration on seller price-cost margins was likely to be the
greatest when seller concentration was high, which verifies
Galbraith's theory of countervailing power.

Guth, Schwartz, and Whitcomb (41:489) argue that
Lustgarten's BCR is not a true four firm BCR, but an
estimate of a 4N-firm BCR because it measures the propor-
tionate purchases of the four largesf buyers in N industries.
These LN firms are not necessarily the AN largest purchascrs
since the number five firm in one industry may purchase more
than the fourth largest firm in another. Thus Lustgarten's

BCR seriously overstates the true BCR(4N). Guth, et al offer
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another estimate made by ranking consuming industrics by the

value of concentrated purchases, XijSCRAj, and selecting the
top M. Then the 4M firm BCR is

S

«

- i
BCR(4M); = 223 5. SR

Conventionally, M would take on values of 1, 2, and 5,
producing 4, 8, or 20-firm BCR'S which coula be used in
conjunction with existing SCR data. However, Lustgarten
(55:492) in turn argues that this BCR(4M) variable under-
states the true BCR because the largest firm in an excluded
industry might consume more of i than any of the top four
firms in an included industry. He identifies a second
downward bias when one or more of the 4M purchases operates
in more than one consuming industry, causing the included
Xij to represent only paft of the amount purchased by the
largest buyers.

The second major demand variable is the market price
elasticity of demand. Johnson and Helmberger (46:1219-1220)
have shown that the impacts of changes in output and market

share decrease at an increasing rate with increases in the

price elasticity of demand. They use the formula for price

elasticity of demand
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to develop the following relaiionship:

oK = C_S.i
. JoE E2 |
pa ] w
al !
e
W
'ﬁ; where 3P = X, Si = the market share of the ith firm, and c
o P '
is some number so that cX, gives the change in the ith
R
N firm's output where X. is the original output of the ith
) 1
e firm. If we let ¢ = .1, a firm with a 20 percent share
' of the market when E = -.3 has about the same effect on
ot
{ﬁ% market price as a firm with a 60 percent share of the market
e when E = -1.2 (46:1220). Perhaps this is why Cowling (24:10)
. has described the omission of price elasticity of demand fiom
X%
T§¢Q inter-industry studies of profitability as "probably the
,5& most serious and basic deficiency in existing work." Cowling
_ and Waterson (25:267) point out that measures of price
N
\*\ elasticity of demand are not generally available at the
AN
~ﬂ$ appropriate level of disaggregation and therefore are not
(0 .
included in empirical studies of the structure-performance
Y]
::(3 relationship. The omission of this variable implies the
‘ .
g A
4:? assumption that demand elasticity is constant across
Ay )
D industries, but this constant elasticity assumption has
%9y, been widely refuted (24:1; 25:267; 46:1220; 64:38).
! :
]
A These authors all feel the omission of this demand side
i:: measure significantly detracts from the value of the model.
{$3 Cowling (24:2) notes that some rescarchers have restricted
"
f”g their sample to consumer goods industries in response to
I
- this conc¢ern, but Cowling considers this an ineffective
R
R
:j 39
‘
.ﬁn
piv
=
e
I,
ot BN N5 8N e N DS A e e s A e




!

7,

.,

LA

QRrRAR |
A

¢
et

-
-
&
-

Ag

Fon i
O

“industry i (1967=100), Pi an index of prices for goods in

remedy. Cowling and Waterson (25:269) shift their focus
away from explaining static inter-industry differences to
explaining intra-industry changes over time, assuming the
constancy of industry price elasticities over timc as a
less heroic assumption than static constancy across in-
dustries. This side-steps the issue by confining study to
a single industry. Cowling (24:10-11) suspects that price
elasticities of demand may vary so widely among industries
that it reduces significant relationships and explanatory
power. This problem may even account for the occasional
negative‘sign in the concentration-profits relationship in
multivariate studies.

One other remedy was recently suggested. Pagoulatos
and Sorensen (76:740) obtain a price elasticity of demand
variable from regression estimates of demand equationsg for
each industry in their study. A consumer demand equation
was estimated for each industry using annual data for the
1952-75 period. Their general demand equation was estimated
as:

Qg = by + bRt + by

where Qi is an index of per capita consumption of goods in

industry i deflated by the consumer price index (1967=100),
and Y an index of disposable per capila personal income
deflated by the GNP deflator (1967=100). The estimated

value of the price elasticity of demand was calculated as:
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» where P’ and_Ql were the mean values of the two variables !
)
gﬁ and b1 was the coefficient from the estimated demand ecqua-
N
n tions. Pagoulatos and Sorensen (76:740) found their price
o elasticity of demand variable significantly affected price-
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cost margins.
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Control Variables

jD Some background or control variables have also been !
&j suggested in the literature. As mentioned in the discussion

:. of performance measures, a capital-output measure is required

f% as a control variable when price-cost margins or return on

;; sales is used as a profitability measure so that inter- !
‘ﬂ industry differences in capital intensity can be properly

i:‘ accounted for. Collins and Preston (20:285) have suggested

;? a measure of geographical dispersion to account for differ-

v ences in national Census data and the geographical extent

ij of the true markets. Some markets may not be national, but

:3 limited to local or regional areas. The index of geographical

?; dispersion for each industry is the sum of the absolﬁte values

fé of the differences between the percentage of value added

?S accounted for by firms in each region and the percentage

TT of total manufacturing value added accounted for by that

;,§ region.

RY ‘
< Strategic Groups

:¢: Several authors have discussed the concept of strategic

,§ groups within industries. Newman (72:417) defines a stratecic
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group as those firms within an industry that pursue highly
symmetrical corporate strategies. Newman identifies two
reasons (72:417) why firms coupeting in the same market may
not all choose the same strategies cven though they presun-
ably share the common goal of long run profit maximization:
(1) They may possess differing, long term firm-specific
assets that create differing rates of return for any given
incremental commitment of resources, and (2) the products
they produce may differ significantly in nonprice attributes
according to varied buyer preferences. The firm's strateric
choices include vertical integration, product differentiation,
diversification, production technology, distributional
arrangements, and so on. Porter (78:21}) argues that these
strategic factors play an important role in the different
profit rates seen among firms in the same industry, citing
the performance of General Motors and IBM within their
respective industries.

Porter (78:215) goes on to argue that strategic groups
of similar firms affect the expected distribution of firm's
profits in two ways. First, entry barriers will differ
among strategic groups. Entry into a strategic group that
produces 2 full line of nationally advertised brands will
be more difficult than cntry into a stratesic group of
regional producers mairing the same product, Second, the
presence of multiple strategic groups affects compelitive
rivalry. Mutual dependence is more recadily recognized

within a strategic group, so the configuration of sroups

A2
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'}_ will help determine the pattern of cooperation in the
~°,

‘;3 oligopoly. Porter (78:218) claims that the more numerous

( and more equal in size the strategic orours, the more
EI strategic asymetry enhances production the more coopera-
:E tion across the industry. The more corporave strateviecs
X :

] differ among strategic groups, the umore difficult industry
325 ' wide collusion becomes. Also, the more strategic gsroups
)

:é must compete for the same market segment customers, the
-

. more rivalry increases and the possibility for coordination
‘é increases., Caves and Porter (16:249-257) develop the concept
%

*ﬁ of mobility barriers as a more general interpretation of
Ta'

entry barriers, where mobility barriers offer not only

E’ protection from potential entrants into the industry, but
E also include those barriers that are specific to certain

;h strategic groups. These group specific barriers proiect

% member firms from entry by members of another group.

f Porter (78:219) concludes that the firm will have higher

. profits if it is located in a strategic group with the
ES best combination of mobility barriers, insulation from

A~
E: inter-group rivalry, and fewest other members within the

)

- group.

E; Newman (72:422) identifies stratcgic groups by scarch-

i% ing for a "eclear break" in the market share distribution

%u to isolate the "leading firms" strategic group first. With
:; leading firms identified, the industry's strategic group:n
4

.Eg were defined by those firms' basic businesses and the |
relationships between those businesses and the industry.
;E Newman chooses a Herfindahl index constructed over tle
>~ 43
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shares of strategic groups in the leading firms' total share

of industry sales as a summary measure of industry group

complexity.
Thus, )
M= (s, )7
J 1]
where Sj = the share of industry j's sales held by the
industry's leading firms and Sij = strategic group i's

share of Sj' Newman found that increasing hcterogenecity
of strategic groups worsens the fit of the conventional
structure-performance model, although it does not alter
the values of the underlying relationships (72:423). He
concludes that heterogeneity of strategic groups frustrates
cooperation and increases the difficulties of enforcing a
consensus.

Porter (78:220) uses the relative size of a firm in
its industry as a proxy for strategic group membership,
dividing firms in each industry into two categories of
leaders and followers., Indusiry leaders were the largest
firms in the industry, accounting for about 30 percent
(an arbitrary figure) of industry sales. All other firms
(after excluding fringe firms) were designated as followers.
Porter found low correlations between rates of return for
leading firms and follower firms in the same industry. This
finding refutes the shared asset theory, which holds that
market power is an asset shared by all firms in an industry

in proportion to their sales, so that profit rates within

b




i' the industry should be equal except for random disturbanccs

| (78:223). Porter's low corrclations indicate that profit-
(}' ability depends on the firm's position within the industry
;%3 and the array of strategic groups present. He found that
& the regression cquations explaining firm profitability
N differed significantly in the leader and follower groups,
tg: verifying that important differences exist in the structural
%ﬁ features that explain profits for firms situated differently
- in the industry. 1In fact, Porter found that concentration
‘?3 had a significant, negative impact on follower group profits,
'ig a result consistent on the surface with Demsetz's findings
‘é. (78:22,). Porter argues that the theory of strategic groups
$t§ could explain more about firm prdfits if there were some
gg good way to capture their influence beyond his crude leader/
‘:_ follower dichotomy, but 1ittle work has been done in this

ai area.
w
‘?: Simultaneous Equations
‘5 Most empirical studies of industrial organization have
;g: been in the context of single equation models. Pagoulatos
v

and Sorensen (76:728) criticize this approach because it
fails to account for the simultaneous nature of the inter-
actions among elements of sitructure, conduct, and perfor-
mance. Single equation models are bascd on the notion of
a unidirectional causality running from structure to
conduct to performance, but a number of authors (39, 61,

76, 90) have suggested that at the same time marketl conduct
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and performance are likely to teelinel and influcnes struc-
ture. For example, traditional theory holds that advertisine
leads to higher profits. But, as Pagoulatos and Sorensen
(76:729) point out, the direction of causality may run botih
ways; high profite may also lead to more advoertisine,
Martin (61), Pagoulatos and Sorensen (53), and Strickland
and VWeiss (90) have all studied the structure-perfornanae
relationship with simultaneous equations 5o that the
dynamic nature of the relevant interrclqtionshipé could
be captured more effectively.

These authors have all used modcls invblving three
simultaneous equations that represent relationship between

concentration, profits, and advertisine. The profit equa-

4

tion is constructed in the usual manner:
PCM = £(C,BE,D)

where the BE vector includes AD/S, the advertising-sales
ratio., There is less agreement on the proper form of the
concentration measure. Martin (61:642) formulates the

concentration equation as

¢ - f(BE,GR,PCM¥*,C*)

where BY is a vector of entry barriers, GR is past industry
growth, PCM* is past profitability, and C* is past concen-
tration. Pagoulatos and Sorensen (76:733) do not include
the last two "independent" variables, and Strickland and
Weiss (90:1111) exclude the last three. The advertising

equation is defined as

o8}
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AD/S = f£(PCM,C,D)

in some form by all three authors. Linear forms are
assumed and specified for estimation. OStrickland-VWciss

and Martin use two-stage least squares regressions to test
their simultaneous equations instead of ordinary least
squares (the usual procedure), which would bias the nodel
because of its simultaneous character (90:1116). Pagpoulatos
and Sorensen (76:736) use threce-stage least squares repres-
sion to avoid contempor:. .cous correlation of crrors acrocss
equations. Pagoulatos and Sorensen (76:7,0) found that
advertising significantly influenced both concentration and
profits, suggesting that advertising intensity acts as an
entry barrier. On the other hand, concentraltion and profits
both significantly influenced advertising intensity, com-
pleting the feedback relationship. Strickland and Weiss
(90:1119) found that the advertising intensity increased
concentration, which they suggest means that economies of
scale are substantial, On the other hand, they found
advertising's effect on price-cost margins only mildly
higher than what might be expected considering that adver-
tising expense is included in'those margins. This suggests
that the product differentiation centry barrier is not very
high (90:1120). Martin's major conclusion is that entry
barriers affect profitability only through their effect on
concentration (61:644). Opinion on the need for a simul-

taneous equation approach is not unanimous, however.
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Cowling (24:1) has argued that althoupgh the structurc-

performance relation is only one equation embedded within

a set of equations in which structure, performance, and
behavior are determined, the feedbacks in the system should
have substanfial lags that allow us to treat a single
equation separately. He verifies this by comparing results
for the same set of data using both the simultaneous equa-

tion approach and the traditional single equation model.

Problems With Ageregation

Most researchers have found a significant, positive
relationship between concentration and profitability (secc
Table 1 for a survey), but others (12,29), using similar
data, failed to find this association. According to Gale
and Branch (35:86), these different results may stem from
how authors deal with the imperfections inherent in the
data tested. .For,example, how are national concentration
data adjusted for industries that comhete at the regional
level? What price index should be used? What are the
proper determinents of profitability? Different approaches
tend to yield different conclusidns, according to Gale and
Branch. In addition, the concentration-profits relation
relates to the product-line level, but most available data
is at the firm or industry level. An analysis restricted
to aggregated industry data may produce a spurious positve
relation between concentration and profits, according to

Branch and Gale (35:08). Phillips (77:24f-2/7) argues that
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the common use of weighted averages (averaging values across
the industry) for all the variables on each side of the
regression equation can also result in biased results if
there is a correlation between size and any of the weighted
dependent or independent variables.

Most authors have used Census or IRS data for their
empirical studies (95:201-220). The Census has a detailed

system of "standard industrial classifications” (SIC) that

groups sectors by numbers ranging from 01 to 99 (86:199).
The two-digit classification level is a broad description

of a sector of the economy. For instance, SIC code 37 is
"transportation equipment" (86:216). The two-digit level
corresponds roughly with a "major" industry, as defined in
IRS data. The thrée-digit SIC'level is less aggregated,

and roughly corresponds to an IRS "minor" industry (95:205).
The four-digit SIC level is still less aggregated. SIC

code 3711 is "motor vehicles and passenger car bodies"
(86:218). Most research has focused on the four-digit

Ltevel or the IRS "minor" industry level (95:201-220).
Shepherd (86:199) contends that this level of aggregation

is too broad. This type of data can spill over correct
market boundaries because it sometimes lumps distinct
products and geographical markets together. Shepherd

argues for the five-digit level as a more accurate measure
of the true scope of average markets. If this cannot be
done, the data must be adjusted ad hoc for distinct products
and/or corrections made for the true geographical cxient of

the markets.
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Other researchers have recently used business unit level
data in their studies. This data treats the different product
line divisions of diversified firms as separate business units,
since profits and other factors can vary significantly among
segments of a single firm. Before this type of data became
available, data limitations had restricted cross-sectional
structure-performance analyses to either industry level
variables or firm level variables which aggregate across
disparate business activities within the corporation. Caves,
Gale, and Porter-1977 (15) and Gale and Branch-1982 (35) have
used business unit level data from the Strategic Planning
Institute's PIMS procram, while Martin-1982 (64) and
Ravenscraft-1983 (79) have used this type of data from the
Federal Trade Commission's (FTC) Line of Business survey.

In the case of the FTCdata, the line of business units
ranged from 1 to 47 over the 275 surveyed industrial cate-
gories. Of course, the major advantage of line of business
data is that it represents the level that the important
structure-performance relationships occur (35:98).

The two basic model types are firm based (including
business unit level studies) and industry based analyses.

The major differences are delineated by Shepherd (85:532).
Firm based studies generally use return on equity or return
on assets as a performance mecasure, while industry based
studies invariably use price-cost margins, Biases in PCH

caused by inter-industry variations in capital intensity

are mitigated by using a capital intensity variable in the
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industry studies. Market share is sometimes used in firm

based studies as a measure of the size distribution of
firms. Information for most entry barrier variables is
usually not available for industry based studies. Shepherd
(86:265) points out that if complete and perfect data were
available, the models would be much more complex. Since
data is not complete or perfect, tradeoffs must be made
between the importance of the factor in question and the
quality of data available about it. Some variables, like
demand elasticities, should be included on a theoretical

basis, but data problems have kept authors from doing so.

Market Power Versus Efficiency

The existence of substantial industrial concentration
in the United States, especially within manufacturing, is
well documented (5:129). It is also well known that con-
centrated economic power entails social costs because
market power leads profit-seeking firms to misallocate
resources. Estimates of the welfare loss to monopoly
power range from as little as .06 percent of GNP (Arnold
Harbérger) to as much as 6 percent (5:130). Those who
defend existing concentration, most notably Demsetz (29)
and Carter (12), argue that concentration itself is
explained by the superior efficiency of the large firms.
According to this view, the virtues of large size outweirhs
the social cost (firm size and concentration are not

directly related but, for any given market size, larce
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firms will imply higher concentration by an index). Hence,
deconcentration might lower industrial prices slightly, but
this gain would most likely be more than offset by higher
costs, yielding a net loss to society (12:436). Opponents
of deconcentration cite a number of arguments. McGee (68)
contends that technical efficiencies, including but not
limited to scale economies, justify concentration. Some
firms are more efficient because they are better at pro-
viding products that consumers value more highly relative

to what they cost to produce. Some firms simply outcompete
their rivals because of superior management or other causes.
Another argument long associated with Joseph Schumpeter,

is that larger firms exhibit superior inventive and innova-
tive performance. However, as Asch (5:136) points out,
there are other explanations beyond size-related efficien-
cies for the existence of large firms and high concentration.
Firms may have colluded to reach their position (concentra-
tion may be viewed as a manifestation of collusion as well
as vice versa). Or, as Mancke (57) points out, the relation
between profits and a concentration measure may reveal
nothing about market power or efficiency. Mancke suggests
that a correlation between the size distribution variable
and profits results from a stochastic procecss of random
events. In other words, the firm was in the right place

at the right time; they were lucky. Demsetz (29:1)

describes efficiency as a differential cost advantage

resulting from scale economies, downward shifts in marginal
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costs, and/or superior products and marketing techniques

produced by a skilled and innovative management. Demsetz
believes firms reach positions of power because they are
more efficient and Mancke because they are lucky, not by
the deliberate acquisition of market power.

Porter (78:21) points out that market power results
from the presence of entry barriers and from other structural
characteristics (such as concentration) that lead to the
recognition of mutual “independence so that interfirm
rivalry is held short of the competitive ideal. The benefits
of market power should be shared equally by all firms in an
industry in proportion to their sales. This is the conven-
tional view. However, several authors disagree with this
shared asset theory of monopoly power. Demsetz (29) found
that the profits of smaller firms are not higher in concen-
trated industries than they are in unconcentrated ones,
while the profits of larger firms are. This work was later
replicated By Carter (12) and Round (81), with Australian
data. Demsetz (29) notes that concentration may lead to
some collusion, but the concentration itself is a result
of the superior.efficiency of leading firms. Porter (78:226)
offers the theory of strategic groups as a possible explan-
ation for Demsetz's recsults. According to Porter, mobility
barriers should protect the leading firms that are enjoying
scale economies or other efficiency-related advantages from
the pressure of intergroup rivalry. Mobility barriers

protect the relatively successful firms from incursions by
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7o other firms. The less efficient firms would want to
>
=
;: replicate the strategies of the more efficient ones, but
LS
{ the latter firms are protected by mobility barriers (78:22¢).
23 Thus, Porter's explanation for Demsetz's results rests

squarely on market power considerations, refuting Demsetz's

arguments.

%ﬁ Clarke and Davies (18) have recently developed a
-l
»Q theoretical test to see if the positive relationship

between concentration and profits can be attributed primarily

to market power considerations, or if both high concentration

) -‘_'I

P o

and profits are caused by the superior efficiency of larger

LA
e S

firms. Assuming an industry of N firms producing a homo-
genous good, marginal costs are constant for each firm across

the relevant output range but varies across firms. Clarke

e exsk ) .
§ ALY

and Davies (18:277-278) extend the work of Cowling and

g,
Jg Waterson (25) to develop the following relation:
e
]

v 2, 2
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3 .
e where m is the industry average price-cost margin (or profit-
M R
- revenue ratio if there are no fixed costs), N is the number
r
%5 of firms in the industry, n is the industry price elasticity
?' of demand, and Vo2 is the coefficient of variation of

marginal costs, a measure of the cost (efficiency)

XXl

differentials between firms. They furlher develop the

S

expression:
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where H is the Herfindahl index of concentration and ¢ is

an estimate of the degree of implicit collusion or market
power inherent in the market. As o tends to 0, the Cournot
case is approximated, while perfect collusion is approach

as o tends to 1 (18:279). The first expression estimates
the price-cost margin in terms of demand and cost conditions
represented by N, n, and Vc2 when o = 0. The second expres-
sion estimates price-cost margins across a spectrum of
collusive “ehavior (18:280). Clarke and Davies (18:28))
claim this model permits a decomposition of profitability
into its two component parts: market power and efficiency.
The first equation gives the "efficiency" component of
profitability. The second equation yields actual profits
when some degree of collusion (a>0) is present. The
difference between this and the figure from the first
equation is the "abuse" or market power component of
profitability. Of course, a must be estimated to affect
this decomposition. Clarke and Davies (18:279) recommend
using firm level data on market shares and mark-ups within

each industry to estimate o using the following expression:

=
g
>~

where Ci is marginal cost for the ith firm, P is price,

X; is the profit maximizing outpul for thc ith firw, and

]
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X = E%%Xi. Clarke and Davies' theoretical work has not yet
been verified empirically, because many or most of these
variables would be very difficult to develop in the
practical sense.

Allen (3) recently developed the only known empirical
test for decomposing the profit effects of market power and
efficiency. He uses a fairly traditional industry based
model with two additional independent variables., TFollowing
Newman (72) and Porter (78), Allen develops a measure of
strategic group concentration within the oligopoly core (I),
calculated as the value of shipments of the four largest
firms divided by the value of shipments of the fifth through
eighth largest firms (3:4). Allen captures the relative
efficiency of large firms (CAR) through a measure of the
cost advantage of the four largest firms relative to the
next four firms (2:4). CAR was calculated as the average
value added per employee for the largest four firms divided
by the average value added per embloyee for the next four
largest firms, Allen notes that CAR may be limited by
intra-industry differences in wage payments or inflated
value added output measures caused by group specific
market power in the larger group. Allen looks at these
two influences through further regression analysis and

concludes that, while both influences exist, the relative

effects are slight and CAR remained a suitable meacure of
the relative efficiecncy of larpge fivms (3:6). le comnpares
regression results for the convenlional model, a model with
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I in place of CA’ and a model with both T and CAR in blaca
of CA' The second model showed a three-fold increase in
the impact of market power on profits and the explanatory
power of the model increased 22 percent, indicating that
T is a better market power measure than C, (3:7). The I
regression coefficient was three times as large as the CAR
coefficient in the third model, indicating that market
power's impact on profits was about three times efficiency's
impact. Alien's work therefore validates the conventional
view that market power is the dominant influence in the con-
centration-profits relationship.

A wide variety of approaches have been used to explore
the nature of the structure-performance relationship. The
traditional theoretical model of industrial profitability
includes a vector of variables that describe the size
distribution of firms as a measure of collusive opportunity,
a vector of variables describing entry barriers, and a vector
of measures describing the demand side of the market. The
importance of each possible measure must be weighed against
the difficulties of constructing such a measure with avail-
able data. There are also theoretical disagreements about
which measures are more appropriate. In addition to model
differences, therc are significanlt diffcerences in lhe types
of data that are employed. The two major types of studies
are industry based and firm based. Industry based studiecs
measure data at the industry level across many industries.

Firm baced studies measure data at the corporate level

PP . S S N RS A S AP S T Y



across many firms, either within a particular industry or
across many industries. The major unanswered question that
this study attempts to address is the relative roles of
market power and cfficiency in the production of prolits,

particularly in the defense scctor.

>




A
> L‘:\.A.J

.-

T —y

SRR A

. *sy1t50ad Lagsnpurt g
3 SUTSTEBL UT [Njsse0ons i
; swaty v doy £Tup  cqusort SOTJ}SNpUT ~
! -JTUSTIS 40U SI8Yso ‘uctq SUTJINgoBJ "1
f -8T8d JUBOTJTUSTS ‘aaTq -nuBWw SYJ “i
| -BZou ® secnpoad ¥g-g9 03 ATtasu AqInbs X
1IN ‘qUBITITUSTS ‘enls -Tad swatg 0ZD-0$0 pue U0 UJngsd Xuq LSOl i
-T50d dIYSUOTRBII d-70 29-6G61 SN 901 ‘80-020 ‘70-80 ‘70 -Jeouiy ofuachy LTI X
J
*uanzed Jo .
w. 938Jd UY1TM pP813I00SSE S8TJI3SNpUT m
i KTeco1o saouw zem F771Q 006 eunq "]
E T JUBOTJTUSTS ‘oaTy -JIcq WoJIJ Yysroay qudsng swIty [enpisTrul LSGEL b
mn -I304 $BM dTIYSUOTIQBISL SWaAT g 82TS g4essy ‘Aatnbs uc uang So1E) b
wn mpamopQ-QOﬂpmp+rao:oo Z9-9661L elael |¥¢ 8D pue 7) =9d XBL-deqyy T TTeH @
Iy d
b *uanjed Jo . y
= S91BJ U3TM POQBIOOSSE w
b sen fatsuequr Bursig sque1d yons jJo A
wﬂ - 184pY pcmoau4cw4mz4 000°006% squeuwsainbea Teztde) o3
e dTysuoT3BToI PUEB u® < sq9s8 9Z71S A
3 -TIBA S8L008Q USTS Uueyy -S® Y2TIM jugtd Teutgydo aoJ “
1 ‘peoNpoJaquUT squswoaTnb SeTa1snp £Xoxd SeTLOUODY oTBOG C00*006S
. -9a Te11de0 puB oT®BOS -UT JOUTU Y3MOJID) Sa8Teg < §78SS® ULIH
b, TTAUN QUBDTJITUSTS ‘oATlg SH¥I ‘spoos 0T3%8Y SUITI J0J Aq1Irbe L6
| -Tisod st drysuoIymisd J8LNSUCD SeTBS-JUTSTTI0ADY uo mpqup X84 UcsTIn
i £17TJ0Jd-U0TIBITUSOUOD  [G-7G6 | ‘stn oLy 80 bur ¥) TJI83JY SIBJIOAY 3 JA0uTuUC)
-.« t
- SSUTPUTY ure) ECTaed 8ZvdoA0) SeTqeTd®) [BINIONJIIG 8Jansesj] 31J0dg Apnyg
w\
2
m, drysuotgrTey S3TJ0dd-UOT}BIY (20U0D BYY JO S8TPN}S jJo Keadang
3
P,
. L 76V
",
3
P
o

TV
N

W 9% <\- “r e JI\‘J- ..-Q-n.ﬂ'\l 4.- 4 -!\cc e vhl ’ e " n-J‘-»Q ~g . r -.\n~nqﬂ~d‘4 . ..hu-bn...!bnv-n. W7 -.‘\‘Vv-.-l-tl A = -
ey AR B \\.“...“.”s e AR % XA, | .u..n.».v,...»uﬂ 5 = .aa..k_g



=T

Alnd

-y

- e
Y

TN

P

.“..",,-_‘

-“‘-U

-
"

R TETW
h_. - .

C sl

“,

AN

oo

o,

v

w5y

.

. : -

LA
R

ML S

»Y

|

\n.
"
&
“
”
w
SeTJa%5NPUT e
SUJTI FUuTJangow]g o
TiBNE J0U nQq (S39SST -nuEBkl JOULU M
UT UOTTTITW QG 4340) gul o4 Adwu >
suaTI ecLJauel JO g¢r1y0ad -Tad swJaT] S1ecer UC LJAnNG Ll N
S&SBSJOUT UOT3BIPUSOUOD £S6 L sn TIV 9ZTS 4955Y¢ ‘Y0 -2 10 B1EBZ znEcun N
<4
RqTsuequt SoTJ3SNpPUT Rqtsuequt Te3TdED o
SuTsTqJerpEB DUB UCT] Zuraniosin ‘yamoas seTes ‘A31s SUTIJBU x
-pJqueoucos Yj3iM Le3slOOS -uBw 1I3Tp -ueqUuUl SUTSTLJISADE 1s00-8ocTad 143 TLEL "4
-St ATAIUSGETSUOD SUTSIBY  69-¢961 ¥ on TIV ¢ (squswdTyg)uzIs ‘70 -SNPUT 52BASLY [V ESsote) mu
scgaTJIBq AdjUD S5TJ]SNPUT w2
pUE UOT3BLIUSOUCD YFTH 006 suny yimoa3 o
KTosoTo ssgol ‘oawys -J0o4d weag ‘0T1BI S53TES Zut i
craeW UY3TIM PEGIEIOOSS® SuITy gn ~STid9ApB ‘GZTS 38SSE KqInbs uc uans ZLOL 4
ATesoTo uanzad JOo s83®BY  69-0%61L 88avT L€z ‘SK-70 ‘seamvys 383dBY -5d XBL-I82071% PASUGLug o
- *y
|
*UMOLS o A
UjoaepoOl JI0 ‘U0T}EIIUSD seTes ‘Yyqnoal SoT®S < g
-uco USTY fsudT] o8ae[ J07 SWJITJ fsUCTR0BISLUT JTOUY R
isqBoad ST 408JJd ‘uanied SuTdng puB SY) MOT § ‘uTnpeu suITy TBNPTATPUL A
JO S91BJI Y3TM pPelETDOSSE -oBJnuUuBW Y3TY J0F SSTULND S0} BU ¢faInbs uo uans zLil A
f£1eATaTs0d 8JdBUS FexJdB  L9-€961 sn 9014 -T1359 ©JaBYS 39}JdBH -2d XB3-J&e77% c1eL -
Te11de0 A3Ints
SeTJ}SNPUT s19ss® pus Jedk s8paonr 07 suanzeJd 3I0
gq1goad c00BQOY “(YD/SABYUS }OHIBU)SZTS ~T7dut 403 UlT:
09 peamred ATeatrqTsod pue pooJ WITJ 9AT3BISI ‘soany -onpep E SnUIL LLE
‘ATqpueoTJTuds y4oq 92TS Ul SWJITJ -1pusdxe 3y ‘OT%®BI SoTBS UO uany J83IsAUTSH
WwaT] 9ATABISL Pu® YO Ulod L9-6G6L SN 66 seoTeS-8UTsTII84ApE ‘7] -84 XB[-d21]Y¥ pue Toul
espood aseonpouad o198y 4nd3nQ-181TdE)
J0J queOTJTUITS 30U uoTsaads1(
¢spood JowWnsuoo JI0g diys seTaqenp TeoTydeados) jo xepul 6961
-uorlBTed d-0 FUBOTITU -ut 3I3Tp 221G 19SSy sur8as; 280) uotssead
-31s ‘eatqtisod ‘yeeN ¢9-896L 7 sSi TTV ¥q =90Txd Lagsnpul  § SUTTICD
SSuTputd UTBR potaad B3£BJIOA0Y) Se[qetds), [B8IN3oNJILg 5Jansedjy 2LJo0Jd fpnszg
M\ VIR 2, s
A




.A:nccVQGOHLommw@
Jefing puBt (J4yV)seseyo
*UOTNEAGUSOUOU ~-and waTJ Tenuus sSev
A3TTeS YI LY ULITH Joysry ~JdonaB (GI49YH)SECTS UaAT]
L UST4uJIjuUSOUO0L dofng Jo goud Je/fnq oAT3BIOY ‘(40€)
. -uUT .;asgop sJdouw JUyy puv 0T43BL UOTLIEBJIQUSOUOD
. “0g SUTHaBl Y3TM palrnTo Jsfng :UOT3IBIQUBO
-0s8c® mHo>Hgm;o: SBM uUCTa £3Ta3snpurl -uocd Jsing Jo sasdans
-BJIRUDDUOD JaANg ‘SuUlcdsl FUTJINGOBIN -gdW JnoJ ‘*asusadxs SuUTZ
4o IM peqeiocsse ATeaTlqTsod -UBL QHMﬂ@ SUTST3}J8APB ‘OT3BI -JBUW 1S00-%0Tad Sh0L
SBMA UQCT3BJIGUBOUOD IA3TT9Q £961 7 Sn LZE andgno TearTI4RG Yy Aassnput ¢EiBdSLY  USsTauILIt |
000°005%
< $19908%® *30-4rnrodd ‘Auunp
JUBOTJTIUSTS sT SqupTd Yya1im TeuoTSad ‘HENé(0TIqed COC0Qcs
37BOS TTBWS JO mnvcm>va saTagysnp S2TBS-57958B AJd3snp < s128S® SLiL
-STP 4800 oy} ucya ATuo -UT JOUTU -UT-gd)i)squsuwaarnb U3 TH SEITI arnacg T
5doTJddeq AJqQUs GUBOT SHI “spood -5d T®B3TdBO ‘yqmoasd Jo] Aqinte TZELTUS
~JTUSTs 81uvJaUBE S2TBUS J3LNSU0D soTBS ‘0I3BJ saTeBsS U0 UInged X8, =~Y8LTITITBLY

JUSTOTJJO uUnuWIUTE 834wl §9-€Qh| NI -3UTsTqa8ApPBQD YD d81J8 S:BIASLY fS0AED

Awunp ToI3u0d U3TaJ0]

‘0t11BI saTes-qJaodxs

‘0T38BJI seTBS~qaodut

gaTJdasnpul  ‘orqwd 3ndgno-TeyIdeO
SuTang ‘fulnp UOT3BTIRUSIS]

SeTpnN}s SO UITM QUl1STIS -oBJnurul -JTp 5sonpouad ‘yqroasd SuUTZ vLOL
-uo0 ‘drysuolqeied J-0 1T3Tp seTes ‘eTros jueTd -JdBU 2ScC-2074d 1ZeJIUS
JUBOTJTIUSTS *9AT1ISOd €961 € M 611 JueTOoTJJe wnututu °‘¢) AJI3Snpul &fBdery -USEEBZTIIRUY

oTqed ndjno-Teq1deo
‘OT3BJI pPoOpPPB onTea
*spood asonpoad -3uTsTy}Joape ‘Y rmoad
UBY3 SPOOJS JI3UNSuUoo ‘Auwnp Spood JsuUNSUoO
J0J 3UBDIJTUSTS SJI0K S8TJI3SNput ‘fuwnp 393JIeW TBUOTS
*peiBIOOSS® ATBU0J%S gsou Sutanqowg -oa ‘gndino Kasgsuput
H ‘SeXepul UOT3BJIJUSDD -nueW 3T JO ¢08 J4CJ SUTqunooow SUTSs
-uco TT® J0J JUBOTJTUZTS =3Tp ¢ UBT sSwaTJ JO f JO 9Sd@AUT -JBE 3S500-907Txd €LEL
‘oaT3Tsod dTysuoTyeIed d-0 $9-G96L -PBUB) €7 807D ‘XSpUT TYBPUTJIoH AJISNpUT oStdsay oSplajesey
SOUTPUTLH ULBH potJasd 85tBdoA0] SOTqBIJIB/, [BINFONIZG 8INS®Y,, 1:i5Cdd gnag
ORI SRR AP NSRS N ST I Ta) AU, . { KA AIN 4 PVYE Y o)
s AR — RIS _ e #u.u u”..uu.........%\fxﬁ e, ..”.‘...“..“\ ....n“r i ...s..u..rs......) _w [ PO . 5y NS .\.\\; A" HH..\.N..H.,.HW

et



Y7 .8To0sEsw JI5US LY MOUS £PO0S
FTQELLD $d9570G JUdCuod
v *3BT ©U} 40J SUTMOTT®B SUuild S®TJd1SNput
3 -JBL UT SOSTOJOUT SUBCT sulpeay K3Tsusp uotun
. -JTUuSIs Ul s, Inssa ‘*y 4o ouUIT ‘oTq®J 3ndqno-Te}TABO seTTs CL6L
SOULTM J2ULTS peancuou 2 ENWTUTW ‘fuunp pood sTqEanp U0 uUdnied O UOSJISBGE.L &
. fUCLTLTALUSDLOT UT Ssclusyy &L wi o Yé CTnfASPUT TUBPUTJIASH 918JI CIBISLY SUTTACD
S/av pue
. 0 403 oM} Jsy3zo 9yjy
’ *STYISTT ‘suorienbs snosueyIn
. -Zou SUTZJIBU U0 33003J9 -uTs sesp °*Axouad setTu
g m,mcamﬁ m>v< 4 =YD 3w -ouco8 8TBOS ‘0T11BJI
] veoad Sulyoeed [ pejdon seTJa3snputl §971eS=-3UTST4JI0ADE
v Y
. -UT SwJaog QﬂstOﬁmemu SuTangorIn ¢xXepur uoIsJadsTp TeOT . 9L6 1 ~
X c-AJY *surdaBu Ul TA , -uBl 1I8Tp -ydeaZoed ‘YY) ‘yqroad SUT8Jaei 58CO ssier 3 NG
.. S288OI0UT mcﬂmﬂppm>@4 €961 % g 80% ‘oTged 3ndino-Te3Tde) -90TJad AJ3SNPUl  PUBTHUTILS
h.
. IoaST STUY
: MOTeQq 20ou®}STIp °f®
; -JI89AY *SUan}ad 9ATY
; *RA13SNDUT J0J S9TJ3SNpuUT -1q9dwoo moTaq saleI
; sp1joad sestea Aajue Jo 3uTtanyoein q91Joad waty [TeUWS JO
: ¥STJI GSTH  *¥STd AJIquUd -uBW g €€ g oyz ‘Auunp eanTiej
Y3TY Y3TM DPo3BTOOSSE woaJ suJatg GITJ “°3BJI yzMmoasd s3ess® uc L6 L
: ATu3ty s3tJoad USTHE 89-$G6L 000L ATamey £I19sNDUT 9AT3BTSOY  UJIN}SJI JO &38Y JI35BIGOUOLG
~ spInsed s,zq8sus(Q
) Suth3Taen fsuaij TTBUS saoTagsnput
. Jo sq4TJoad usy3 9d0u Jutany
; 9s®BOJOUT SWJITJ 8348 -orJnuru
', Jo sa1Joad ‘sesgadd UBTIBIY} S38SSEB UOC uJdnjed SL6L
2 -UT UOT4BAGJUS0UOD SY ZL-LlL6L -sny €¢ 921G WJITJ “¢) JO ©1BI 8ZBJISAY punoy
v
s
. SEULPUTY ULBH poTaad 85BJIOA0) So[qeLJdB), [BINZONJILS oANses)] 4 1Jodd Apnas
1
L ]
4
BARL P - AR PRy PRl AL (A AR XXX A AN MM v e v, - o= eae
J,-d\'g.if A\udn--'\fu‘v\.-.t\- 'l.\.n .\' ) f (. -1-\.- 4oty ’.Q-.-.Mv. by - W fﬁfn- » \.-M’W \lqﬂnd S5 -vnv xﬂ‘-hl% H ‘- -. -- --\-t\nl .n\.u \54- ‘vht.*‘l“v ‘\.ﬁlvmtv *m ) .ff(f




*SNSUa0U0D

203 L3tunjaoddo pue

UOTZEOTUNULOCD w:angoa
Kq a1Joad sasmoyl sdnouasd

0T89q8a3s Jo K

FUTFBIOQOJIIOD

S§1098TJoJd UOT3IBJIFUSOUOD

sseIpJaeiaa
-BJIqUS0OUO0D 88JIBT J0 SWUITJF
22zTs Tenbs uaTmM seTagsnput
Ul uBU]} JI9Yy3BI
J0 suo £q poe}BUTWOpP S8TI%
-SnPUT UT IoY3TY SUTIIBY

Sutrqnjedg
-uoco UuT seduBYO 9YIT pue
Kqp1T11qR3TJoad uT sesuByo

J0J 90UdPTA® Of
0T3®3s Ul s3Tjoad 3 uoTy
-BJIQUOOUOD Udemiraq dTys
-UOTAEBIod oAT3Isod “XBopM

(spoo8 aeonpouad)
sasTaaeq Aajus

JBTTWIS J0JF

peiosTes
seTJdlsnputl
ZuTJangoein

Luunp

UOT308BI99UT TBOT}ISA

‘gdnoas o13sgwans JoO

S8JEYS JISAO0 PO3ONILS

-U0O Xspul TUBPUTJISOH

-urwW 1T3TQ ‘90 ‘YrMmoas seTes SUT3d®) %S00
1Tous30d838H  69-L96L 7 sn v¢ ‘orjea gndyno-Teytde) -s0Tad KAagsnpul
sdnoas
y30q J0J S3USTOTJIJS00
uoTgBJIZUSOUOD ‘SWATT ¥
1xeu A3Tsusqur SulsIjy
SeTJI3SNpuUT -JI9Ap® ‘suaty ¥ dog
Zlosus( SutanqoerIn £LqTsusqul SUTST}JIOADE
‘fouaToTIIe -uBW 9I8Tp swatg ¥ 3xsu A3Tsusjut
WJITJ 92aev] JoTaedns ZLBLY Y sn oYYy Tesrtdeo ‘suatgy ¥ dog SUT3Jd®); 2509
‘€961 3‘sov‘olLY: £3Tsusjur Te3tde) -e0Tagd Laysnpul
‘uUTyngTILSIP 8dB8Ys JO Auwnp pood Jsunsuod
¢S0T38BI UOIYQ ‘yqmod3 saTBS “XopuTl
uolsasdstp TeOoTYdeas
seTJaqsnput ~-083 ‘oTq®a g4ndqyno
‘suatJ omn JutJanaoeIn -TeaTdBO ‘Aagsnpurt
-urw 3TITP UT swaITJ JO Jequny sutTZJae);;, 3509
L961 7 sn zgee u ‘Xopul soueutwo(q, =-9o0Tad Lagzsnpul
*uosJI9l®)| § SUTTMAO0)
‘UOT3BIFUSD
Rapsnput ut swJalJ
uotaraodoad ueemiyaq Jo Jsqunu ayy} ‘oOT3EJI
UOT4BEOOSS® 8AT3Tsod soTss-2d0duT ‘9zTS
*osuas seTJI3sSnput WJITJ uBIpauW ‘oT3B8I
3utana SoTBS-SUTST}JI9ADB
-2BJnuBl ‘yrMmoad saTes *0T13BJd SUTdawy 3509
8961 i €Ll indyno-Te31de) ‘gD -90Tad Aagsnpul
potdad 258IBA0) SeTqeTdB) [BIN3ONILS 2aNSBA| 31J0Odd
. 4Q VAR 2 A o~ .0010
R SN GRS ypnechd ARSI GO i uw

€LO

UBLMEY

l

gLEL

ST ST

LLel
BYCRY

LL6L
ugdaoy

3 %4®H

Tenss




Y

aJaeys 38qJIBU %
dnoual aspes] eaTly N

. sqpesse -BTod ‘sdnoad JesrolT0J A
uT Q0‘00G$ PUB JBPEBST UT SWJITT § ”,
ugyy ssoT (SeI®BS 40¢ JI0J 3UNOSOWm 7,
U3TH pepnTo SaepeoT)oJdBYS J&PBIT :
-X9 SWJITJF odevasae ‘Auunp Laj :

5 seTIysnp -SNPUT £pood sdousTULA 00C“005¢ 2
2 SuJIT] Injscocons go0s30ad -uT spood -uo00 ‘Auunp Kajsnput < £388€® YITH :
, sasTadeq A3TTTqO0N °"S3TJ JoUNSUOD TeuoTSoa fsquasweainb swatJ a0 L3Inbs
., =oad sqc2]Je AT3UBOTJTUITIS 1181 -oa T®3Td®O ‘SEW ‘S/QV uo uJdnied xXey

5 € sn 8¢ ‘uyzmoad Aaqsnputrgldvd J91J8 9ZBISAY

g
eLel U
. qJuswuoSueaae dnoad o13s538I45 :

G9-£961 151104
- *S/Av 3 Q 403 ony JIs8yjo -
g 8yq ¢suotrqienbe snos
" -uB}TNUTS sos)] °*OT3®BdJ
S9TBS pPUBWSDP J3WNSUOD
‘oTqwva soTes jaoduT
‘fuunp spood aIqrBJINP
: ‘0T38BJ UOTLBIJZUSOUOD
L. JehAnq “0T3eI ©93BIUBADER
. -sTp 9500 ‘s8zTs juerd
; JUSTOTJI® LnuwTuTlw
' ‘O0T1BJ SO8TBS JUISI}
" UOTJEJIFUSOUOD UO 90USNTJUT seTJaysnpul -aoape ‘Auunp Axgsnpurl

64

" 178yl ysnodayq ATuo s3tgoad 1T31Q TBUOISax ‘%) ‘yzrnoad sutdae;; 3509 6LEL
. sousnTJUT sJoTadeq Lajudg L96 L ¥ gn 602 ‘or3ea 3ndyno-Te3TdR) 90Tagd Kazsnpul Ul I8}
“ (032 “(ZgS8)3sedaet
. puooes ‘(|g)3se3ae]
. 1Sd1J) soJdBYS jexdeu

*QUBADTSJI OST®
Laque eTw®OS TTBUS JO
S93B3UBAPBSTP 3S0O pu®

‘Xeput TYspuUTJIeY
‘%9 ¢az1s queld
qrutod-pTu JOo aJavys .

. 9zTs queld ueTOTIJ® pue }QH JO uoT3O®

: wnwiul °H 40 7D -a193UT NY-YQqOu ‘Luunp =
, uBYql OS oJouW ‘sSurdavil poo3 Jsunsuod ‘Xaputl 4
BuTsTed J0J SATSTOOp uotsasdstp T®oTyd®BIS -’
1sou suatJ SuTpeaT OM} -083 *fygmocald seT®S SuUtTdaey 1509 6L61 2
J0J SaJarys 40X JdBW 85a%8] ‘o13®d q4ndyno-1e3Tde) =-90Tag Aagsnpul BIOMY =
“ §3UIputrg ULEBKW potdaed 95BIBA0D S9T1qeTd8) [BIN3onJI3S 9JNSBA 31J04d Apnyg <
-
g 7
" , >
L A ] M R RERE N iy AT o P . 2TER"2 T2 2T Al - y vy e v g w-w: .o e e w o~y - — " P

S} DI RS RS ARSI (PN TRRERXAT | XXREXREN | SRR | ane e, | K




yrmous pogosdxs ‘sulsaru
YyiTm pe1eTooss® AT3UBOT

-JTudts yamcad pegoadxasup

~

+

09 peamwTeaun “A3Tsusqul
1400UT Y3 TM pPO3}BIOOSS®

Jayi1o0 qou ‘go Aq peutu

yamoas peqoadxe

-un ‘yqmoas poejoadxe
¢goTagsnpul Zutdng
Jo s,10d pejydten
S8TJ3SNPUT J9Y3o0

£q 3ndano Jo pusuap
SutansesuW STqBIIBA

sourqaodut ‘squsudiys
*0s §s9oT §6TJ3SNPUT 0IQS8WOp 0% S3J0QUT
spood Jo o1jeda snid suo
Jeonpoad Kq pepTATP %0 ‘S/A¥ sutdae; 4s09
cLbL SN LL ‘otgea andjno-fegIde)y -8o0Tdd Aajsnpul
0 pue g/y oOsT®
‘suoTqaenbe snosury
-TnuwIs Yimod3 soTBS
*UOT3BIL ‘0T3BI Sal®S gJod
-UsoUuU0O pue siTJoad T19A8T -Xo *‘0T3®BJI sslBS qaod
yaogq eousnTJul £T1uBO 1I3Tp ¥V 3® -uT ‘Auunp seTWOU0D®
-TJTUSTS SUTST}JIoADY seTJqsnput oTeos ‘Auunp TBUOTISdJ
*sqtjoad uo qoBdUT Sutrsseo ‘puvuwap Jo LJTOT}SEBIS
ugqJdoduwT PBY LUBWSP -oad poogJ e0Tdd *‘S/Qy ‘oTsea SUTZJd®Bl 1500
Jo Kq1oT3seTe 90Tad L961 sn LY qndjno-Teitde)y ‘%) -eoTag Lagsnpul
UOT3BIFUSOUOD
JO junoue yIm USIS X9PUT UOTI}EBO
seTaea dTUSUOT3BTOI S8TJa3sSnNput -TJTSJ9ATp ‘yzmoad
d-0 *"UOT3BOTJTISJISATD 3utpeay soTBS ‘OT3BI SeTeS
oUTT q7J0dxe ‘0T3®BI S9TBS
LNWTUTW -qzodut ‘AqTsuequtl suTdJaej; 1809
L£1eat3edou sulaey 896 L 0 29 Te3Tde) ‘S/QV ‘$0 -09Tad Lagsnpul
KRuunp pood
Jaunsuod ‘ozTs jueTd
qutodpTwl Jo aJdeys
‘yamoa3 soT®S “Xap
*SOT3BI ) seTJg3snpul =-ul uoTsJedsTp TwoTyd :
113Tq -®Ja8003 ‘oTqea gndgno SUTZJaB) 1509
-1838p 3s9q suUTIIejy ZL6L v sn ¥1€ -Teatded ‘01D°°*“20°1LD -9oTag Lajenpul
SOULPUL] ULBW potJaag S5 BJAOA0N So[qQBLJIB, [BIN3ONIZS aanseeo)] 31J0Jdd

LgelL
U9sSuaJICeg 3
S03BTNOTEJ

L8é1L
¥soasn

o

1861
B} OMY

t



SwaItJ

7 4Xx8u J0J sJanseau
awes AG POPTATP SWJIT]
¥ doq xoJ Jejaom gaed
peppe onleA 95BIBAEB
‘(I)swatgy 7 93xeu J03
squauwdiys Jo enlmra
Kq pepTATDp SwWaty ¥
doy J0J sjusuwdriys JO
enTeA ‘xXepur uoTlsdJgad
-s1p 1eoTydeafosd
‘fuunp spood Jsuns
-uco ‘orgq®Ba 3ndano

y

IS
A Y

o,

o

:’: ﬂ\‘: o e

Al
Lo

h S I T T
P Cat’e e e

ey,
NN

ey

€6

sutSaeu | 03 ¢ ® 3noqe £Aq
‘dTysuoTi®BIed J-D @Yy ut S8TJI4SNPUT ~Teq1deo ‘yymoasd
(¥y0Q) LousToTjie sejeu 1131p saTes ‘Aajsnput ut utsJaey 3S09 €861
-Twop (I) Jgemod ja3IBY 2L61 7 30 Lé2 setueducd Jo § ‘%) -90Tad Lagsnpul Us T1VY
Jemod qeo3awvu
BIA UOT3BIGJUSOUOCD UBYYL
Jayqea AousToTJJo ®BIA we Tqoud 1e:1deo
s3TJoad yY3Tm pa}BIOOSSE SKWId s.:1dS peisaaul £q
sa®vys 39yJeuW-s3TJoad Jo woxJ sqTun peptAaTp s3tJoad
1UBUTWISY 8P TBINGONIALS sseutTsng X®81 eJd0jegd)
B S® UOTI}BJIFUSOUOD Jo auTl QTUBWGSSAUT £ommme
SWTAYMIOAO oJIBYS 393JIBW 6L-0L6L 0002 °40QY ¥ ¢2aBYS 39)IBY U0 uangay 3 mHmm
. SOUTPULY ULBW DOTIod o0BABA0) SO[QeldBj] [BINFONIRS 3ANSBSp 31J0dd Xpuszg




g
aa

4 I..’ o’

—

'»'s

o A

e
P
- -

I

F s 7
L,

ITI. Structure-Performance Relationships

In The Defense Sector

This chapter will focus on the structure, conduct,
and performance of the defense sector. First of all, it
should be noted that defense spending has a notable impact

on the economy. According to the 1983 Economiec Report of

the President, national defense purchases totaled $152.3

billion in 1981. This made the Pentagon the largest
single purchaser of goods and services in the economy.

In fact, the military has been the largest single source
of demand in our economy for the last thirty years (28:6).
After adjusting for inflation, and excluding the Vietnanm
War buildup, the defense budget has remained relatively
constant since the Korean War., Excluding the dramatic
increase during the Vietnam War and the recent increases
under the Reagan Administration, military spending has
remained around $100 billion in 1977 dollars (36:23).
When viewed as a percentage of the gross national product
(GNP), the military's share has dropped from about ten
percent of the GNP in the 1950's to an average of six

percent during the 1970's (28:7).

Structure of the Defensc Sector

The structure of the defense scctor deviates signif-
icantly from traditional free market theory. The defense

marketplace consists of a monopsonist on the demand side

67
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:b (the Department of Defense) iacing an oligopoly on the
{| supply side (a relatively small number of primary con-
{‘ tractors). Because it is not a perfectly competitive
ig market, the defense sector behaves as a traditional

%

oligopoly, with one important differecnce. 1In a tradi-
tional oligopoly or monopoly market, the buyer and seller

are still essentially in adversary positions, but in the

P21

defense market the interests of the buyer and seller

o

coincide much more closely. According to Jacques Gansler

gg (36:29) this causes the government to be relatively in-

:S sensitive to price.

;: On the buyer side of the market, the government funds
SB weapons programs because of a military requirement for a
.§ more advanced system of technological opportunity for

- greater capability. America's defense strategy has been
;3 to maintain a technical superiority of military hardware
iﬁ over the Soviet Union. As such, most weapons systems are
- developed near the leading edge of technology with price
:§¥ as a secondary design characteristic. Of course, techno-
9‘? logical uncertainties increase risk for the seller and

:? promote instability in the acquisition program because one
S cannot be certain how long it will take or how much it will
‘ti cost to overcome these difficultins. In addition, it

j; becomes more difficult to nerotiate a selline pricc when
%ﬁ the product to be developed is not yet well defined.

5% The Congress decides how much to spend each ycar on

-—i
"

defense, not the buyer or the seller. The annual budget
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process causes uncertainty in the defense sector's long

range planning because most programs are funded only one
year at a time. Shifting political winds may cause a
weapons system to be cancelled or curtailed. Programs
may also be stretched out to accommodate all desired
programs within a fixed budget (10:63-65).

These weapons programs can be very costly. About
20 acquisition programs now consume over 40 percent of
DOD's procurement dollars each year (36:32). These few,
large programs make individual contract awards extremely
important to the contractor. Adams and Adams (1:283)
argue that contracts are awarded so that all the major
defense firms are allowed to survive, for the good of the
nation's long term defense capability, although such a
policy is nowhere explicitly stated by the government.
According to Marfels (60:411), a contractor in need of a
contract often "buys in" to a program by submitting an
unrealistically low bid, which is then revised upward
after the contract is awarded.

The synergistic relationship between the government
and defense suppliers is enhanced by the government practice
of sharing capital equipment and plants with the contractors.
According to Gansler (36:35), the mix of publie and private
production facilities varies among industrics. TFor exanmple,
the government owns about two-thirds of the production
facilities in the munitions and strateesic missiles industiries,

about one-third in the aircraft industry, and none in the

69
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?:;ﬂ ‘ shipbuilding industry (36:35). The government wants to
N
>,
1;5: keep its plants busy to justify their existence and
[. achieve efficiency, and therefore much defense production
o
o is done in government facilities.
; -'.,d'
_E;; On the supply side of the market, the defense sector
b
consists of about 22,000 prime contractors and about
N
2 100,000 subcontractors or parts suppliers (60C:413). A
:ﬁb prime contractor is a firm that deals directly with the
government on large, usually systems-level procurements.
ey

A subcontractor supplies some segment or subsystem of

the procurement directly to the prime contractor, so

— they usually do not deal directly with the government.

NN

iﬂi ‘ A supplier firm sells parts and raw materials, usually
:‘:.c.

?ﬁ* to sub- or prime contractors. At the prime contractor

. level, the government is more heavily involved in provid-

:}E; ing production facilities. Also, government procurement
%2§ ‘ regulations and documenfation requirements are more widely
s applied at this level (29:5). In fact, the administrative
gzi paperwork imposed by the government has been widely

E’S recognized as a significant impediment to efficiency and
t;f progress in a weapons program, a process devouring many
.Egg person-years of effort (10:58-72; 66:15; 65:63). The

§5€ subcontractors and parts suppliers are required to supply
;;: their own facilities and capital. According to Gansler
‘§§3 (36:5), their profits are generally lower (especially when
TE?% measured against investment) becausc Lhey must deal with
o the prime contractor, who in presumably not as inrsensitive
‘..‘o

7n

200

R Ay

i

&
o,

)
o

L4
L]

Eg




AN NN R TN TS Y W N R VLS

to price as the government. The subecontiractor or cupplicr
is also less well able to handle the governuent's doocumen-
tation requirements and do not receive the came kind of
contracting benefits that the prime contractors rcecive
from the government (22:13). TFor examnple, these lower
level contractors do not receive cost reimbursemen’ btypeo
contracts with the government or progress payments for
work accomplished (these terms to be explained later),

as the prime contracltors sometimes do.

Gansler reports an aggregate C4 concentration ratio
of about 20 percent for all the defense industries that
make up the defense sector, which is actually lower than
most non-defense manufacturing industries (36:36). However,
the relevant concentration ratios are at the product or
market level, where CL ratios of 80, 90, or even 100 per-
cent are common for defense industries (sce Table 2).

At this level most sections of the defense sector are
heavily concentrated (36:43). These concentration levels
can be even higher at the subcontractor or supplier level.

For example, the 1966 C, ratio for propellers was 28; for

special dyes and tools, 97; for gas cylinders, 100 (36:44).

e
RN . . :
e lfonopolies exist at the component level for certain products.
R
A Gansler (36:36) attributes Lhig hich concantralion Lo iLho
ENEN
o large size of individual procorams, which makes bthe number
5 of individual programa relatively swmall, and the depgroee
LY - N
- of specialization required for defense businens. There
b
!!ﬁ are also significant entry bharriers vresent in the defense
N A 7
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sector (to be discussed sho-tly).

Military expenditures, and procurement buys expecially,
declined in the second half of the 1970's from their Vietlnan
levels. The major contractors were able Yo maintain their
share of the defense business by acquiring other defense
firms, both vertically and horizontally, but each plant was

-
2

operating less and less (36:39). This resulis in a le

163 ]

efficient markel operation because the older, less used
plants are not replaced by more modern and fully employed
plants (36:39). A general decline in defense business
has therefore contributed to larpge excess capacity in the
defense sector.

In order to maintain their overall corporate growth,
many dnfense firms have shifted more of their operations
into Lhe civilian sector. Gansler statec that the top 25
defense contractors went from 40 percent of their business
in defense in 1958 to about 10 perecent in 1975 (36:39).
For example, firms like Raytheon, TRV, and United
Technologies were almost entirely in defense during the
1950's and 1960's, bub by 1977 all three 4id less than
40 percent of their businecs in defense (36:289; 30).

According to Gansler (306:41), moct of the large defense

contractors have diversificsi to the ~lvilinn throuen
corporante acquisitlions. Thic ~orperalo dlversificntion
siprificantly reduces fthe Yapeninine power o o0 pian s

ment and inereasces the fien's flexibility

Ao nentioned earlior, vho defonoe cooine
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characterized hy very hich =»ntry barriers. These barriers
limit the ability of potential firms to enter the dofense
markct. Barriers vary by industry but ther: are a number
of common traits running through the entire defense
sector. Gansler (36:46-/8) lists the following barriers:

Marketing Problems: Defense is a unique marketplace.
Most selling is done directly, so there is little nced
for advertising. To compete in the defense sector, a
firm must understand how the government opcrates, and this
requires extremely specialized marketing skills.

Inelastic Demand: A potential entrant in the defense
market cannot be sure the government will buy its product,
even if it lowers prices, since demand is essentially
established by Congress.

Market Environment: Political, technical, and
funding instabilities, coupled with present excess capacity,
discourages potential entrants.

Brand Loyalty: The individual services feel a good
deal of allegiance for the firms that have traditionally
supplied their nceds. The different services have estab-
lished preferences for dealing with certain cuppliers.

High Technology: Since defensc contracts are awarded
based primarily on imnroved performancae, a vpobtential
entrant cannot oimply use exicting bechnolowy to dupli-

cate an exicting system at a lower cost. The new firms

D]

must possess the capability to develop new technolocrien
} N J .

for an improved product, This requires s hirhly shilled,
i .
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specialized labor force, posses

a great enginccrine

~

i}

and scientific capability, which is presently in short
supply. A large R&D capability iz also required to
compete successfully.

-
4

Capital Requirements: Expensive, specinlized
equipment is required in the defense scetor. Sinea the
government owns about 30 poercent of this cguipment at
the prime contractor level, thic creates a sisnificant
barrier. In addition, the financial community is
reluctant to lend in the high risk defence sector,
making capital formation difficult.

Political Barriers: Congress can bhe cxpected to
take steps to protect defense firms in their district.

Security Clearance: The requiremen® far sesurity
clearance is expensive and time consuming, “ut usually

necessary.

Conduct of the Defense Sector

The conduct of the defense sector iz alcc unique.
Walter and William Adams have describad the relationship
between buyer and seller as a closed systom not unlile
the relationship between the old, great mercantilist
trading companies and their governments (1:279). The
trading companiocs and the dofense flvrme are both oxamp!lens
of instruments chosen to advance a public purposc, and
as such, were given excluaive privileges and protection

by the government. Put Gansler (23(:72) pnints out that
y g I

the close relationship and eromumonnlity of interes' betunren
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government and industry at the aggregsate level is less
pronounced than generally helieved for individual pro-
curements. The appearance of mutually beneficial joint
ventures is carefully avoided in the highly visible
defense market. Public accountability and regulation
are therefore important aspects of the defense market.
All of the government's decisions and all the industry's
records are subject to review by the Congress and the
public (36:72). When an abuse is discovered, more
regulations are applied to the industry, usually without
considering the impact of the entire industiry.

The acquisition of a weapons system generally starts
with competition for the research and development contract.
The contract award is based primarily on technical ability,
with price as a secondary concern. The proposals are
evaluated by the government in a source-selection process
that can run as long as a year (36:74). Tirms are often
willing to "buy in" to a program by taking a loss on the
smaller development contract so they can sccure a sole-
source status on the larger production contract that
follows. Development contracts almost always contain
some kind of cost-reimburscment provision (more on
contract types later), so the only dollars they rick
are profit dollars; all costs, including overrunc, arc
paid by the government (36:75). The firms also know
that costs will grow during the course of the nprogran,

and the pricing of these costs will be aceomplished after

76




all competition with other firms has ended. The contracior

is also motivated to proposec a large number of technical

changes once the program is in the development stage, so
that these price changes will have to be negotiated.
These changes usually continue through the production
stage, reducing smooth, efficient production (36:75).
The contractor is actually ecncouraged to be inefficient
through this process.

Since most of the production awards go to the
contractor who receives the development contract, and
because a lot of development work results from contractor
changes or cost growth, and because these contracts are
all awarded sole-source, a major share of DOD contract
dollars are awarded without benefit of competition (36:75).
Although DOD regulations state explicitly that business
by formal price competition is preferred, 92 percent of
the dollars are spent through negotiation, without com-
petitive bidding (36:75).

Naturally, the competition for a development con-
tract is intense. The government is in a strong bargaining
position as long as a commitment to a sinesle supplier has
not yet been made, and can play the contractors against
one another to extract promises of high performance,
~arly delivery, and low cost. But once a supplier haso
been chosen, the relative bargainine power of the two
parties shifts strongly in favor of the contractor.

Since the acquisition cycle, from initial research to
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~delivery for a major system now runs 10-18 years {65:60),
the sole-source supplier's position becomes more powerful
as time goes on. This occurs because no close substitute
would be available from another firm in a reasonable
period of time.

The major firms involved in competition for a
development contract must deal with a great deal of long
term uncertainty. Firms must show they have the skilled

labor and specialized equipment available hefore th

(%]

J
can expect to win the contract, but if they lose, 2ll

of this capability will go unused (36:78).

Performance of the Defense Sector

The performance of the defense sector has been
disappointing in many respects. One important failure
of the market has been the rapidly escalating price of
defense equipment. After adjusting for inflation, military
equipment has been rising at about 5 percent per year for
the last three decades (36:83). This means that equipment
costs 3 to 5 times as much as the previous generation,

which results in lower procurement rates, reduced mili-

i

tary capability, and inefficiently low production rates

A

A
Ay
A ALS

4
.

(36:83). 1In addition, product quali‘y has often fallen

[4

hY
s

d,
l’.

.

short of original speccifications (1:280). 1In contrast,
civilian durable goods and equipment have been going
o down in constant dollar price, and product quality has

I, generally risen (36:83). One rcason for this disparity
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is that excess capital and labor capacity can be charged

against contracts in the defense sector when these pro-
duction factors are not truly required for efficient
production., Defense industries have greater excess
capacity than civilian manufacturing (56:8,). TFor
instance, the aircraft industry was operating at only
55 percent of capacity in 1980 (36:8.), a year in which
all of manufacturin; operat.d near 70 percent of
capacity.

Market power may also be a factor in the poor price
performance of the defense scctor. According to tradi-
tional oligopoly theory, high defense prices are likely
to be directly attributable to high concentration in the
defense sector. This would be especially true at the
subcontractor or supplier level where concentration is
very high for certain products. Firms in industries with
high concentrations would be expected to exercise their
market power to raise prices and profits.

Other possible reasons for the high price of defense
goods can be found in the types of contracts used by the
government., The first of the two major contract types
is the cost reimbursement contract. Cost contracts allow
the firm to recover all allowable and reasonable costs from
the government. As noted earlier, defense firms arc
motivated to raise costs when cost reimbursement contracts
are used because profits are usually negotiated as a

percentage of costs. The cost-plus-fixed-feo (CPIF)
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contract specifies a fixed .dollar amount over costs to he

paid to the firm. The cost plus incentive fce (CPIV)
contract calls for negotiating a minimum profit, target
profit, maximum profit, target cost, and share ratio
between the firm and the governme .t. If the firm com-
pletes the contract vuder the target cost, it may add to
its minimum profit a certain percentage of the diffecrence
between its target and actual profit, according to its
share of the negotiated share ratio. (For example, a 40/
60 share ratio means the firm would receive 60 percent of |
the difference.) If the firm's costs rise above the
target level, the government absorbs a share of the
extra costs, according to the share ratio, up to the
point where the firm's profits fall to the minimum profit
level, at which point the government absorbs all addi-
tional costs. This provides an incentive for cost con-
trols, at least to the point of the stipulated maximum
profit, assuming target costs can in fact be met. 1In
short, the government assumes most of the cost risks in
either type of cost reimbursement contract. Costs are
generally reimbursed by the government as they are
incurred. Cost type contracts are preferrcd by the
industry for high risk programs.

The second major contract type is the fixed price
contract, In this eontract, the {irm ascumes most of
‘the program risks. The firm fixed price contract (FFP)

calls for a set price not subject to change unless the
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government approves changes in the contract. This type of
contract naturally promotes cost efficiency in the firm and
involves only minimal administrative costs. The fixed price
incentive fee (FPIF) contract calls for the negotiation of
a share ratio, target cost, target profit, and a point of
total assumption (PTA), where the contractor begins to
assume all risk. TIf the firm completes the contract under
the target cost, it receives the target profit plus a
percentage of the difference between actual and total costs,
according to the share ratio. If the firm is over its
target cost, the government pays a percentags of the cost
overrun, according to the share ratio, up to the program
cost associated with the PTA, at which point the contractor
must absorb all the additional costs. The firm is generally
paid on delivery for these types of contracts. Fixed price
contracts encourage cost controls by the firm because the
company assumes most of the program risks. If the risk
factor is considered manageable, most firms prefer fixed
price contracts, because there is no upper limit on profits.
Also there is generally less government monitoring and
interferencé because costs need not be watched so closely
by the buyer. There has been a gradual transition from
cost to fixed price contracts cince the late 1960!'s,
According to a recent study of the defense industrial base
commissioned by the Office of the Sceretary of Defense,

the Profit '76 report, the 1975 dollar breakdown of all

defense contracts by type (for contracts over $1 million)
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\/ was as follows: CPFF, 16%; CPIF, 15%; FPIF, 22%; and

f» FFP, 46% (31:V-11).

t; The defense market has not been an especially

ig attractive place for American industry. According to a

;E 1980 Congressional study (22), the economic performance of
; the defense industrial base is deteriorating. One of the
5 reasons is that, while the United States still leads the
gﬁ world in productivity, it is now dead last in productivity
\i growth among all free world industrialized nations (77:11;
é "~ 78:41). Further, the productivity growth of the defense
»f sector is lower than the overall manufacturing sector (22:

Tl |

11). A major reason for slow productivity growth is a

relative lack of capital investment. Capital investment

in new technology, plants, and equipment has lagged in

)

AL ANy

the defense sector, because of unfavorable contracting and

=

”
,&3 tax policies, and because the government supplies capital
i& facilities (although not all that is reauired) to prime

;; contractors in many instances (22:11). Consequently,

1& the defense sector is equipped with old, outmoded plants

€$ and equipment. The defense sector by nature is highly

éf capital intensive. The return on investment in the

3. defense sector is too low to a’tract and retain capital

E: (96:40). 1In today's capital-starved industry, defense

= companies have to borrow funds in competition with the

s 4

:Q Treasury and commercial ventures with lower risk markets

gﬁ and very often, higher profits. However, the high

i interest rates on borrowed capital have not been receongnized
K2
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until very recently (31:IX-23) by the government as an
allowable cost on defense contracts. The slow-rates of
capital equipment depreciation allowed by law until very
recently (31:1X-29) also discouraged investment. Despite
defense acquisition regulations that requirec that program
risks be considered when negotiating target profit levels,
the industry sees a "mindset" on the part of the govern-
ment of around ten percent as an acceptable profit (91:42).
Since realized profits in the defense sector typically
fall to about half the negotiated profit, this ten percent
"mindset" results in lower profits for the defense firm
compared to the commercial firm (31:IX-9). The industry

is reluctant to invest in capital improvements unless there
is some assurance these investments are related to stable
programs. Programs funded on low cost estimates, high
risk technology, or politically unstable weapons systenms
inevitably lead to funding stretchouts that adversely

impact on the contractor's ability to recover these

captial investments (96:42). Also, the prevalent practice
of single year buys by the government forecloses the
possibility of realizing the economies of scale possible

with large scale buys. The contractor cannot buy materials
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in economic lot sizes because they cannot be sure of con-

P

tinued funding year by year.
Profits is another mecasure of e¢conomic performance.

The Profit '76 (31) study reviewed the profits of 6}

defense oriented companies with 147 profit centers averaging



R

e

w L) .' -
ORRRRIR

.. [' *:‘.:5".':'.:’:'4' . 1‘ »

A

A

QN

Pt

Py
WA

ul

BN R0 AT R ST T AR VT B Sor g Ny

an aggregate total of $15.5 billion annually in governmendi

business from 1970 to 1974. Pre-tax return on sales, the
profit criterion used by DOD for profit negotiations,
averaged 4.7 percent over the five year period (31:IX-7).
Pre-tax return on sales averaged 4.7 bercent for fixzed
price contracts; 4.3 percent for cost type contracts
(31:IX-7). The contractor who was willing to assume the
greater risks associated with a fixed price contract
earned very little additional profit on the average for
taking such risks. The negotiated, or target profit
averaged 8.8% for all DOD contracts, which indicates
substantial erosion in profits during contract perfor-
mance (31:IX-9). Gansler attributes this ecrosion to

low contractor bids, or "buy ins", technical or scheduling
problems, changes imposed by the government but not fully
compensated, or disallowed costs (36:86).

The Profit '76 study compared this performance with
the profits gathered by a Federal Trade Commission (FTC)
sample of 5000 manufacturing firms producing average
annual aggregate sales of $,50 billion over the same five
year period (31). Pre-tax return on sales averaged 6.7
percent. Gansler cites the lack of reprulation, aceount-
abilily, and rencgotintiion an partial explanalions for
this hipgher profil performance in Lhe civilian coetor (3G
86). A structural cxplanslion advanced by Gunaler (30:30),
and Lustearten (55:128), among othors, is the use of

countervailing, monopsonistiec buyer power by Lhe government
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to control sellers!' profits lelow levels otheorwise attain-
able. As noted earlier, the government's powsr as a
monopsonist is most strong before a sole-source suprlier

is selected. TLustgarten (55:129) has shown that the

impact of buyer concentration on seller price-cosi narsins
is greatest where seller concentration is high. This uakes
the defense sector particularly susceptible to monopsonist
power, at least prior to the contracl award.

Since return on investment is a key factor in the
allocation of resources, the Profit '76 study also compared
this profit measure for the two data sets (31:IX-12).

They defined return on investment as the return on total
assets, less government progress and advanced payments in

the defense sample. Progress payments are paid by the
government to the firm for costs incurred as work progresses.
Advanced payments are paid before the costs are incurred.

The FTC average was 10.7 percent; the defense average was

13.5 percent (31:IX-12). The depreciated value of govern-

gy . : . s
. ment supplied capital equipment and facilitiec was then
e
;:: added to the assets f the defense firms to control for
oY

this factor. The return on investment average for defensc
LY
\I-“ »
N firms only decreascd from 13.5 percent to 13.0 percent
I...-'
e )
o (31:1%-13), indicating the impact of yovernment ouwned
N
! facilities on this profit mensure was fairly nswall.  The
[ )fg]
o . . _
\;? probable reason for this anall decrease in Lhe defense
o
...' . . el
Y sample's return on investment is that Lhe amount of
e
91 government furnished capital varies widely anong defensec
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X industries and is limited to the priue contractor lovel.
WA
LS . .
RS Gansler notes li“tle disagreement aboul the lecwer
SO
(; return on sales averages for defense firms (36:856). e
T cites considerable disagreement over the return on invest-
n ment averages, however. A TForbes Masnwzine study chhwed
AR .
' defense sector return on equity and return on total
o capital to be higher than total United States indusniry
NN averages (36:87). A Logistics Management Institute
\ study concluded that the average defence firm's return
-
-2 on investment is lower than a couparable civilian firm
e
s . . - . .
o (36:87). Douglas Bohi (9:728) s%udied this issue and
o Q"l
Al concluded there was no significant differencc in profit-
GAL)
‘ﬁd ability between defense profits and nondefense profits.
=Y . : o .
oy The Profit '76 study found wide variations in return
"
( on investment for the defense sector. Large deflense firms
= ,
i~ had much higher returns than small defense firms (36:87).
1 '.-.
-3 Gansler suggests the size distribution of the defense
' sample may drive the return on investment results (36:87).
.
NN The barriers to entry for the defercec sector definitely
.".l
..}I' . v . .
AN point to the advantages of size. The Schunreterian
B |
e argument of superior innovative and inventive performance
o)

in large firms may play a rcle. The ability to use

‘5&@?

M government furniched ecapital facilibtics Tuvors the Taec-e
B o0
.—‘J v 1 N g + 1 <
firms bacausce Lhey bend to be the prime confraciore,
Or, aa Demoely avened (O001), e B0 sl v 7iis a0 o
’ . ’ R l
large Cirms mny be canced by Sheir supeeior 7007 o
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Models of the Defense Sector Structurc-Performance Relationship

Only = few studies of the structurc-performance relation-
ship have dealt specifically with the defense sector. More
typically, studies have specifically excluded firms with
high military sales from their data (for example, sece
Shepherd, 85:28). Adams and Adams (1) examine the defense
industry on a strictly theoretical basis. They feel that

the monopsony power of the government is effectively

3
|
i

neutralized by an oligopolist group of sellers that
collude to prevent technical and cost information from
being revealed to the buyer, (1:281-282). They suggest that
defense sellers face price-insensitive demand, permitting
them to survive despite alleged inefficient performance,
because the government has erected an afray of entry
barriers that artificially maintain their market power.
They advocate that the government lower entry barriers

by contractually allocating more risk to the seller,
reducing government furnished capital, and taking other
similar actions to reduce or counteract sellers' market
power,

Garber and Poirier (37) were among the first to
seriously examine the structure-performance relationships
within the defense industry. They built a firm based
regression model to predict profits within the aerospace
industry from 1951 to 1971. Profits were defined as
return on assets, both before and after taxes. The

predictor variables were real DOD procurement expenditures

87
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each year, real non-DOD space expenditures each year, a
linear spline time dimension variable, and a series of
dummy variables which identified whether or not the firm
was one of eight giants of the industry (Boeing, etc.)
(37:231-232). Garber and Poirier predicted that high
levels of government spending would reduce excess capacity
in the industry and thus reduce the need for any single
contractor to be awarded a contract, which would translate
into relatively greater bargaining strength and increased
profits (37:228). They also predicted that war conditions
would translate to a greater sense of urgency on the part
of the government for equipment, which would again improve
the contractor's relative bargaining strength. They found
that the estimated coefficients of the DOD procurement
variable were consistently negative, but statistically
insignificant, an unexpected result they attributed to
noise created by the unavailabilitv of a procurement
figure that only included aerospace procurement (37:235).
The estimated coefficients of the R&D and non-DOD space
expenditures variables were both consistently positive and
significant at the 10 percent level (37:235). The size

of the space coefficient was many times larger than either
the R&D or procurement coefficients, indicating that the
aerospace industry enjoyed substantially higher profits

on space related work (37:235). The dummy variables merely
showed which firms were more profitable relative to each

other. The time variable showed a significant upward trend

88

-
.....




nl

120 in profits during the Korean War, a significant downward K
" .

? trend between the wars, and a positive but not significant

trend during the Vietnam War (37:235).

;; Thus, it appears that Garber and Poirier's ‘theories
éi about the relative bargaining strengths of buyer and ,
- sellers as an important determinate of aerospace profits
é? were correct, except for the DOD procurement variable. .
%; Their view that high levels of aggregate government spending

2 would translate to greater bargaining strength for the

?; contractors was untempered by the possibility that more

] defense business might mean lower overall profits because

f defense sales may be less profitable than commercial sales. f
%% Since Garber and Poirier discuss the effects of their
ff predictor variables in terms of relative bargaining strengths,

- and not reduced costs, one may assume they are thinking !
;% about market power instead of efficiency as the driving

%ﬁ force behind their model, but they are never clear about 4
) what structural forces they are trying to capture. Their -
;; : model contains no traditional measure of market power or i
%. . efficiency, which limits its usefulness. They did, however, E
2 make one of the initial attempts to model the structure :
;; and performance of the defense sector. E
fg Beverly, Bonello, and Davisson (8) rccently undertook E
é» another study of the structure-performance relationship of

i3

the defense sector, with particular emphasis on the aero-

R

E
iyt sy

space industry. The combined firm data from Standard and

~

‘ "

Poors'! Compustat data service with Disclosure, Inc.'s
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Security and Exchange Commission form 10-XK information
(which is more complete than Compu-‘%at) to identify 106
prime contracting corporations and a comparable group of
145 control firms that sold little or nothing to the
gofernment (8:23). The prime contractors were defined as
firms that sold at least 13 percent of their net sales to
the federal government (8:23). The control group were
firms with the same industry classification (SIC) codes as
the prime contractors. There were a total of 31 SIC codes
where there was at least one control firm and one prime
contractor in the indicated SIC code (8:37). The authors
ran a series of regression models to compare these two
groups on the basis of profitability, production efficiency,
working capital/liquidity management, inflation reaction,
and product specialization. I will concentrate my review
on the first‘two factors.

Beverly, et al., describe return on sales, return on
assets, and return on equity as three possible measures of
profit (8:32). Their definitions correspond to the ones
given in Chapter 2 of this thesis. When they compared
profit margins of the two groups industry by industry, they
found that, overall, there was no consistent or significant
difference in profits, no matter how they were measured
(8:48-51).

Four efficiency ratios were formulated. A labor/output
measure was defined as the number of firm employees/net

sales, where net sales is defined as gross sales less
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discounts, returns, and allowances (8:33). This ratio
attempts to capture the productivity of the firm's labor
force by measuring the average sales created by each
employee. A capital/employment ratio was formulated as

the firm's net plant/number of employees (8:33). Net

plant represents tangible fixed property (generally at
cost) uséd in the production of revenue, such as land,
building, and equipment minus accumulated reserves for
depreciation, deletion, and amortization (23:1X-60). The
capital/employment ratio measure the amount of capital
available for each worker. A cost of sales ratio was
defined as the cost of goods sold/net sales. The cost of
goods scld represents all costs directly allocated by the
firm to production, such as materials, labor, and overhead
(23:1X-27). This ratio indicates how well the firm is
controlling input costs. Finally, the capital-output ratio
was defined as the ratio of net plant/net sales. This ratio
attempts to measure the productivity of the firm's capital
by measuring the sales created by each unit of capital.

The Beverly, et al., study found that the average
labor/output measure for defense firms was lower than the
control firms in 20 of the 31 industries, indicating that
labor productivity is slightly higher overall in the
defense group (8:40). I used their data to test and reject
at the .1 significance level the hypothesis that the control
firms had a higher median labor/output ratio with the

Wilcoxon signed ranks test, which verifies their conclusion
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~attribute the relative lack of capital investment in the
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that labor productivity is lower in the control subset of
their sample. Their study found the average cost of sales
ratio higher for defense firms in 2} of 31 industries (8:37),
indicating less efficient cost managment in the defense firms.
I verified this conclusion by rejecting at the .01 signif-
icance level the hypothesis that defense firms had a lower
median cost of sales ratio with the same test. Their
average capital/employment ratio was lower in the defense
sample in 20 of the 31 industries (8:40). I again verified
this conclusion in the same manner, this time at .05
significance level. 1In 7 of the comparisons the defense
firm had a higher ratio of capital per employee, together
with a higher cost of sales ratio, indicating that certain
defense industries are sufficiently unique (involving high
technology parts and equipment) that a heavy capital/
employee structure is required even though it does not

lower the cost of sales ratio (8:41). The authors

defense structure to the uncertainty associated with the
short contracting periods and the possibility of funding
disruptions (8:41). The average capital/output ratio was
lower in the defense firms in 22 of the 31 industries,
probably for the same recasons (8:42). T also verified
this conclusion at the .05 significance level in the same
manner. It is interesting to note that the defense firms
were more efficient than the control firms in terms of the

labor/output and capital/output ratios, but less efficient
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in terms of the cost measure, the cost of sales ratio.
This may be due in part to relatively higher wage rates in
the defense firms. Beverly, Bonello, and Davisson did not
pursue this possibility because of a lack of wage data on
the Compustat data base (8:40).

Beverly, et al., then ran a series of stepwise
regressions with firms from both groups included on a year

by year basis (8:95)f Their regression equation was:

Profit f(DEF, NSALE, NETPL, EMP, COGS, KO, LOR, CLR)

where DEF Defense sales/total sales, NSALE = Net sales,
NETPL = net plant, EMP = number of firm employees,.COGS =
cost of goods sold/net sales, KO = capital/output ratio,
LOR = number of employees/net sales, and CLR = net plant/
number of employees (8:67). Profit was measured as retufn
on sales (ROS), return on assets (ROA), or return on equity
(ROE). DEF was rarely significant, but when it was, the
estimated coefficients were very small and poéitive (on the
order of .0005). The authors concluded there was no sig-
nificant difference between prime contréctors and the
control group with respect to any of the profit measures
(8:96). hone of the three size related variables (NSALE,
NETPL, EMP) were significant for any profit mcasurc. With
respect to ROE, COGS was consistently significant and
negative and CLR was consistently significant and positive
(8:96). When ROA was the dependent variable, COGS was

again consistently significant and negative and KO was

93

-~ - -~ ..--. '. . Q. - ’ : LU Tt P R S AT T IR I T T T e A ".n.' -A. t\ .\ ..‘

POV A SN GOVER O S, O 8, SR OO PO,



I b e S S % A SACEE A A A SACSRC i Min AR el S i e S W AR A S A A D Sl

....................

also very often significant and negative (8:105). For ROE,
COGS was once again consistently significant and negative,

while KO and LOR were also very often significant and

negative (8:102). The major determinants of profitability
for this sample turned out to be the efficiency elements,
regardless of how profits were measured. The explanatory
power of each model by year, the R2 values, ranged from
.01'to .19 for ROE, from .12 to .29 for ROA, and from

+46 to .60 for ROS (Ref 8:96, 102, 105). The first two
ranges are consistent with other firm and industry based
structure-performance models, but the latter values for
the ROS models are higher.

The major strength of the Beverly paper is that all
the data basically comes from a single source, the SEC form
10-K data. This significantly reduces incongruities in
the way the variables were measured. The SEC 10-K infor-

. mation from Disclosure, Inc., allowed them to quantify
the percentage of defense sales divided by net sales so
they could more accurately define the defense sector.
This information also allowed them to construct a control

group of firms in the same industries but without signif-

icant defense sales. This is a superior way to define

the data bases. The major weakness of the paper is a lack
of some measure of market power. The Beverly models do

not account for the possibility that firms can exert market
power to maintain prices above costs. Some measure of

the size distribution of firms (C4, market share, etc.)
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should have becen included to account for this. A number of
traditional control variables are also missing. For exanple,
there is no accounting for systematic advertising differ-
ences or regional markets in the control group. There is
also no growth measure. The inclusion of these variables
would have required additional sources of data, which
these authors were evidently unwilling to pursue.

Robert Allen recently examined the roles of efficiency,
market power, and profitability in the defense markets
(Ref 4) using the industry as the unit of observation. He
employed a model previously developed to examine these same
reiationships in American manufacturing (Ref 3). The basic
model is:

PCM = f(C4, NCO, KO, DISP, CDUM, GROW, CAR)

where PCM = price-cost margins calculated as value added
minus payroll divided by net sales, C4 = 4 firm concen-
tration ratio, NCO = number of companies in industry, KO =
capital-output ratio (to account for interindustry differ-
ences in capital intensity), DISP = a geographical dis-
persion index to capture the effect of regional markets,
CDUM = a dummy variable to account for systematic differ-
ences in advertising expenditures (one for consumer goods,
zero for producer goods), GROH'= percentage change in
industry sales between 1967 and 1972, and CAR = average
value added per employee of the four largest firms divided

by the average added per employee of the fifth through
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¥§- eighth largest firms, a measure of the cost advantapge of
the four largest firms relative to the next four largest
firms (4:3). Allen defined two defense industry data sets

by referencing a list of the top twenty industry groups

serving the Defense Department published by the T1.S.

Department of Commerce (28:10). Eleven of these industry

Vg

ot
¥

groups are in manufacturing (see Table 3) and account for

almosﬁ two-thirds of total DOD demand. Allen defines four

3

AL

i

digit census industries from these eleven groups as defense

related industries (4:6). 29 defense related industries

5 i
. ...‘"3

have complete census data available. The top five manu-
facturing industry groups alone. (aircraft, communications,
missiles, ordnance, and shipbuilding) account for more than
half of total DOD demand. Allen defines four digit census

industries from these five groups as primary defense

g? industries (4:6). These five groups depend on the Defense
;: Department from between 40 to 65 percent of their sales

£ 28:10). Only 9 primary defense industries have complete
;é census data available. The results for these defense

%3 industries are compared to a broader group of 307 manu-

2 facturing industries (4:5).

Allen's estimated coefficient for C4 is small (about

LIS

.09) but significant for the total manufacturing sample,

..,
.
l‘)‘

- a result consistent with a large number of previous

A

;z industry based structure-performance models (4:6).

A

by However, this measure of market power is not significant
A‘ b

- in the sample of 29 defense related industries (4:6).
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CAR, the large firm efficiency measure, is positively sig-

nificant for both of these data sets, but the small esti-
mated coefficients (.063 for all manufacturing, .102 for
defense related industries) indicates a small econonmic
role for this variable (4:6). The adjusted explanatory
power of the complete model ﬁz, was .16 for all manu-
facturing, and .37 for defense related industries (4:13).

Allen proceeds to identify decreasing cost industry
subsets for these two data sets as those industries where
CAR exceeded 1.15 (4:7). T2 values were .28 for total manu-
facturing, and .58 for defense related industries (4:13),
a significant improvement over the broader data base. In
these cases, both CAR and C4 remained positively signif-
icant, but the C4 estimated coefficient was three to five
times as large as the CAR coefficient, identifying concen-
tration as the dominant influence on profits. Large firm
efficiency apparently supports significant entry barriers,
allowing the leading firms in decreasing cost industries
to maintain prices well abo.c what could be obtained
through their relative efficiency (4:7).

Turning to Allen's primary defense industries, he
found their average concentration was much higher than
total manufacturing, their average profitability was
higher if measured as return on assets but aboul the samc
if measured as price-cost margins, and large firm efficiency
was lower than total manufacturing (4;8). CAR and GRO are

significant and explain about two-thirds of the profit
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variability in the primary defense industries (4:9). Con-
centration is not significant. Sales growth is negative

and appears to depress profits. The §2 value for the com-
plete model was .45 (4:15). The estimated coefficient for

CAR (about 2.4) was about twice as large as for the defense
related industries, and about four times as large as for
total manufacturing (4:13, 15), indicating large firm
efficiency becomes more important as a determinant of
profits as the defense industries are more narrowly defined.
Since large firm efficiency appears to be relatively low
in the defense sector while simuitaneously occupying an
important role as a determinant of performance, Allen
concludes that improvements in this area should reap
great benefits for the defense industry.

Allen looks at the relationships among market power,
efficiency, and profits at the industry level. Gale and
Branch (35:98) assert that an analysis restricted to
aggregated industry data may produce a spurious positive
relation between concentration and profits. Gale and
Branch (35) believe that the true structure-performance
relationships lie at the product line or segment level.
If true, Allen's study is too aggregated to yield the
proper relationships. Allen's method of measuring the
relative effects of market power and efficiency seem
valid. Unfortunately, his efficiency measure, CAR, has
no direct parallel in a firm based study because of data

limitations at that level.
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As we have seen, the structure, conduct, and perfor-
mance of the defense sector is unique. In the defense
sector, a monopsonist buyer faces a concentrated oligopoly
of sellers under highly unusual structural conditions.
Because of this or in spite of this, the performance of
the defense industries has generally been disappointing,
both in terms of profits and prices. The structural reasons
for this relatively poor performance may be related to
relatively low levels of market power, efficiency, or
both. Few studies have explored the structure-performance
relationships in the defense sector. It may prove bene-

ficial to understand the nature of those relationships.
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IV, Methodology

As stated in the introduction, the purpose of this
research is to investigate the relationships between
efficiency, market power, and profitability in the defense
marketplace. These results will be compared with the
relationships observed from another sample of total U.S.
manufacturing concerns. The unit of observation will be
the firm in both instances. These results will also be
compared with prévious work, especially firm based studies
‘and/or defense sector studies such as those of Allen and
Beverly, Bonello, and Davisson. The years selected for

rstudy are the census years of 1972 and 1977, in order to

provide for comparisons with previous work.

The Regression Model

The basic structure-performance model that will be
used to evaluate these relationships is Allen's model,

with some extensions. The basic model is:
Profit = f(CA, NCO, GROW, DISP, CDUM, KO, EFF)

where profit is measured either as return on sales (ROS)
or return onvassets (ROA). Efficiency (EFF) is measured
in one of three ways: PROD, CAPEF, COGS. These, and
other variabies in the model, are defined below.

| Return on sales is defined as net income divided by

net sales, Both of these items are taken from Standard
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and Poors' Compustat Data Service. The net income figure g
!

is the income or loss reported by a company after ekpenses, .
taxes, and losses have been subtracted from all revenues
and gains for the period (23:IX-56). Net sales is defined
as gross sales less discounts, returns, and allowances
(23:IX-71>. Return on sales effectively isolates market
power, according to Weiss (75:198) because differing
capital requirements should not impact returns if capital
differences are controlled through a capital-output measure.
Also, ROS is the profit measure used by the government in
their contractual negotiations with defense firms.

Return on assets is net income divided by total assets.
Both these figures come from Standard and Poors' Compustat
Data Service. Here total assets represents current assets
plus net plant plus other non-current assets, including
deferred items, investments and allowances (84:IX-18).
Interest payments are excluded from the numerator. The
return on assets or return on investment is an important
management and investor motivator, and a key factor in the
allocation of resources.

C4 is defined as the four firm concentration ratio.
This measure was extracted from the .U.S. Bureau of the

Census, Census of Manufacturers (92, 93), which is gathered

once every five years. This paper follows the common
practice of identifying this variable as a proxy for market
power. The C4 ratio, as opposed to other concentration

ratios, was chosen because it is used most often and
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because it is conveniently published for each four digit
manufacturing Standard Industrial Classification (SIC) code
by the Census Bureau. The profit measures should be pos-
itively related to this market power variable, although

the impact is not expected to be very large.

NCO, the number of companies in the industry, should
be negatively related to profits since, all other things
being equal, the exercise of market power should become
more difficult as firm numbers increase. This variable is

also extracted from the Census of Manufacturers.

GROW is defined as the percentage change in a firm's
net sales between census years, a period of five years.
This variable was extracted from the Compustat data. The
sign of the growth variable should be positive unless rapid
growth causes firms to sacrifice profits to maintain growth
or if cost controls break down during periods of rapid
growth.

The dispersion ratio, DISP, was initially suggested
by Collins and Preston (20) to capture the effects of
variation in the geographical scope of markets. The data

source is again the Census of Manufacturers. This index

of geographical dispersion is calculated as follows: the
percentage of each SIC four digit industry's value added
accounted for by firms in each of the four Census regions
is computed, along with the total manufacturing value
added accounted for each Census region. The disperéion

ratio, DISP, is the sum of the absolute differences between
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the percentage of value added (in that particular industry)
accounted for by firms in each region and the percentage
of total manufacturing value added accounted for by each
region. Thus, a value of zero would indicate that an
industry is distributed among the four regions exactly as
total manufacturing is distributed. A value in excess of
one would demonstrate considerablg concentration of activity
in some area or areas. DISP is expected to be negatively
related to profits because national markets imply greater
competition and results in lower profits.

CDUM is a dummy variable designed to account for
systematic differences in advertising expenditures. It
is set to zero for producer goods industries and one for
consumer goods industries. The source for this variable
was Ornstein's published table of each type of industry by
four digit SIC code (73). The expected sign of CDUM is
positive, since greater advertising in the consumer goods
industries allows firms to differentiate their products
in the market, and may serve as an entry barrier to others.

The capital-output ratio (KO) is included as a control
variable when the dependent variable is R0S, so that
systematic differences in firm capital intensity can be
accounted for. It is calculated by dividing gross plant
by net sales. Both of these data items are taken from
Compustat. Gross plant is defined as all tangible fixed
property (generally at cost), such as land, buildings,

and equipment which is used in the production of revenue
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5} = (23:IX-59). Accumulated reserves for depreciation,

> depletion, and amortization are included because subtracting
these items fo get net plant introduces more noise from

& differing accounting practices. The expected sign of

. this variable is positive, since greater capital intensity

requires higher ROS to yield a given investment return.

:ﬁz The first efficiency variable, PROD, was suggested by
f; Caves, et al (17), as the most straightforward measure of
g labor productivity. The PROD variable in this paper is
g; defined as (net sales minus raw materials), divided by
%S the number of employees for each firm. Both variables are

taken from Compustat. Net sales minus raw materials

represents value added, the difference between the value

4
£%

of products produced and the value of the input materials

used in production. Thus, PROD measures how much the
average worker contributes to value created by the firm.

A second efficiency variable, CAPEF, is defined as
gross plant divided by the number of employees. Once
again, these variables are from Compustat. This variable

" measures the capital-labor ratio, which describes how much
capital the average worker has available. The more capital
available per worker, the more efficient that worker should
be. Thus, CAPEF attempts to capture that fraction of any
efficiency difference between firms caused by greater
capital per worker.

The final efficiency variable, COGS, was suggested in

the Bonello study (8:29), as a possible efficiency measure.
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Its efficacy as an efficiency variable, however, is subject

to some question because the impact of factor prices, par-
ticularly labor, is unknown. This problem will be dis-
cussed more fully in the analysis section. COGS is defined
as the cost of goods sold divided by net sales. Compustat
defines COGS as all costs directly allocated by the company
to production, such as labor, materials, and overhead (23:
1X-27). Coét of goods sold includes items such as salaries,
transportation, warehouse expense, and utilities, but ex-
cludes gross plant, depreciation allocated to cost of goods
sold, idle plant expense, and moving expense (23:IX-28).
COGS attempts to capture how well costs are managed for
these factors of production, which exclude capital expense.
All three of the efficiency variables should be positively
related to profits. The efficiency variables are subject

to two potential limitations, which will be discussed

~after the extended model is defined.

This basic model is extended by the addition of two
other ﬁredictor variables. The first variable, SIZE, is
a measure of relative firm size. The larger firms, suggest
Hall and Weiss (42:219), enjoy higher profits because they
can make large scale investments the smaller firm cannot
afford. Many of these large scale investments will yield
disproportionately high returns (42:319). Hall and Weiss
describe this "availability of capital" entry barrier as
a potentially significant structural element that turns

out to be distinct from C4 as a determinant of profits
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(42:319, 326). Following Hall and Weiss, this SIZE

variable is defined as the reciprocal of the base ten
logarithm of a firm's year-end total assets, expressed in
thousands of dollars. Thus,

SIZE = 1
Log(Assets)

where assets is derived from the Compustat data and in-

cludes all current and non-current assets plus net plant
(23:1X-18). A SIZE definition expressed in terms of
assets is superior to an employment or sales based
variable because it is the difficulty of financing large
sums of ass~ts that limits entry into certain areas (42:
322). Hall and Weiss used a logarithmic form because they
reasoned that the profit advantages of additional units of
size become less pronounced as firm size gets larger and
larger (42:322). They used the reciprocal form because
they felt another percentage addition to asseis would in
fact be easier for the larger firm (42:322). 1In other
words, a $100 million firm might have greater difficulty
entering an industry with a $50 million capital require-
ment than a billion dollar firm would have entering an
industry with a $500 million capital requirement (42:322).
This form was also éhosen, in part, to correct for
heteroskedasticity in the raw measure. The expected sign
of SIZE is negative because it is in the reciprocal form.

Firm size should be positively related to profits,
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The second additional predictor variable added to

the model is RD, defined as firm research and develop-
ment (R&D) expense divided by the firm's net sales. Both
items are derived from Compustat. R&D expense specifically
excludes customer or government sponsored R&D, but does
represent all annual costs associated with the develop-
ment of new products or services (23:IX-66). The expected
sign of this variable is positive, because of possible
scale economies in the R&D process, the accumulation of
patents of technical knowledge, cost reductions, and
product differentiation. RD should be even more important
to firms in the deiense sector because the ability to win
contracts is highly dependent on proven R&D capability.

As mentioned earlier, the efficiency variables are
subject to two potential limitations. First, productivity
differences between firms may be offset by higher wages
for the more productive workers, resulting in a zero, or
perhaps negative net effect on profits. This potential
limitation would affect PROD and COGS. Following Allen
(3:4-5), this problem can be investigated by regressing
wages onto the efficiency variable to see how much pro-
ducthivity impacts wages. Unfortunately, the Compustat
data base had far too many missing valucs for the wages
variable to allow investigation of this potential limita-
tion. Allen found a positively significant relationship
between wages and CAR, his efficiency variable, but the

impact of a change in CAR on wage rates was fairly small,
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allowing the firm to enjoy lower costs when productivity
improves (3:4). Allen's study was industry based, so there
is some question as to the extent one can transfer his
results to firm based data. Given the Compustat data
limitations we shall assume that productivity differences
between firms are not offset by higher wages and let the
model results tell us otherwise.

Another potential limitation may be that the efficiency
variables are in fact measuring market power to some degrec.
The selling price which the efficiency measure is linked to
may be inflated through the presence of market power.

Lower costs may also be captured by economies of scale
embodied in the SIZE variable. The SIZE variable was
earlier described as an entry barrier, but here we are
investigating its impact as a possible efficiency vari-
able. Economies of scale can be viewed both as an entry
barrier and a measure of technical efficiency. To see how
market power or SIZE affects the efficiency measures, we
can regress the latter on the former, using total manu-

facturing data. The simple correlations for PROD are:

PROD SIZE Ci

PROD 1.0 _l19 010
SIZE 1.0 -.12
Ci 1.0

The correlations are fairly low, indicating a lack of
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similarity between these variables (one must remember, the
SIZE variable is a reciprocal measure, so the sign is
reversed). Market (C4) and average size only explain
about 2.5 percent of the variability in PROD, as shown

by the regression equation:

PROD = 55.1 - 117.1 (SIZE) + .08 (C4)  ®° = .025

(4.62) (2.02) (.881) () = t VALUE

The SIZE variable is significant at the .05 level, which
suggests it does predict PROD values fairly well. Econo-
mies of scale play a role in PROD, but the §2 value indi-
cates the role is a small one. A great deal of information
is contained in the constant term, judging by its size and
significance.

The use of COGS presents a similar picture. The

simple correlations and regression equation for COGS are:

COGS  SIZE Ch
COGS 1.0 10 -.033
SIZE 1.0 .12
C4 1.0
COGS = .55 + .50 (SIZE) + .00007 (C4) ®% =0
(1.19) (.110) () = t VALUF

In this case, neither variable is significant and the §2

value is zero, so it seems clear COGS is not contaminated

by market power or size considerations. Finally, here are
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the simple correlations and e reacsion equation for CAPERF:
p 1

CAPEF SInw

8

-

CAPEF 1.0 .3 .00
SIZE 1.0 -2
c 1.0
CAPEF = 43.7 - 138.5 (SIZE) + .014 (C4)  T° - .082
(3.62) (.237) () = t VALUE

SIZE is significant at the .01 level, which iz not sur-
prising, since both SIZE and CAPEF contain a measure of
assets or capital. Mofe importantly, market power (C4;
once again shows no relationship with the efficiency

measure. The R~

of .082 is still quite low, and mostly
accounted for by the SIZE variable. The corresponding
correlations and ﬁz values are slightly higher for the
defense data,}but lower costs through efficiency still

remain the dominant influence, relatively uncontaminated

from market power.

The Compustat Data Base

All firm data for this study comes from Standard and
Poors!' Compustat Services, Inc., a computer tape consist-
ing of balance sheet and income statement items for all
the consolidated corporations listed on the New York and
American stock exchanges, plus the 850 companics from the
Over-the-Counter stock exchange that command the greatest

investor interest (23:II-2). The data base consists of
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a total of 2459 firms. Fach firm is assigned an array of
175 data items for every year from 1960 to 1979. A firm
must possess $16 million in net tangible assets to be
listed on the New York stock exchange, but only $4 million
in net tangible assets for the American exchange. The only
requirement to be traded Over-the-Counter is that the firm
must meet state and Securities and Exchange Commission
(SEC) requirements (23:I1I-4).

Compustat Services, Inc., is rigorous in its data
collections and verification. They continually access a
number of primary sources for their data. Information is
compiled from SEC forms 10-K, public reports filled with
corporate information that must be filed with the SEC;
annual and quarterly shareholder reports; information
compiled by Interactive Data Services, Inc., which pro-
vides price, dividend, shares-traded and other data; the
National Association of Securities Dealers automated
quotations, for Over-the-Counter data; and a variety of
other sources and contacts (23:II-5). This information
is given to statistical accountants who interpret the
source documents and enter the data according to a balance
sheet and income statement format with standardized defi-
nitions written in conjunction with the Financial Account-
ing Standards Board, the American Institute of Certified
Public Accountants, and with leading accounting firms (8:10).

Compustat Services validates their data in two ways. First,

a spot check of certain data items is conducted with orig-
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inal source documents. The second validity check involves
computer generated reports ana tests that highlight data '
items with values beyond their expected ranges. The

identified data items are then reviewed for accuracy (8:11),

Each firm is assigned a unique company number and an

industry classification number. The Compustat industry
classification numbers are assigned by analyzing the
product line breakdown in each SEC form 10-K (23:8B-4).
Additional sources such as stock reports or annual reports |
are used when necessary. The product line accounting for

the largest percentage of sales determines the industry

classification code (23:8B-4). The industry classification |
codes conform as nearly as possible to the SIC codes, but

Compustat Services has assigned three and even two digit ]
codes to the more diversified firms involved in more than
one aspect of an industry (23:8B-4). Thus, Dow Chemical
is assigned a broad two-digit SIC code of 2800, Chemicals

and Allied Products, instead of a more specific four digit

SIC code of, for example, 2812, Alkalies and Chlorine.

Some industry classifications with only a small number

of companies have also been collapsed into two or three
digit SIC codes so that SIC groupings could be consolidated.
These practices created special problems in this study's
data bases.

The first problem is related to diversification, and
is actually common to all firm based studies. It is inap-

propriate to apply or match up industry based measures of
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market power or other factors with firm based data from
highly diversified firms because those industry based
characteristics would apply only to a relatively small
segment of the firm., This is a major reason why firm
based studies are becoming less common (See Table 1).
Industry based variables such as concentration ratios,
the number of firms in the industry, dispersion ratios,
and industry growth measures are compiled by the U.S.
Bureau of the Census on the basis of individual four
digit SIC codes. A firm may have 40 percent of its
business in one four digit market, another 30 percent in
a second four digit mérket, and the remaining 30 percent
in a third four digit market. Since the firm is probably
classified by the first SIC code, the researcher without
access to segment, or product line division based data will
not know that he/shé is applying industry based data to
the whole firm when less than half the firm is in fact
part of that industry.

Another way of describing this diversification problem
would be as a heterogeneity problem between firm based
variables on the one hand and industry based variables
on the other. Of course, if every firm restricted itself
to only one four digit SIC industry, there would be no
real heterogeneity problem. This problem has been dealt
with in a number of different ways for firm based studies.
Hall and Weiss (42:320) and Shepherd (87:28), for example,

simply exclude firms which they feel are too diversified.

14
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The Bonello study defines all variables on a firm basis,
but this means they have no measure of market power, among

other things, in their models, which is a cru:ial short-

coming of their paper. Gale (34:420) obtains an estimate
of how diversified firms are distributed across four digit

industries by accessing Dun and Bradstreet's computer 2ata

St At ARMES ¥ atmc.c .-

file, which contains a distribution of the firm's cmployees
and profits across four digit SIC industries. This infor- ]
mation allows Gale to construct ; market share variable,
which has been shown to be a more powerful performance

indicator than the more commonly used concentration

RPN TS WP

indices (34, 35, 79, 86, 87). The diversification, or

heterogeneity, problem has prevented most researchers

P W N

from attempting to construct a market share variable

unless they had segment based data available to them in
some form. Even Shepherd, one of the first authors to
actually build a viable market share variable, did so by
approximating segment or product line data through "a
large variety of official, company, industry, and
financial sources" (87:28).

Part of the diversification problem for this study
has already been taken care of because the more diversified
firms tend to be listed at the two digit level or in a
special Compustat industry code of 9997, which is for .
conglomerates that do not fit well in any SIC category.
These areas are excluded from the data set for this study.

To see how diversified the remaining firms were in this

Mo S
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study's data bases (their construction will be explained
shortly), a second Compustat data tape organized by
business segment was accessed and the relevant defense
and total manufacturing firms were extracted to see how
many segments existed on average in the 1977-1980 time
frame, which is when this segment data first became
available. Defense firms averaged 1.6 segments with a
standard deviation of 1.0; total manufacturing firms
averaged 1.3 segments with a ~t--lard deviation of .9.
That is, our firms typically have less than two major
product lines, which would indicate that firms are
typically aligned with SIC irdustries wherein they have
at least 51% of their sales.

Another problem specific to the Compustat tape is
their practice of assigning two or three digit SIC codes
to diversified firms. One problem is again how to match
firm and industry based variables. The researcher can
compute weighted averages for industry based variables
by weighting each four digit value within the more aggre-
gated two or three digit grouping by the share of total
sales that four digit industry produces, but of course
phis introduces noise to the data. In addition, since the
three digit market is less well defined, the validity of
looking at relationships on this level is somewhat less
justified. A researcher using this data must choose
whether or not to include the three digit level firms.

This study initially uses both types of data sets.
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Data Sample Characteristics

The total manufacturing data bases for this study
started with a random sample of 300 1972 and 300 1977 U.S.
manufacturing firms with three or four digit SIC codes from
the Compustat data tape, excluding firms from industries
designated "not elsewhere classified", a catchall code
which does not correspond well to true markets. For the
more aggregated three digit level firms, in this and all
other data based including three digit firms, CL was cal-

culated by weighting the Ccnsus of Manufacturers' (92, 93)

four digit C4 values within the three digit market by the
value of shipments associated with those four digit markets.
NCO, GRO, and DISP were all calculated as before, except
now on the three digit level for three digit firms. An
aggregation indicator, AGG, was added as a dummy variable
to see what sort of difference Compustat's aggregation
practice had on the models. Two more total manufacturing
data bases were also built by eliminating all the three
digit firms, resulting in 132 firms for the 1972 data and
129 firms for the 1977 data. For these and all other data
bases, all firm based variables are averaged three year
values about the year of interest, either 1972 or 1977.
1972 values average 1971, 1972, and 1973 figures, while
1977 values average 1976, 1977, and 1978 figures. This
was done to reduce random fluctuations and stabilize the
data. Both the basic and extended (including RD and SIZE)

models were run against these data bases, using (as

XA
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throughout the study) stepwice regression and ordinary
least squares.

Defining the defense sector was more difficult. One
of the ways it was defined was through the same process
Allen (4) used to define his defense related and primary
defense industry data sets. Using this procedure, the
defense related data base consists of 212 1972 firms and
237 1977 firms from 40 three and four digit industries
jdentified from Degrasse's (28:10) eleven top manufactur-
ing industries serving the Defense Department. All firms
with complete data from these industries were included.
Four digit defense related data bases were also built by
eliminating all three digit level firms. Complete data
was available for 172 1972 firms and 190 1977 firms. As
throughout the study, both the basic and extended models
were applied to these four data sets. DISP was excluded
from all defense regressions because of the national
character of defense markets. CDUM was also excluded
because all defense firms are making producer goods.

Defense related firms were also established for each

year by referencing DOD's 100 Largest Defense Contractors

and Their Subsidiary Corporations for 1972 and 1977 (30)

and extracting all of these firms from the Compustat tape
that have complete data and are recorded at the three or
four digit level. The top 100 contractors are based on
the total value of annual government contracts to the

firm. This procedure resulted in 38 firms for 1972 and
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42 firms for 1977. This data set turned out to be a subset
of ﬁhe defense related data set. Firms from all eleven top
manufacturing industries that serve the DOD were represented.
Since about half of these firms were at the three digit
level, further reduction to include only four digit indus-
tries was deemed unwise because of sample size limitations.
These 1972 and 1977 defense data sets include a new pre-
dictor variable, DEF, which is the percentage of the firm's
sales that go to the government. DEF is defined as total
government contracts (derived from DOD's top 100 compi-
lation) divided by net sales (from Compustat).

To summarize to this point, 10 data bases have been
constructed: 4 for total manufacturing, 3 and 4 digit
and 4 digit only for 1972 and 1977; 4 for defense related
firms, 3 and 4 digit and 4 digit only for 1972 and 1977;
and 2 for 'defense related industries from the top 100
contractors, 3 and 4 digit, for 1972 and 1977. Both the
basic and extended models were run against these data
bases, both with ROA and ROS, and with either PROD, CAPEF,
COGS, or no efficiency variable. This resulted in 10
data bases x 2 models x 2 dependent variables x L effi-
ciency possibilities = 160 regression runs. The results
will be more fully discussed in the next chapter, but
basically, all the 1977 data was very noisy, resulting
in very few significant relationships and non-intuitive
signs. The 1972 data was much better behaved, yielding

the expected relationships and showing significance.
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Also, the AGG variable lended virtually no information to

these models, indicating that the three and four digit

data and the four digit only data held no significant

§¥; contradictory information.
§g§ For these reasons, the study then focused on 1972 and
e four digit data, leaving a 1972 total manufacturing four
;Tb digit subset, a 1972 defense related four digit subset,
lﬁg and a defense related "top 100" 3 and 4 digit 1972 primary
i defense subset. In an attempt to further define the !
gﬁi defense sector, an alternative primary defense sample was i
;i? constructed following Allen (4). All 3 or 4 digit firms
ij. from industries in the top 5 defense'manufacturing groups
‘\f ' identified by Degrasse (23:10) were extracted from Compustat.
i;? 55 of these firms contained complete data. All firm based

N variables were introduced alone first against both ROS and

ﬁ ROA. These included GROW, DISP, and CDUM (for total
;5: manufacturing), KO (when ROS is used), the EFF variables,
0 PROD, CAPEF, or COGS, SIZE, and RD. This was done to see
éi: if ®2 valués would increasé significantly when only firm
gg? | based variables were in the model., Then C4 was added for
= each EFF variable to see what effect it would have without
i?g the other industry based variables, NCO and DISP, partic-
4%3 ularly NCO, which was generally correlated about .4 with
#4; ' ‘C4. Lastly, the full model was run for the 3 EFF variables.
$s§ This resulted in 3 data sets x 3 model variations x 2
$§§ dependent variables x 3 efficiency variables = 54 regres-
T sions.
R
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Since the correlations between C4, PROD, COGS, CAPEF,
and SIZE for the primary defense group are fairly high.
each efficiency measure is regressed on CJ and SIZE to see
if the efficiency variables may be reflecting market power
or economies of scale. This is the same test run earlier
for manufacturing firms. The simple correlations and

regressions for PROD follow:

PROD SIZE C4

PROD 1 .O -.20 .26
SIZE 1.0 ‘-54
C4 1.0

PROD = 30.26 - 20.03 (SIZE) + .088 (C4) R
(.533) (1.322) ()

i

0035

t value

Neither variable is significant and the PROD correlations
are fairly low. The total amount of variability explained
by SIZE and C4 is only about 3.5 percent, so PROD seems
relatively clear of market power of scale economy effects.

The simple correlations and regressions for COGS are:

COGS SIZE Ci

c0GS 1.0 -.10 .55
SIZE 1.0 -.54
A 1.0
COGS = .88 - .89 (SIZE) + .0022 (C4) "% = .330
(2.14) (2.97) ( ) = t value
121
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In this case both C4 and SIZE are significant. The COGS
variable probably shows increased costs when C4 increases
because wages tend to increase where monopoly power is
present. Both economies of scale and market power play
some role in COGS, but the ﬁz value still indicates a
relatively small role for each.

The simple correlations and regressions for CAPEF are:

CAPEF SIZE CY

CAPEF 1.0 -.32 .40
SIZE 1.0 -.54
Cl 1.0
CAPEF = 10.68 - 20.346 (SIZE) + .082 (C4) ﬁ2 = 141
(2.147) : (.951) () = t VALUE

SIZE is significant at the .05 level because both SIZE and
CAPEF contain a measure of capital. The relationship between
C4 and CAPEF is not significant, however. The ﬁz value in-
dicates that only a fairly small amount of the variation in
CAPEF is captured by SIZE or C4, so this measure is rela-
tively free of these influences also.

To check for possible heteroskedasticity effects, the
elongated model was run against each of these three data
sets and the estimated § values were plotted against the
residuals to check for any pattern. No pattern in the
plots was detected, indicating that nonconstant error

term variance was not a significant problem. The correla-
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» tion matrices (See Tables 4, 5, ¢, and 7) show little multi-
collinearity. There was also no real problem with outliers,

{ and none were eliminated or modified. The hasic regression

4
.‘I
[}

results and their analysis are presented in Chapter IV.
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V. Analysis

This analysis of the regression results will focus on

the relative economic and statistical significance of the
various model elements, the difference between these

relationships among total manufacturing, defense related,

and primary defense firms, and how well these results

agree with previous works by other authors. In particular,

we will be looking for the relative roles of efficiency

and market power in the determination of profits.

Data Comparisons

The four data sets of interest are the four digit
1972 total manufacturing firms, the four digit 1972 defense
related firms, the three and four digit 1972 primary
defense firms, and the three and four digit defense
related firms extracted from DOD's 1list of the top 100
defense contractors for 1972, The first comparisons
between data groups may be made by looking at the mean
values for the various structural elements. Mean values
of profit measures and structural variables for the four
groups are listed in Table 8. The defense sector firms
differ from all manufacturing firms in a number of ways.
First of all, the defense sector is considerably more
concentrated than all manufacturing. Total manufacturing
has an average C4 of 36.7, defense related firms have an

average C4 of 42.3 to 52.9 and primary defense firms
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average 52.9. This result is well known, and agrees with
those reported by Gansler (36:43) and Allen (4:8), among
others, Firm sales growth for the period 1967-1972 was
68.7 percent for all manufacturing, 25.6 to 98.0 percent
for defense related firms and 66.7 percent for the primary
defense firms. This does not compare well with Allen's
measure of industry growth for the same period in the
defense sector, since he shows a negative growth value for
his primary defense industries (4:14). The probable reason
for this difference is that my firm based primary defense
data set includes some percentage of sales outside the
defense industries because of diversification, while
Allen's industry based primary defense data set includes
only sales in those industries. For example, Thiokol,

a firm in the missile production industry, made only 43
percent of its sales to the government in 1972 (30). The
relationships among the capital-output ratios indicate more
capital per unit of output in the defense related firms,
including the "top 100" primary defense firms, as compared
with all manufacturing, but less capital per unit of output
in the primary defense firms, a result in concert with

Allen (4:14). Apparently capital investment is relatively
low in the orimary defense firms. These firms arec from the
aircraft, communications, guided missiles, ordnance, and
shipbuilding industry groups. Defense related firms and
"top 100" defense firms also include firms from the motor

vehicles, industrial chemicals, petroleum refining,
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computers, optical and photographic equipment, and scientific
and control instruments industry groups. Capital investment
in the primary defense firms is especially low when compared
to defense related firms and "top 100" defense firms. This
is not surprising because the above mentioned industry
‘groups are highly capital intensive, and technologically
oriented, much more so than the industry groups that make

up the primary defense'firms. The capital-output measure

for the primary defense firms is understated, however,

[

because capital supplied by the government is not in-

2 s oa ..

cluded in the defense data. This makes comparisons of

capital intensity among groups more difficult.

Both measures of profits show lower returns in the
defense sector. The ROS figures agree with the trend
illuminated by the large Profit '76 study. The Profit '76
study found average 1975 ROS values of 6.7 for manufactur-
ing and 4.7 for all defense contractors. The present study
found 1972 ROS values of 4.7 for manufacturing, 4.5 for

"top 100" defense related firms, 4.0 for defense related

firms, and 3.0 for primary defense firms. As Gansler
E? notes, most studies agree that ROS is generally lower for

defense firms, but considerable disagreement about relative

"lt
.

&L

profit performance exists when ROA is used as a profit

J
3

.

measure (36:86). The present study found the same pattern

] 2

as with ROS: ROA values of 6.2 for manufacturing, 5.1
for "top 100" defense firms, 4.7 for defense related firms,

and 4.2 for primary defense firms. The Profit '76 study
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found average 1975 ROA values of 10.7 for manufacturing and
13.5 for all defense contractors (31:IX-14). Some other
studies have shown high defense ROS profits, (31),
lower defense ROA profits (36:87), or no difference
between total manufacturing and defense profits (8, 9).
The different results can be accounted for by the different
ways the defense sector and/or the returnon assets measure
were defined. Defense definitions that include firms or
industries from the motor vehicles, industrial chemicals,
petroleum refining, computers, optical and photographic
equipment, and scientific and control instruments industry
groups will tend to show higher profit margins, in part
because of their higher capital intensity. There is also
some variation in how ROA is defined. The "assets" in
return on assets in this study, for example, does not
correspond to the "capital" in the capital-output ratio.
The assets value in this study represents net plant
plus current assets plus non-current assets, including
intangible assets, deferred items, and investments and
advances (23:IX-18). "Capital" is defined in this study
as gross plant, which is all tangible fixed property
(generally at cost) used in the production of revenue

(23:1X-59). If "capital" and "assets" were identical,

=1

I
S *

=i

where m = returns, K = capital, and S = sales. Or,
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stated differently,

ROA = ROS/XO

This equality does not hold true in this study because my
definition of assets does not correspond to my definition
of capital. My assets value is generally much larger, which
accounts for the much lower ROA figures in my study, com-
pared to most studies, including the Profit '76 report (31:
IX-12). My implied sales-capital ratios (1/K) are very
close to those reported by Gansler (36) and Allen (4), so
the discrepancy is centered on my assets definition. 1If
ROA is calculated by dividing my ROS by my KO, the result-
ing ROA values are 11.51 percent for manufacturing, 6.90
and 7.78 percent for defense related firms, and 8.99 per-
cent for primary defense firms. These values are much
closer to the values reported by Profit '76 and other
studies, however the profits of defense firms remains
low relative to all maﬁufacturing.

Turning to efficiency ratios, Table 8 shows that
both PROD and CAPEF are at their lowest in the primary
defense firms. The average primary defense worker con-
tributes $29.2 thousand in value added and has available
to him/her only $9.3 thousand in capital equipment, while
the counterpart in all manufacturing contributes $33.4

thousand in value added and may work with an average of

5 $14.8 thousand in capital equipment. But, the defense

il

133

Ko |

ARB

L g

]

)

T L O A AT A AN T TS TR T |



related firms, including those among the "top 100" defense

firms, appear to be the most efficient, with the average

worker contributing $,8.2 thousand in value added and

533 working with $39.8 thousand in capital. The workers from
;55 the motor vehicles, industrial chemicals, petroleum

hia reflnlng, computers, optical and photographlc equipment,
:?f ‘ and scientific and control instruments industry groups
;%é appear to be more productive and hgve more capital avail-
.‘ able to them. Apparently, the top 5 defense industry

fﬁé groupings, which consumed a total of 45 percent of the
é%% DOD budget in 1979 (28:10), are dominated by firms that

are lacking in capital investment and less productive in

s 4.
ﬁ;ﬁ terms of labor. The CAPEF measure does not include

E;g government owned capital as part of the gross plant numer-
fmg ator. For this reason, the CAPEF variable is under-

izf estimated, particularly for primary défense firms, which
,;%: makes comparisons more difficult. This should be kept in
W mind when reviewing these figures.

.%B Manufacturiﬁg firms in general hold the line on costs
‘:S§ more effectively with a COGS value of .662, as opposed to

.697 to .738 for defense related firms, and .768 for pri-
mary defense firms. Apparently, firms doing business with
the Department of Defense are not as successful at keeping
their costs down as are firms unrelated to DOD. COGS is a
combination of factor price differences and factor
productivity differences. It may be that wage differences

account for most of the variation in COGS. Labor costs
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typically make up 60 to 70 percent of a firm's total costs,

so it would account for an even greater percentage of the
costs captured by COGS., TLabor costs were not available as
part of the Compustat data, so the extent to which wages
drive the variation in COGS was not determined. COG3 may
very well be essentially reflecting factor prices, par-
ticularly labor costs, not factor productivity.

Keeping in mind the limitations inherent in the three
efficiency variables, defense rélated firms appear to be
about as efficient as all manufacturing. This, of course,
reflects the role of industry groups such as computers,
industrial chemicals, and scientific and control instruments,
which all showed very high efficiency levels. These indus-
try groups are characterized by efficient, high technology
operations to such an extent that the lower efficiency
values from the primary defense industry groups (aircraft,
shipbuilding, ordnance, etc.) are more than offset.

Primary defense firms are least efficient for all three
measures. The poor price performance of the defense sector
no doubt reflects, at least in part, the low productivity
of the primary defense firms.

The Beverly study (8) lists averages for all their
variables industry by industry. Since they do not say
how many firms are represented in each industry, comparisons
with my results are difficult. The Beverly paver found
higher ROS values in defense firms in 16 out of 33

industries, and higher ROA values in 17 of 33 industries
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(8:48-51), leading them to conclude that no consistent or
significant differences existed between defense and control
firms. Their average values for efficiency and other
variables are discussed in Chapter 3. They found that
labor productivity was lower for defense firms in most
industries, COGS was higher, the capital/employment ratio
was lower, and the capital-output ratio was lower. These
results essentially agree with the averages listed in
Table 8.

Allen (4) uses different profit measures in his study.

He found that price-cost margins were highest for defense

related industries and lowest for primary defense industries,

with manufacturing again falling in between these values.
Also, the magnitude of Allen's profit differentials is
about twice mine, in terms of percentages. These results
dé not agree with mine, probably because of differences
in data caused by his industry based approach compared to
my firm based approa:h. The trend between Allen's CAR
variable and my PROD variable is the same, although

Allen's values are more closely bunched. For both studies,

defense related firms enjoyed the highest labor productivity,

followed by manufacturing, with primary defense firms the

least productive.

Correlations Between Structural Variables

Simple correlations between the structural variables

and profit measures for the four data sets are shown in
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Tables 4, 5, 6, and 7. Collinearity among the variables
is generally low so that it should not be a problem when
interpreting the results. There are some correlations
that bear comment, however. PROD and CAPEF apparently
work well as alternative measures of labor productivity,
except for the primary defense group. The correlations
range from .55 to .84 in the data sets excluding primary
defense. These high correlations indicate that PROD and
CAPEF are measuring essentially the same thing. Their
correlation in the primary defense firms drops to .17,
probably because the failure to account for government
supplied capital impacts most heavily in this group.
The consistently low, usually positive, correlations
between COGS and either PROD or CAPEF tend to support the
view discussed eariler that COGS essentially reflects
labor costs and not productivity or efficiency.

Market power (C4) is only slightly correlated with
the three efficiency variables in manufacturing, indicat-
ing that market power is not contaminating these efficiency
measures. The situation is not so benign in the defense
sector, however. All defense data sets show that C4 is
positively correlated with COGS. This indicates that
higher CJ values imply higher costs. 1In the primary
defense firms, PROD is also positively correlated with Ci,
indicating that labor productivity rises with concentration.
This may mean that CJ is contaminating PROD. Or, incréases

in SIZE may be implying both higher C4 and greater produc-
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tivity is offset by higher wages captured by COGS. In
bbth the defense related and "top 100" defense firm data
sets, PROD is negatively correlated with C4. One would
expect a positive relationship. C4 should raise profits
which raises value added, increasing labor productivity.
The probable reason for the negative correlation is that,
at least for these two data sets, C4 is usually‘negatively
correlated with profits. Later we will see that these
negative correlations are not significant.

KO and CAPEF are highly correlated, which affects the
regression runs with ROS when both are present. RD is
negatively correlated with COGS in the manufacturing,
defense related, and "top 100" models, indicating that
R&D efforts do hold down costs, but RD's correlation with
COGS is near zero in the primary defense firms, indicating
no relationship. Of course, R&D expenditures would not
lower costs or increase profits in the same time period.
The assumption here is that R&D expenditures stay rela-
tively constant for a long enough period of time so that
the benefits can be linked to the policy. XO is highly
correlated with ROS in the "top 100" defense firms. This
relationship is not nearly as strong in the other samples.
Apparently, the amount of capital available'in these
leading primary defenre firms is a strong determinant of

profits.
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%E. Regression Results

?§ Regression results for the four digit sample of all
(?’ manufacturing firms are presented in Table 9. The ﬁz

?ﬁ; values when COGS is used as an efficiency variable compare
Eﬂi favorably with previous work (4, 50, 51, 78), but when

b PROD or CAPEF is used the §2 values are quite low. This
Eii no doubt reflects the heterogeneous nature of the consol-
ﬁ; idated firm data. The signs of most of the variables are

as expected with three exceptions. The positive sign on

-

the NCO variable may reflect an umbrella effect from

N market power (C4). Other authors have reported a similar
:: result (3, 50). The negative sign on the CDUM variable
;Eg is difficult to explain. This result is contrary to all |
‘§§ previous study results and probably reflects inadequacies
‘ in the data. RD-is negative when COGS is entered as an
#g efficiency variable and may reflect collinearity between
ég these two variables. The signs of all other variables
> correspond well with established work (4, 34, 42, 85).
\E Equations 1g and 1h offer a fairly direct comparison
§§ between Allen's (3) industry based model and my firm based
fj basic model (not including RD and SIZE). Allen uses CAR
33 as opposed to PROD, and price-cost margins in place of
?ﬁ ROS. Except for these differences, the models are basically
= the same., The signs of two variables differ between the
15; models. GRO is positive in my model but negative in
lzg Allen's model, and CDUM is negative in my model but posi-
'5; tive in Allen's model. As noted above, the negative sign
, 139
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on my CDUM variable is unusual.

A priori, the sign of the
GRO variable is ambiguous, so this difference is not so
surprising. All other relationships are consistent between
the two models. Allen's model is more robust in that it
explains more of the variability in the model and captures
ﬁore significance in the relationships. The weaker perfor-
mance of my model is directly attributable to the firm
based and Compustat data limitations discussed in Chapter 3.
The estimated coefficients for the CJ variables pre-
sented in Table 9 indicate a modest ‘economic role for market
power. Most studies (4:6) have found this C4 estimated
coefficient to be less than .1, which indicates a slight
impact on profits, so this study reinforces that finding.
CL is statistically significant at the .05 level or better
in all ROA equations and one ROS equation. COGS was sig-
nificant at the .01 level for both equations. Neither
PROD nor CAPEF reached statistical significance at the
.1 level or better in any manufacturing equation. RD, KO,
DISP, and NCO were all occasionally significant.
The coefficients listed in Table 9a are elasticities

for those manufacturing variables that are significant at

least at the .1 level. This was done so the relative

?ﬁt"

J"&J&.‘

internal impacts of the different, statistically signif-

icant, variables could be compared, since they are not all

e

measured in similar units. The C4 elasticity measure

N ':,l
’s

77

indicates that a 10 percent increase in concentration will

raise profits by anywhere from 3.43 to 4.77 percent,
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depending on the model. The UCOGS elasticity measure
indicates that a 10 percent increase in this measure will
result in a 19 or 21.7 percent increase in profits, de-
pending on whether ROA or ROS is used. This result is
consistent with the large effect on profits found by the
Beverly, et al., study. Since the only significant effi-
ciency variable was COGS, it seems likely that efficiency
is not well captured by this measure. If COGS was capturing
the same thing as PROD and CAPEF, these variables would be
more highly correlated and one would expect more uniform
regression results. Since this does not occur in this
study, these results tend to support the view that COGS
essentially reflects factor pfices, particularly labor
costs. The Beverly (8) paper did not address this issue.
They felt that COGS measured efficiency through cost con-
trol, but they did mot examine the impact of factor prices,
especially wages.

In summary, C4 plays a statistically significant role
of modest economic impact in American manufacturing. For
some reason, CJ explains profits slightly better when
profits are expressed as ROA instead of ROS. PROD and
CAPEF never reach a level of significance of .1 or
better. No statistical support can be found for a
significant impact for these two efficiency variables.

It appears, therefore, that market power exerts some
influence in American manufacturing while the role of

large firm efficiency is in doubt. This result agrees
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;Tj in essence with Allen's (3) industry based estimates of the
‘g | relative roles of market power and efficiency in American
('. manufacturing.
;% The regression results for the defense related firms
% are presented in Table 10. The R? values are roughly
M comparable to those reported for total manufacturing, but
'ﬁg are somewhat less than the defense work done by Allen (/)
) i and Beverly, et al. (8). The C4 variable never becomes
. statistically significant in the defense related firms,
ié indicating that it plays no significant role in their pro- :
“3 fit behavior, a result consistent with Allen (4:6). All :
;%’ 3 efficiency variables are statistically significant for ‘
::3 the defense related firms, no matter how profits are
;% measured., GCOGS is the more powerful indicator. Referring
;/' to Table 10a, a 10 percent improvement in COGS results in
iE a 23.8 or 25.8 percent improvement in profits, depending
;% on whether ROA ?r ROS is used. This very high economic
) impact is suspicious and probably occurs because COGS
.

reflects primarily factor prices. A 10 percent improvement

in PROD results in a 2.55 or 2.25 percent improvement in

e
Iy .
| S

§

ROA or ROS, and-a 10 percent inerease in CAPEF causes a

;é 2.18 or 2.97 percent rise in ROA or ROS. Efficiency

Eé appears to be the more important profit indicator in the

4: defense related firms. This result also agrees with

53 Allen's (4:13) initial results for defense related firms

fi or industries. The high technology orientation and

31 highly capital intensive nature of many of the firms in ‘
"‘f; 145
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this group (from the computer, industrial chemicals,
scientific and control instruments, etc. industry groups)
explain the importance of efficiency for survival and
profits. Although concentration ratios are high for
defense related firms, market power does not appear to play
a significant role in the determination of profits. For
defense related firms, the government may have effectively
shut down the use of market power across many of these
industry groups by using the countervailing power of the
monopsonist through the contracting process.

The SIZE and RD variables become statistically sig-
nificant at the .01 level for the defense related firms
when COGS is in the model. Evidently, controlling for
factor prices allows these two variables to surface as
important predictors of profit. Referring to Table 5 we
see that the correlations of SIZE with both PROD and CAPEF
are fairly high. The larger firms (remember, SIZE is a
reciprocal measure) tend to also have a greater value
added per employee and more capital available per employee.
This suggests that SIZE reflects efficiency to some degree
in the defense related firms. A 10 percent increase in
SIZE results in a 12.2 or 13.9 percent improvement in
ROA and ROS, respectively. This fairly high economic
impact probably reflects both efficiency and entry barrier
chéracteristics embodied in SIZE. R&D expenditurcs appear
to depress profits in the defense related firms when COGS

is part of the model. A 10 percent increase in R&D
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expenses results in about a 2.5Ipercent decrease in profits.
If this relationship is not specious because of collinearity
between these two measures, and the true relationship is
allowed to surface by controlling for factor prices when
COGS is entered, then a rise in R&D expenditures may only
indicate increased competition in the defense related

firms, which would deflate profits.

The regression results for the primary defense firms
are shown in Table 11. The R2 values are still lower than
the defense work done by Allen () or Beverly, et al. (8).
The C4 variable is statistically significant at the .05
level when COGS is part of the model despite the fact that
the simple correlation between these two variables is .55.
C4's estimated elasticity (See Table 11a) indicates that
profits will rise about 15 percent in response to a 10
percent increase in concentration. COGS rémains highly
statistically and economically significant. The elasticity
measures from Table 11a indicate that a 10 percent reduc-
tion in COGS would result in about a 65 percent improve-
ment in profits for the primary defense firms, which is
highly significant, economically. Apparently, profits
are highly sensitive to wage rates and/or efficiency
(since it is unclea» exactly how much of each is contained
in COGS). Neither PROD nor CAPEF reach statistical sig-
nificance for these models. This again suggests that
COGS is measuring something different from PROD or CAPEF.

For this reason, market pouwer appears to dominate efficiency
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as the more important profit indicator in the primary ;
defense firms. However, since C4 fails to reach statis- 3
tical significance in equations,3b, 3¢, 3e, and 3f, this i
measure 1is not a particularly strong indicator, either. ?
Allen (4:15) found no significant role for market power E
in primary defense firms, but efficiency was an important é
influence on profits. Our studies disagree on this point. é

The regression results for the defense related firms
among the "top 100" defense contractors are presented in
Table 12. The R2 values for this model vary from .55 to
.73, which is somewhat higher than the R2 figures obtained
by Allen (4) or Beverly, et al. (8). The major reason
for this higher explanatory power is the addition of DEF,
a measure of the percentage of the firm's sales that goes
to the government. The Beverly, et al., study (8) de-
rived this variable from SEC forms 10-X, but defense sales
were not available on my Compustat data. My DEF variable
was constructed by dividing the value of the firm's

government contracts from the 100 Largest Defense Con-

tractors and Their Subsidiary Corporations, 1972 by their

net sales from Compustat. DEF was consistently negative
and significant in this study, but when it was signifi-
cant in the Beverly study, the sign was positive and the
coefficients were much smaller. My study strongly indi-
cates that higher proportions of sales to defense reduces
profits. A 10 percent increase in the percentage of

defense sales (See Table 12a) results in a 2.4 to 5.0
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percent decrease in profits, depending on the model.
Garber and Poirier (37) use a dependent variable similar
to DEF and also found, to their surprise, that defense
sales suppress profits. It also explains why so many
defense firms are diversifying into commercial markets.
Capital-output ratios were consistently positive
and significant in the "top 100" defense firms. Capital
intensity is an important determinant of profits in this
group. A 10 percent increase in KO improves profits by
L.8 to 6.7 percent, depending on the model. KO is highly
"correlated with all 3 efficiency variables and may be
capturing efficiency in some sense for these firms. R&D
expense is positively and significantly related to profits
when COGS is not part of the model. R&D is once again
highly, negatively correlated with COGS, but R&D does
not reach sig.ificance with COGS. A 10 percent increase
in R&D expense improves profits by 2.3 to 3.0 percent,
depending on the model. R&D expense appears to improve
profits through lower costs in the "top 100" defense
firms. Since C4, PROD or CAPEF never reach statistical
significance, a clear statement about the relative impacts
of market power and efficiency in the "top 100" defense

firms in not feasible.

sumnary

My analysis of American manufacturing finds little

support for the view of Demsetz (29) and others (12, 81)
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that both high profits and high concentration are brought
about by superior efficiency. I find some evidence in
support of market power as a factor in firm profit perfor-

mance, but no direct evidence of a role for large firm

gt M o R P

efficiency. To that extent, these results are broadly

-

consistent with the results reported by Allen (3). -

P>y

In contrast, market power plays no significant role
in the defense related firms. Efficiency plays a larger -
statistical and economic role in defense related firms
than in American manufacturing. No clear evidence about
the relative importance of market power and efficiency
came to light in the "top 100" defense firm regressions.

- This result agrees with Allen's initial results for
defense related firms, but he went on to examine a subset
of decreasing cost industries characterized by large firm
efficiency. For these industries, both market power and
efficiency were statistically significant and market
power was the dominant influence. This approach was not
feasible for my firm based data, however. Market power
was again found to be the stronger influence in the
primary defense firms, although the evidence here is more

sparse. The percentage of a firm's sales going to defense

b was found to reduce profits for defense related firms.
Defense related firms, including the "top 100"

defense firms are more efficient than all U.S. manufac-

2
Z‘E
5:
'y

turing as reflected in measures like PROD and CAPEF.

i

1)

Primary defense firms are the lcast efficient for all
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three efficiency measures. Efficiency is apparently more
important to profits in defense related firms than in all
of manufacturing or in the primary defense firms. A
significant amount of the variation in profits for defense
related firms is caused by differences in how efficient
they are. More of the variation in profits for manu-
facturing or primary defense firms is caused by market

power than by efficiency.

Recommendations

Several recommendations flow from these findings.
The government should be concerned about th. relative
lack of profits and efficiency in the primary defense
firms. A large potential for improved efficiencics and
better price performance appears to exist in this area.
The government should change those portions of the
contracting process (discussed in Chapter 3) that allow
or encourage production inefficiencies. These inefficient
practices take place to a large degree because the market
is structured and conducted in such a way that efficien-
cies do not translate to profits for the firm. The
government should therefore place their emphasis, not on
éontrolling profits, as has been the case, but on con-
trolling costs. Hisher profits for the primary defense
firm caised by structural and conduct changes that allow

efficiency to impact profits is a desirable outcome for

the government, because lower prices may well offset the

LYY
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higher profits. Market power is a different matter »

because the defense firm will reap this extra profit P)

4

with no cost benefit to the government. Any action ﬁ

i

taken to reduce or counteract market power, such as i

encouraging increased competition, should reduce govern- '

ment costs, but these actions will also reduce primary
defense firm profits, which are already relatively low.
Efforts to reduce or counteract market power should
therefore be centered on markets with the highest con-
centrations and profits. The government should concen-
trate primarily on improving efficiency in the primary
defense firms.

The situation is less serious in the defense
related firms. These firms are far.more efficient and
this productivity plays a larger role in their profit-
ability. Their profits are closer to those profits
earned in American manufacturing. High degrees of
market power in specific markets for these firms should

also be countered where possible, but major structural

Il TS Y

LA A

or conduct changes designed to encourage productivity

in the industry groups peculiar to the defense related

e
%3 groups (computers, industrial chemicals, scientific

§3 and control instruments, etc.) appear to be unwarranted.
~: The policies of the government should therefore be

ig tailored to the type of supplier being dealt with. The
gz industry groups representative of the primary defense

:g group (aircraft, communications, guided missiles,

¥
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ordnance, and shipbuilding) have characteristics that are
very different from the defense related or "top 100"
defense firms.

The major data limitations of this study should be
reviewed. All firm based studies face the problem of
diversification. A firm's accounting data may be based on
a number of different markets with varying characteristics.
Segment or product line accounting data would present a
better picture of the true structure-performance relation-
ships, but this data is only beginning to become available.
Segment based data also allows one to build a viable
market share variable, which has been shown by others
to be a stronger profit predictor than CL. The diversi-
ficétion problem was fairly limited in this study however,
because most of the more highly diversified firms were
not included in the data. The amount of government sup-
plied capital was not included as part of the capital
figures that nade up the capital-output ratios and CAPEF.
This problem primarily affected primary defense firms
because this group receives most of the government
capital. Wages were unavailable in my data. For this
reason the amount of variation in COGS that was caused
by wages was unknown. If wages could have been controlled
for, the efficiency component of COGS could have been
more effectively isolated. Any future work in this area

should address these issues for more fruitful results.
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