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Notation

Symbol Definition

O't . . . Free space target radar cross section

S• . .. Measured radar cross section (includes
effects from target and clutter)

ac Clutter radar cross section

.Phase

. Mean of cro-s section of x
x

sx  Standard deviation of cross section of x
A

x • . Estimate of cross section of x
A
x • .Mean of estimate of cross section of x

.1*~ x
SA . . . Standard deviation of estimate of cross

x
section of x

S/C • • . Signal to clutter ratio

X . . . Signal to clutter ratio

pdf • . Probability density function

E[x] . . . Expected value of x

rxy . . . Correlation Coefficient of x and y

fx) . . . Probability density function of x

f y(xly) . . . Conditional probability density function of x
given y

f xy(x,y) . . . Joint Probability function of x and y

x



Abstract

(

The error bounds for accuracy of radar cross section
(RCS) measurements of targets in clutter are examined in

detail. Traditional error bounds are based on precision at

every individual aspect angle and on two deterministic

sources (target and clutter). In this thesis a model is

developed that describes the target and clutter

* probabilistically. The requirement of accuracy at every

point is replaced by a requirement for accuracy of a running

average of measured RCS values. The probability distribution

of the ratio of the averaged, measured RCS to the averaged,

. true, free space target RCS is calculated. The standard

deviation of this ratio represents how much the averaged,

measured RCS data diverages from the averaged, true, free

space target RCS.

The results show that accuracy improves for increasing

signal to clutter (ratios, and also for increasing levels of

averaging. Even averaging as few as eleven points, this new

measure is shown to give more confidence in the measured,

averaged results than the traditional approach.
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ACCURACY ESTIMATE FOR RADAR CROSS
SECTION MEASUREMENTS OF TARGETS
MODELLED BY MULTIPLE INDEPENDENT
SCATTERERS IN CONSTANT CLUTTER

I. Introduction

Background

An 'important design consideration of modern airframes

must be their Radar Cross Section (RCS). Essentially, this

RCS is a measure of how well a radar will be able to locate

the airframe, or rather, the radar target. Because of its

extremely complicated nature, the only reliable method of

determining a target's RCS involves actually measuring it.

As with any physical measurement, errors must be accounted

for. One source of errors in the RCS measurement is the

unwanted radar echo returns from background clutter.

The RCS of a target, simply put, is a measure of the

electromagnetic energy scattered or reflected from the target

divided by the electromagnetic energy incident upon the

target. There are two main sources that contribute to the

X RCS of the target. The first, specular reflection, comes

I-I



about from large, flat surfaces. Specular reflection is

analogous to light that is reflected from a common mirror.

Generally, this type of scattering dominates the

characteristic RCS of a target. However, today there is a

trend to reduce cross sections as much as possible. Low RCS

targets are especially attractive in the military

environment. A target, or more specifically, an airplane,

has a much higher chance of survival in a hostile enviroment

if it has a lower probability of being detected by the

enemy's radar.

With RCS's continually being reduced, the second type of

scattering, which normally causes a much smaller return,

becomes significant. One important subset of this category

is called diffracting scattering, Diffracting scattering is

due to electromagnetic effects of sharp corners, edges, and

other discontinuities in the target's surface at high

frequency (usually microwave frequencies and higher). A real

target's RCS is made up of a combination of specular and

diffracting scatterers.

The target's RCS pattern will have regions governed by

specular scatterers and regions governed by diffracting

scatterers. Regardless of whether a particular region of the

RCS pattern is governed by specular or diffracting scatterers

it can be modelled as a collection of independent scatterers.

However, when there are very many of these independent

scatterers they become probabilistic in nature and also

generally create a lower level of cross section. Because the

1-2



magnitude of the radar return in these areas is lower, it is

more affected by measurement errors.

When a target's RCS is measured, the background clutter,

that is also illuminated by the radar, creates errors. These

errors arise from a portion of the radar's energy being

returned from objects other than the target. During RCS

measurement, unwanted radar returns are often caused by

nearby structures, target supports, ground interference, and

certain atmospheric conditions. Therefore, knowledge of how

background clutter affects the accuracy of the measurement

becomes an important consideration in RCS measurement.

Background errors are among the most serious source of

errors in RCS measurements. The background cross section is

9 defined as the cross section measured without the target

present. Most measurement ranges can be cleared of objects

that cause errors and if these objects can not be cleared,

the error causing radar return can usually be eliminated by

using range gating on the radar. The only component of the

background error that can not be dealt with directly is the

error from the target support. The target support is a

"necessary evil" that must be dealt with differently. In

general, the measured cross section results from the vector

sum of the scattered fields from the background (target

support) and the target. If the presence of the target does

not greatly change the background fields, the target

support's cross section can be measured separately and then

ksubtracted off leaving only the cross section of the target.

1-3



-. - -- -

This, however, is usually not the case. In general, there

will be interaction between the target and target support.

This interaction comes in two forms, direct interaction

between the individual scattered fields, and interaction from

multiple "bounces" between the target and the target support.

The error from this interaction (which turns out to be

random) becomes significant as the levels of the target and

background become closer, or rather, as the level of the

cross ssection of the target becomes smaller as RCS reduction

techniques improve. In the remainder of this paper we will

assume that all background clutter is caused by the target

support. As a result, all models that are presented that

deal with the error causing background are actually models

representing the target support.

Problem

The goal of this thesis is to apply statistical

techniques to solve the general problem of a target modelled

as multiple independent scatterers with constant background

clutter and to develop an accuracy estimate as a function of

signal to clutter ratio.

1-4



Assumptions

WThe development and solution of this thesis depends on

the following assumptions:

1. Targets and background clutter can be prob-

abilistically modeled as a collection of distinct

scattering points.

2. The target and clutter are sufficiently far from

the source and receiver to approximate the incident

electromagnetic waves as planar.

3. The Geometric Theory of Diffraction (GTD) is an

accurate and reliable method of modelling this

class of electromagnetic scattering problems. GTD

is not necessary for the development of the

theoretical models. It is, however, necessary for

* the computer simulation models.

4. There is no distortion or noise from anything

except the background clutter and this background

clutter is solely from the target support.

1-5
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Review of Literature

To date, the contribution of errors from background

clutter has been dealt with in two ways. the first, and most

general, is summarized by Ruck (Ref 12:913-923] and Crispin

[Ref 4:381-386]. Here, an estimate for the maximum error is

developed based on the ratio of the radar cross section

measured to the background clutter. Their error estimate is

developed assuming a general background and fixed target and

background signal levels. The graphs showing this maximum

error estimate present the "worst case" error bounds based on

no knowledge of clutter sources and requiring accuracy at

every point of aspect angle. This technique is reviewed in

depth in Chapter II. We are more interested in a specific

background error contributor, the target support, and we are

interested in an estimate that is not limited to the maximum

error.

The second way of dealing with the background error is to

develop an expression for the clutter's cross section. The

most important error contribution comes, of course, from the

target support and has been found for the deterministic case

by several people. One of the first was Senior (Ref 13]. He

developed several expressions for the radar cross section of

foamed plastic target supports. With these expressions

Senior could design foamed plastic supports for various

heights, diameters, and cross sections. He showed that the

cross section from these target supports was very frequency

sensitive and by changing the relative permittivity and size,

1-6
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the radar crk.ss section could be "tuned" between succesive

maxima and minima. This was important at that time, but is

not very important today, because the state of the art in

target supports has surpassed the height and weight

limitations of foamed plastic columns, thus making them

obsolete. Senior did make one significant observation,

however. He showed that a "christmas tree" shaped, or

rather, a serrated cone shaped, support pedestal will be less

frequency sensitive (because of the serrations) and, because

of the angle of the leading surface, will direct the

backscatter away from the receiver. Serrations are not of

interest anymore, but leaning the target support has been

shown to be an effective way of minimizing the direct

0backscatter.
Another person who developed expressions for the radar

cross section of target supports was Freeny [Ref 61. Freeny,

like Senior, found the cross section of plastic column

supports given various height, weight, and dielectric

constant limitations. He also found the radar cross section

of suspension line supports. For each different kind of

target support, Freeny graphed the maximum background error

vs. the target cross section. As before, Freeny's work was

significant at the time but modern supports, such as metal

knife-edged columns, have a lower cross section, can be built

taller, and can support a heavier weight.

Another factor in previous work on the cross sections of

various target supports is their assumption that the cross

1-7 -.



sections were entirely deterministic. At best, Freeny

assumed uniform phase distribution between the background and

target return. These earlier target supports were far from

deterministic. But all of the previous work has neglected

the possibility that the target support has probabilistic

components other than a simple random phase distribution. An

additional assumption that was present in these general

approaches was that the location and value of every RCS peak

and of every minimum should not be affected by the

background. If the pattern data is analyzed from the

viewpoint that a running median or running average over some

window (say one degree) is evaluated, the hard requirements

of accuracy at every point of the traditional approach no

longer apply.

4
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General Approach

The approach to solving this thesis can be broken up into

the following main divisions:

1. Derive the statistics of the target's free space

cross section.

2. Derive the statistics of the target with target

support cross section.

3. Develop a new approach to analyzing the accuracy

estimate of the measured cross section data.

4. Derive the statistics of this new approach and

compare them with the traditional approach.

5. Use the results from the new approach to derive a

new measure of confidence that can be placed on the

measured cross section data.

Development

In this paper several probabilistic models of the target

and target support will be analyzed. To provide a basis for

comparision, computer generated data will be used. This data

can be generated for a variety of average signal to clutter

ratios all representing a diffracting source. The procedure

used to obtain and process this computer generated data is

explained in Chapter II.

An indepth review of the tradtional approach is presented

in Chapter III. The statistics for two general sources, N

general sources, and Rayleigh distributed N sources will be

1-9



formulated. This last model, that of the Rayleigh

distributed target, will be used to represent the target in

free space. This probablility density function (pdf) will be

compared to a pdf curve obtained from the computer generated

data.

In Chapter IV the new model for the target and target

support is introduced. This model will be simply a Rayleigh

distributed target added to a constant, deterministic

clutter. The pdf and statistics will be derived for this new

model and compared to the pdf obtained from the computer

generated data.

Using this new model, a new approach for analyzing the

accuracy of the measured cross section will be derived in

Chapter V. This new approach will then be compared to the

traditional approach as well as the computer generated data.

Finally in Chapter VI the results are summarized. Also

the measure of confidence that can be placed in the measured

data is discussed and compared to the traditional measure of

confidence.

I-10



II. Computer Simulation Models of Target and Target Support

In this chapter the techniques using the computer to

generate simulated RCS data are summarized. This data is

important because it will be compared to the theortical

results.

The heart of the computer generated data is a FORTRAN

program written by R. J. Marhefka. This program, called

"Radar Cross Section Basic Scattering Code," or "RCSBSC," is

a very versatile program designed to find the radar cross

section of any target that can be modelled as a collection of

multiple flat plates and multiple finite cylinders. The code

can simulate many high frequencies, here the data was

generated assuming a frequency of 9 GHz, and many axes of

rotation. The code is based on uniform asymptotic techniques

formulated in terms of the Uniform Geometrical Theory of

Diffraction (UTD).

This code is not with out limitations, however. The code

only accounts for the double diffracted fields from corner to

edge, edge to corner, and corner to corner. The code does

not contain the higher order scattering effects such as edge

waves (corner to corner trapped along the edge) and triple

diffraction. The higher order effects . imarily add to the

fine detail of the cross section rtterns. Another

II-i.



disadvantage of the code is that it works only for finite

flat plates. As a result, there is no way to model an

infinte ground plane to be under the target model.

Target and Target Support Models

The model that represents the target is a flat isosceles

triangular plate. This flat plate is of length 0.91 meters

and has a base of 0.55 meters. It is oriented such that the

apex of the triangle is pointed toward the radar at 0 degrees

aspect angle. It is also oriented such that the normal of

the flat plate is parallel to the normal of the imaginary

ground plane, or rather, the flat plate lies flat, parallel

to the ground (see Figure II-l). This model is used as input

for the RCSBSC program to generate data that represents the

target in free space.

The target support is modelled as another flat triangular

plate. The top of the support model, where the support is

attached to the target, is 0.30 meters wide. The support

model is 2.40 meters long and comes to a point at the bottom

(see Figure II-i). The background clutter level is obtained

by finding the value of the cross section of the target

support alone at 0 degrees aspect. This clutter level can be

adjusted by varying the tilt angle of the support (see Figure

11-2). As can be seen, changing the tilt angle of the

support by just a small amount can have a dramatic effect on

the background clutter level.
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Ideally, the computer model would consist of a target on

a target support and the entire system on an infinite ground
'

plane. This ground plane is desired because in actual

* conditions, the ground plane affects the antenna pattern from

the radar. For vertical polarization, the polarization of

the incident field assumed to generate the data, the ground

plane will force the antenna pattern to have a null at the

ground. The ground plane also affects the system by allowing

radiated energy to reflect off of the ground. The reflection

can not be modeled with the computer code, but the antenna

pattern can be modeled by forcing the support to contribute

less and less of a return the further down the support until

at the bottom of the support, where the model comes to a

*point, there is no contribution to the reflected energy.

The computer program was designed to find the radar cross

section of a modelled target in free space. That is, the

*program rotates the entire target with respect to aspect

angle. In this case, however, the radar cross section of the

target and target support system is needed. The target needs

to be rotated while leaving the support stationary. To do

this the original RCSBSC program was modified. As a result,

the program takes considerably more time to run but it does

allow for rotating only part of the system.

11-3
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Cross Section Patterns and Signal to Clutter Ratios

The modified RCSBSC program can be run for any degree

increment. However, when this program is run at increments

of a hundreth of a degree the cross section data points

become correlated. In order to get sufficient independent

data points the program must be run with tenth of a degree

.. increments. Independence in the cross section data points is

an assumption that is made later in the development of
4

several probabilistic models. The computer generated plot of

the target's free space radar cross section pattern for every

tenth of a degree is shown in Figure 11-3.

Because only vertical polarization is being used, large

returns from back edges of the target are expected. The

vertically polarized electromagnetic wave passes by the

leading edge of the target unaffected. As the wave

progresses across the target it creates a surface current in

the target. When the wave meets the back edge the surface

current is very suddenly terminated. It is this sudden

termination that creates the large scattering return. The

pattern is just as expected. The large spike-like return at

0 degrees aspect is produced by the base edge of the

triangular model. The other large return occurs at an aspect

angle of about 107 degrees. This too represents the return

from a back edge. Also, because of the symmetry of the

target, the radar cross section pattern will be symmetric

about 0 or 180 degrees aspect angle.

This paper assumes a target that can be represented as a

11-6
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diffracting scatterer. The large returns, however, are

caused by a "specular diffraction". "Specular diffraction"

is a phrase sometimes loosely associated with the return, in

vertical polarization, from edge that is perpendicular to the

direction of the wavefront. Therefore, these areas are not

wanted in this analy . ' region between 15 and 95

degrees aspect angle will be used. This region is

sufficiently far from the points of "specular diffraction."

.. '4The pattern in this region is dominated by the lower level,

rapidly varying, fine structure which is characteristic of a

diffracting scatterer. The average cross section level in

this diffracting region is needed to find the average signal

to clutter ratio. This can be done by plotting the pattern

S after it has been processed by a running average program.

This program finds the average within a window, then moves

the window one increment, then again finds the average within

the window, and so on.

Figure 11-4 shows a plot of the target's free space radar

cross section pattarn after the data has been processed by

this running average program. The averaging window was 51

points wide, which represents a window of just over 5

* degrees. It can be seen from this figure that the average

cross section level of the target is about -47 dB. It can

also be seen that not only does taking a running average

across the entire pattern smooth out the diffracting regions,

it also significantly reduces the specular regions.

When the target support is added to the system, the

11-7



target is , of course no longer in f ree space. The support

will contribute to the radar cross section pattern not only

directly but also from its interaction with the target. Data

for several different clutter or support levels was obtained

by varying the tilt angle of the support. Below is a table

'summarizing the support levels, tilt angles, and resultant

average signal to clutter ratios (S/C).

Tilt Angle (deg) Clutter Level (dB) S/C S/C (dB)
6.0 -49.1 1.6 2.1

68.0 -60.6 22.9 13.6
70.0 -44.6 0.6 -2.4
80.0 -53.9 4.9 6.9

Table II-1 Summary of Tilt Angles and Clutter
Levels from Computer Generated Data

It is important to realize that the signal to clutter

ratios above are merely average values. It is possible to

obtain only a rough estimate of the average signal to clutter

ratio from this data. The signal to clutter ratio can only

be estimated because the actual data varies rapidly from

point to point. The true signal to clutter ratio may vary

considerably.

Figure 11-5 shows the radar cross section pattern of the

target and target support with a high average signal to

clutter ratio. It can be seen that the target support does

not effect the pattern a great deal. This is contrasted to

11-8
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Figure 11-6 which shows a target and target support with very

low average signal to clutter ratio. As the clutter becomes

stronger, it dramatically affects the cross section pattern.

This effect is most significant in the diffraction region.

Not only does the clutter affect the values of the nulls and

peaks, it also affects their exact loacton.

The question that needs to be answered is what average

signal to clutter ratio.is necessary for a given error level

assuming an a priori knowledge of the target and target

support. The data that is generated with this "RCSBSC"

program will be used to verify the results obtained

theortical ly.
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III. Traditional Approach

The traditional approach is summarized by Ruck [Ref

12:913-923] and Crispin [Ref 4:381-386]. Here, they develop

the maximum possible error and a "rms error" based on the

ratio of the measured radar cross section to the average

measured cross section. These maximum and rms errors are

then calculated for a range of signal to clutter ratios. The

maximum error is the "worst case" error bounds based on no

knowledge of the clutter sources and requiring accuracy at

every point of aspect angle. The traditional approach also

assumes that the sources are all deterministic in nature.

Crispin's "rms error" is similar to the maximum error except

here the swing is not based on the "worst case," but rather,

on the bounds of one standard deviation on either side of the

mean of the measured cross section. This rms error is a

measure of the confidence that can be put in to the measured

cross section values. The narrower the rms error curves, the

closer the values will be spaced around the mean of the

measured cross section.

To gain useful knowledge from RCS measurement data,

whether gathered theoetically or experimentally, an averaging

technique must be used. Some of these techniques include:

averaging with respect to phase, averaging with respect to
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wavelength, and averaging with respect to aspect [Ref 3:980].

One of the most common methods is the first and is referred

to as the "Random Phase Method." This is the averaging

technique that is used in the traditional approach.

In this chapter the statistics of several different

models will be summarized and for the first model, the two

source model, the theortical results will be compared to

results from the computer generated data. The traditional

approach requires accuracy at every point and therefore is

deterministic in nature. All of the sources' signal

voltages, for the models are based on random phase, uniformly

distributed between 0 and 2 . The deterministic amplitudes

of the signal are proportional to the square root of the

source's cross section. This is because the radar cross

section is defined as being proportional to the square of the

scattered electric field magnitude over the square of the

incident electric field magnitude. The magnitude of the

source's signal voltage will be proportional to the electric

field magnitude, and thus proportional to the square root of

the cross section.

The cross section models that will be used are:

1. Two sources with deterministic amplitudes.

V. 2. N sources with deterministic amplitudes.

3. One source with Rayleigh distribution for the

amplitudes.
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' Two Sources (Deterministic)

In this section, a simple model of two sources will be

used. This is the traditional approach of viewing the target

and support, one source represents the target and the other

represents the target support. Each of the sources will have

a deterministic amplitude and each will have a random phase,

uniformly distributed between 0 and 2w .

Since the sources' signal voltages are proportional to

the square root of their cross section, the measured cross

section is simply the square of the complex sum of the two

complex source voltages.

.4
~m = ~ e~ '~1' +1~2e3 (95 2(I-)

where

a- = measured cross section
Cm = cross section of the first source (deterministic)

= phase of the first source (uniform random)
2 = cross section of the second source (deterministic)
2* ~2 = phase of the second source (uniform random)

The measuzed cross section can also be written as:

Tm ( e ( 9 ) 1 + e ( 2 ) )

(V I e(l) + e-J( 2)) (111-2)
V 0"

a, " + cr2 V77,7 e j (961-02) +  - e - j (01-962) (111-3)

II1-3
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,.- = o"1 + a-2 + 2 /-5-2 cos(6) (111-4)

where

= relative phase between first and second source

Next, the mean of the measured cross section is found.

The mean is taken to be the expected value of the measured

cross section.

m  E[o] (LI-5)

_ m  E[a + a2 + 2 2 cos0)] (111-6)
17- = 21aa co(4)

The expected value of the two determinstic cross

sections, of course, is simply their value. And as a

consequence of assuming a uniform distribution for the

relative phase between the two components, the mean of the

measured cross section is simply the sum of the component

cross sections.

a = o-r + o-2 + 2 /7 E [cos(] (111-7)

' I

m 1 2
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Also, of interest is the maximum and minimum value of the

measured cross section. These are obtained by letting the

difference between the phases of the signals to be 0 and i.

When these limits are substituted into Equation (111-4) the

measured cross section falls between the bounds given by:

a o r + a- ±t2a,7 (111-9)

Of interest also is the standard deviation of the

measured cross section. The standard deviation is taken to

be the square root of the variance, and the variance to be

the expected value of the square of the difference between

the measured cross section and its mean.

.0 * S E [ (: & )2] (111-10)M m

where

s2 = variance of the measured cross section
s = standard deviation of the measured cross section
m

Into this equation the expression for the measured cross

4'i section, Equation (111-4), and the mean of the measured cross

section, Equation (111-5) are substituted.

,

s E( a- +Eo[2 + 2ia, cos() - ( 21 m  (a2  a2)) (III-ll)

1"1
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2 2
S . = E (2V71a2 Cos(0) (111-12)

r._5

2 =4aiaE [cos 2 (6)] (111-13)
m 12 2

As a consequence of assuming a uniform distribution over

0 and 2r for the relative phases, the expected value of the

square of the cosine of their difference is 1/2.

2S= 2a 1a2  (111-14)

As a result, the standard deviation of the measured cross
section is simply the square root of twice the product of the

components.

42

... =( I -15)Ma 2

For the case of two sources, the mean, the variance, the

standard deviation, the maximum, and the minimum value of the

measured cross section have been found. Figure III-i shows a

graph of these statistics. Where the maximum/minimum spread

is given by:

c m 1 , (72±2 V~a2 (111-16)

111-6
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S'-[ And the rms spread is a standard deviation above and

below the mean.

4...,

m 1i + "2 1 / 2<1 2(I -7

,The two inside curves represent the rms error bounds, and

the two outside curves represent the maximum error bounds.

These curves are plotted as the measured cross section in dB

normalized by the average measured cross section versus the

ratio of the two sources' cross section. If one source is

taken to represent the target and the other to represent

background clutter, the graph is a measure of how spread the

0 measurements will be for a range of signal to clutter ratios.

According to Crispin and Moffett, experience [Ref 3:980]

with measured data has shown that even with rapidly varing

experimental data, the RCS curve, or rather, the RCS data

points, will lie within the region defined by the RMS spread

50 to 60 percent of the time.
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" Comparison with Computer Generated Data

The results from assuming two determinsic sources will be

compared to the results from the computer generated data in

this section. As mentioned in Chapter II the computer data

was obtained by using the RCSBSC program on a flat plate

target rotated above a flat plate target support. The data

was taken every tenth of a degree between 15 and 95 degrees

aspect angle. This region represents the area where

diffracting scatterers dominate.

The data used in this section was obtained by taking the

amplitudes of the measured cross sections of the target with

support from all four of the test clutter levels at each

increment of aspect angle and normalizing it to the sum of

Qthe corresponding target amplitude cross section and the

target support amplitude cross section. This sum, of course,

is the point to point mean of the measured cross section.

The processed data was plotted versus signal to clutter

ratio, which is the ratio of the target cross section to the

target support, or clutter cross section. This data is shown

in Figure 111-2

'4 The maximum bounds of this graph lie exactly on the

curves predicated by the theortical derivation. This same

data was run through a program to plot the standard deviation

above and below the normalizeu mean. This graph is shown on

Figure I11-3. This graph also lies exactly on the rms bounds

predicated theortically.

111-9



C')

0

SIC /SIC(dB)

F±9Ur III 2 ~ESti 
m atA 

8 Ge 
a

Un~der Tadltl
0e (fro cn a l A p p o. P u t et 

e
IIXoc 

4 smpenrt0



*w *

0

i.V

Uj

0

'0"00 5-00 10.00 5.-00 20.00 25.00
SIG1/SiG2 (:IB)

' >" Figure 111-3 RMS Curves (from Computer Generated Data) Under
Traditional Approach Assumptions

0I-1



It has been shown in the previous section that N similar

and deterministic scatterers have the same distribution as a

single source with Rayleigh amplitude distribution. A graph

of this simulated pdf is shown in Figure 111-9. Because this

is a graph of the pdf of the signal amplitude of the cross

section it should be Rayleigh distributed. It has been

mentioned that the cross section data after being run through

a running average processor could be of interest. The next

set of graphs show the simulated pdf's of the signal

amplitude of the cross sections after the cross sections

have been processed by the running average program. Figure

III-10 represents the pdf after the cross section data has

been averaged over an 11 point window (just larger than a

degree) Figures III-1l and 111-12 represent the pdf's after

averaging over a 25 point (2.5 degrees) and a 51 point (just

larger than 5 degrees) window. Before averaging, the pdf has

a definite Rayleigh shape, just as predicted theortically.

After averaging, the pdf begins to center around the mean and

take on a Gaussian shape, which is also predicted through the

application of the Central Limit Theorem. Finally, after

more averaging, the pdf of the amplitude of the cross section

has a rough Gaussian shape.

% .
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N Sources (Deterministic)

An extension on the two source model is to assume N

sources. This model represents a target that is made up of

many individual scattering sources. Again, each of the

sources will have a deterministic amplitude,and each will

have a random phase, uniformly distributed between 0 and 2 r.

The measured cross section is given by: [Ref 3:974]

am =t -eJ(6i)j 2 (IIl-18)
i=1

The measured cross section can also be written as:

N N

, J

=1 =11

= 2 2~ 1 ~~k ('i-Ok) (111-20)

Here, the terms where i=j can be separated from the cross

terms where iifj.
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'-" .-'.- -. -"-- .• .- ..- -. .-.'-'-"-," ". .- • -- .".. .-" . .-.- . - . " .-, * v ..' ."-,"-." * -.. " .,- '



N N N
orL + 2f L 1 iak e (1.1-21

(i=k)

N + 2N-1 N cos(6 11-2

i=1 i=1 Z2i+1 J( - (111-22)

-, Now, the mean of the measured cross section is taken to

be the expected value of the measured cross section. The

expected value of the deterministic terms is simply their

value.

N N-l N (1-3
.Z c. +2 Z Z 7 kEcs~- k 1  (123Si=l 1 i=l k=i +i

As a consequence of assuming a uniform distribution for

the relative phase between the two components, the mean of

the measured cross section is simply the sum of the

individual cross sections.

N

= 
(111-24)

i=1

i111-,



-. * Next, the standard deviation of the measured cross

section is found. The variance is taken to be the expected

value of the square of the difference between the measured

cross section and its mean.

m

Into this Equation substitute the expression for the

measured cross section, Equation (111-22) , and the mean of

the measured cross section, Equation (111-24), to obtain:

s23 = E[ I  a + 2 Ja Cos (Oi-9 k ) - (T (111-26)
m 1 1=1 Z+ 11 i

I Cancelling the like terms and expanding the squared

~summation terms the variance becomes;

. .

:' 2N- I N N-1I

".m=1 Z+1 m=i n=m+l k' -k

.:cos(O m  - 95n) ]  (111-27)

To simplify this subsitut the exeamine those terms

Shfor i=m and kn. The square roots of the cross sections can

/ be taken out of the expected value because theyar

-..

NNc .-111-19
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deterministic.

"= 4= k4jEN a' C E[cos(0k)Cos(0 )] (111-28)m Ni Z+ m=1l m 1 k m n

where

ik = 1i - 9k (relative phase)
9mn = 0m -n (relative phase)

Because the two cosine terms are independent of each

other when k~n the expected value of each one can be taken

separately. Also, as a consequence of assuming a uniform

random distribution for the relative phase, each of these

cosine terms is equal to zero and the contribution to the

variance fromh the terms of i=m and k~n is equal to zero.

2 N-I N N-I Ns2 = 4i= kZ =i+ mo l aam '  n E[cos(Oik )cos(O mn ) ]

1= Z1 =1n=m+l mn

(i=m,k=n) = 0 (111-29)

Similarly those terms for which k=n and i#m and the terms

for which k~n and i~m, the variance becomes zero. Also, as a

* consequence of assuming a uniform random phase distribution

the expected value of the cosine terms becomes 1/2. All of

this greatly simplifies the expression for the variance,

leaving only the terms of i=m and k=n.
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N-1 N N-i N

-- 2" i km (111-30)
i =i ki+ m=1 n=m+i

(i=m, k=n)

Also, since the variance only has a value for i=m and k=n,

the sumations over m and n are redundant.

s2 = 2 E (1-31)
m i=i +

As a result, the standard deviation of the measured cross

section is simply the square root of the sum of twice the

* product of the cross terms of the components.

%m 1 N

sm : ik (111-32)

One Source (Rayleigh)

The next extension is to again assume that there are N

individual scatterers, with each scatterer having

deterministic amplitude and uniform distributed phase. These

N scatterers will be the individual components that add up to

form the model of target in free space. With many

111-21
.1 ' i .} : ; ' , -'.' - :, ;, - ;,,, ',..-,:' --' ,-,'- -,-..,..> .",-"....v .'.



deterministic scatterers it will turn out that the N

scatterers appear to be one source which has a Rayleicg-

... distribution on the amplitude. This assumption turns out to

.1 ,be a very good one if none of the individual scatterers are

much larger than the rest. Again, the measured cross section

is first used to find the statistics:

Ni eJ(Oi)I 2 
(111-23)

7 =1

Rewritting the measured cross section as the sum of two

squared terms:

a-7 = u 2 + V2  (111-34)

Where u and v are simply the quadrature components of the

measured cross section.

N
u= i 7_/ cos(, i) (111-35)

v a sin(91 ) (111-36)

112
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.. Since the distributions of the individual phases are the

same, the Central Limit Theorem can be used to assume that

both u and v are asymptotically normal. The square root of

the sum of two normally distributed, zero mean, and

independent random variables is Rayleigh distributed [Ref

10:195].

At this point a new term which is the square root of the

measured cross section will be defined. This term, x, will

represent the amplitude of the signal from the measured cross

section. It is this signal amplitude which is Rayleigh

distributed, or rather "asymptotically" Rayleigh distributed.

Now, the statistics on lxi 2 will be calculated. The

probability density function, pdf, of x, which is Rayleigh

0distributed is given by [Ref 10:1481:

fx) = 2x/m exp(-x 2m ) ,  x>0 (111-37)

Not only is this amplitude pdf needed, the pdf of the

amplitude squared, or rather the cross section is needed. To

do this the simple transformation below is used.

v = u2  (111-38)
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where

u = original random variable
v = new, transformed random variable

The distribution of v is given by [Ref 10:129]:

f v(v) = 1/ (2 Vf ) [fu( ) + fu(-Vf- )I , v>0 (111-39)

But in this case the original random variable is defined

for positive values, leaving just the first term in the above

expression:

fv) = i/ (2v. ) f (j ) v>0 (111-40)

and making the following substitutions:

v-a
U = X

The pdf of the Rayleigh amplitude distributed cross section

is obtained. This pdf turns out to be a simple exponential

distribution.

f (am) - 1/fm exp(-a / m Cr >0 (111-41)
in m Mn i m

The mean of the measured cross section for N individual

scatterers is given by the sum of the individual cross

sections, Equation (111-24).
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," *:.', Next, the variance of the measured cross section -'s

found. Again, the variance is taken to be the expected value

*% of the of the square difference between the measured cross

section and its mean. But recall that the measured cross

section is also x squared.

s= E[Ix - m'2  (111-42)

Expanding this and separating terms the variance becomes:

2 E[x 4 - 2omE[x 2(111-43)m m

At this point the second and fourth moments of x are

needed. The general expresion for the moments of a Rayleigh

distributed random variable are given by [Ref 10:148]:

(i/12 (1 3 5 ... nan), n oddExi-n (111-44)

2 n/2 (n/2)! a , n even

Therefore, the second and fourth moments of x, or

rather, the mean and second moments of the measured cross

section are given by:
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E(x2] E[a] (111-451

44 2 z
E(x] =Efa] =26, (111-46)

Substituting Equations (111-45) and (111-46) into

Equation (111-43) the variance, in its simplest form is

obtained.

s a (11:2-47)

m m

The above Rayleigh approximation is good only for many

scatterers. If any one of the individual scatterers is much

larger than the rest, the assumptions that were used will no

longer be valid and the Rayleigh approximation will be a poor

one. This is discussed further in Chapter IV.

In actual practice, the Rayleigh approximation is

reasonably good for as few as two or three scatterers (Ref

9:1355). Even with this few of scatterers, 55 to 60 percent

of the cross section values are contained within one standard

deviation of the mean (Ref 3:980]. Of course, if the received

signal were exactly Rayleigh distributed, 86.5 percent would
be within one standard deviation of the mean.

There is some confusion in the terminology in the

literature on RCS statistics. The chi-sqared distribution

with two degrees freedom is called Rayleigh, which is the AA

111-26
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distribution of x. The probability distribution of the

square of such a variable, the measured cross section, would

be chi-squared with four degrees of freedom, also called

exponential. Many have chosen to call this "Rayleigh Power

Distribution," then stating that the RCS under certain

assumptions has a Rayleigh power distribution, and later

casually dropping the word "Power" and misapplying the

Rayleigh distribution to the RCS values [Ref 14:50].

Comparison with Computer Generated Data

In this section graphs that represent the probability

density functions of the relative phase and the amplitude of

the cross section of the target in free space are introduced.

The data for these graphs was produced by obtaining the

relative phase and cross section for every hundreth of a

degree (between 15 and 95 degrees aspect angle) using the

RCSBSC program on the triangular flat plate target model.

The number of occurances of a particular range of phases or

cross sections was plotted versus the range of the phase or

the amplitude of the cross section values.

The relative phase is obtained by comparing the data from

the measured cross section to the free space target cross

section at each data point (see Equation 111-4). Because of

the limitations of the inverse cosine function on the

computer, these relative phase values are plotted for 0 to

I . As can be seen by Figure 111-8 the phase appears to
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have a uniform phase distribution. Recall that this uniform

phase distribution assumption is essential in the development

;. -'of the probablistic models of this paper. Figure III-8 only

shows the relative phase for a particular level of signal to

clutter ratio. This graph, however, is typical of any tilt

angle or any signal to clutter ratio. If the phase were

obtained from averaged data, however, one would find that the

relative phase no longer is uniform. Instead, the phase will

take on a Gaussian distribution centered around its most

likely value, or mean, of r/2. The change from uniform to

Gaussian distribution does not affect the assumptions made

earlier in this chapter. These uniform phase distribution

assumptions were made only on the data before averaging.

4
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It has also been mentioned that the traditional approach

requires accuracy at every point. If this hard requirement

were relaxed, the data from a running average processor could

be analyzed. The raw data, taken every tenth of a degree,

from all four test clutter levels was run through such a

running average processor. This averaged data was also run

through the standard deviation program to find the rms

spread. Figure III-4 shows the data from the running average
.4

processor for an averaging window of 11 points, or a window

just larger than a degree. Figure 111-5 shows the rms curves

from this averaged data. Figures 111-6 and 111-7 show

similar results from processing the data with a 21 point, two

degree, window.

Note that the more points the data is averaged over, the

smaller the maximum swings on the data. Also, for more

averaging, the rms curves approach the normalized mean.

Essentially this means that even assuming the traditional

approache's deterministic sources, the accuracy estimate on

4. the maximum bounds and the rms bounds can be improved by

processing the data through a running average program.

Furthermore, the wider the averaging window, the better the

accuracy estimate becomes.

111-12
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IV. Analysis of the ProbabilitZ

Distributions of a Rayleigh

Target in Constant Clutter

In Chapter III the traditional approach was summarized.

There are several important assumptions to this approach.

4 First, the traditional approach assumes deterministic

amplitudes. In actual practice this can be an overly

.. restrictive assumption. Most present targets can be modelled

by multiple independent scatterers. The total return from

these scatterers is far from deterministic at angles not

close to the areas of "specular diffraction." The amplitudes

of these sources can vary rapidly for small changes of aspect

angle (see the cross section patterns in Figures 11-2, 11-3,

11-5, and 11-6). The RCS return is therefore best described

probabilisticly. In Chapter III the derivation in assuming N

sources was outlined. It was shown that these N sources,

when taken as a whole, can be modelled as a single Rayleigh

amplitude distributed source.

In this chapter a new model will be derived. This model

will be based on a target and a target support. The target

will be a Rayleigh amplitude distributed source and the

target support, or clutter, will be a constant deterministic

.-. source. This is a new target with clutter model. Many other

.IV-1
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target with clutter models have been suggested such as

Swerling Cases III and IV (Chi-Squared distribution with four

degrees of freedom) [Ref 15] and Log-Normal distribution [Ref

7]. But all of these previous target with clutter models

assume the need to model the clutter probabilisticly. Also,

some of the models are not justified by mathematical

derivation, but rather from how closely they follow measured

data. As a result, a new model is justified.

Two Sources (Rayleigh and Deterministic)

As explained previously the next extension is to assume

that there are two sources of cross section, one with a

Rayleigh distribution on the signal amplitude, and the other

4 with a deterministic amplitude. Each source also has a

random phase, uniformly distributed from 0 to 21r radians.

This extension models the case that is of most interest. The

random source represents the target, and the deterministic

source represents the background clutter, or target support,

which is assumed to be constant. Since both sources have a

random phase, the phases of both sources can be combined into

one random phase and can be attached to the deterministic

source. The received signal, which is the square root of the

measured cross section, can be represented simply as the sum

of the two source signals.

IV-2



i

-X - y e
t'S

where

w relative phase between sources
Yt= amplitude of the randomly distributed target
Yc= amplitude of the determinstc c>.itter

Each signal has a power, or rather a cross section,

associated with it:

where

Yt has power
c has power a7c

The measured cross section is, of course, given by:

2

(7m = x (IV-2)

Substituting Equation (IV-1) into Equation (IV-2) and

simplifing the expression for the measured cross section:

am = + yce jo + yeJ) (IV-3)

._ a. a y2  + y2  + 2ytycCOSO 
(IV-4)

m t c t c

To find the mean of the measured cross section the

expected value of the above expression is taken. To find the

S. expected value of the second term, the basic definition of

IV-3



expected value for two independent variables is used.

Eaab] = ffu V fa(u) fb(v) du dv (IV-5)

ab

V

where

fa(u) = probability distribution of the first variable
fb(v) = probability distribution of the second variable

Into Equation (IV-5) the above expressions are

substituted. The limits of integration are the same as the

limits on the variables. Where the cross section amplitude,

x, is defined for all non-negative values and the random

phase is defined from 0 to 27 radians.

E[YtCOW y= tCOS)[ exp(-y t/% ) ]1-) dO dy

00 m 2
(IV-6)

This integral, of course, is equal to zero because a

cosine term is being integrated over one period.

The expected value of the first term of Equation (IV-4)

has already been found. This is simply the second moment of

a Rayleigh distributed variable, Equation (111-45), and is

equal to the power, or cross section, of the variable.

Therefore, the mean, simplifies to:

IV-4
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m 2

-t + yc (IV-7)

"7m =  t +  c fl -8

Next, the standard deviation and the variance of the

measured cross section are found. The variance is the

expected value of the square of the difference between the

measured cross section and its mean.

s 2 = 2 (IV-9)
m m

Into this equation the expression for the measured cross

section, Equation (IV-4), and the expression for the mean,

Equation (IV-8) are substituted.

Sm =Eit+ ac + 2tc s  -(t + arc) 2 (IV-10)
= t c 2ytyccoso - (C (110

Cancelling like terms, squaring, and expanding the

variance simplifies to:

52 2a ooo 2
+-

sin Ect+ac- 2,tc 4,tacC°S20 + 4 (t t - )ytyccos ]

(IV-1)

IV-5

-4'. ,*v ,-. , ,; ...- ,'," . , '..j * ,.4. .. ,. -'- . .- , - '- .- , -,. . . .... ,, .. , • , ,



-" Because of the independence of the variables and because

the phase is uniformly distributed, the last term is zero.

Also, because the second moment of a Rayleigh amplitude

distributed cross section, Equation (111-46) is known and

the expected value of cosine squared of a uniform distributed

variable is 1/2, the variance can be further simplified.

2 Z
S + 2 t (IV-12)

The standard deviation is given by:

Sm  t+ 2&ta (IV-13)

It can be seen at this point that if the clutter or

constant term were allowed to go to zero, the expressions for

the variance and standard deviation would approach that of a

strictly Rayleigh amplitude distributed source.

A

Probability Density Functions

Not only are the statistics of this new target with

clutter model of interest, the probability density functions,

pdf's, that describe this new model are of interest also.

IV-6
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": .-"In this section the pdf of the measured cross section is

derived. To do this and to do other related operations the

joint pdf between the measured cross section and the target

cross section must first be found. The joint pdf is given by

[Ref 8:67]:

f (mt(%,at) = fm(o-m at) ft(at) (IV-14)

where

f (a - pdf of the target cross section
f ma .) = conditional pdf of the measured cross section
fmt(ama t) = joint pdf of the measured and target crossmtt section

The pdf of the target cross section is known to be

exponential, Equation (111-41), so the first step is to find

the conditional pdf.

Again, the expression for the measured cross section,

Equation (IV-4), is the starting point:

am = at + ar + 2/FV a c osO (IV-15)...-

This time, however, it can be assumed that both the clutter

and target cross sections are known. This leaves only the

phase term as probabilistic. To simplify the expression some

new terms will be defined:

:.
\'-,



let

a =a . +

U =COSt)
v = a t

* leaving:

v = au + b (IV-16)

First, the pdf of u is found. If the phase is uniformly

distributed between 0 and 21r radians standard transform

techniques (Ref 10:132] can be used:

( . fu(U) = -1<u<l (IV-17)

To find the conditional pdf, the transformation of u

scaled by a constant and biased by another constant (Ref

10:127], as in Equation (IV-16), is used:

1 v-b
... fv(v) =- f u (- )  (IV-18)

,lal a

substituting into this expression:

IV-8
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i~ vv) =(b-a) < v < (b~a) (IV-ig)
[a w - v a

~simplifing this expression the pdf becomes:

1
fv(v) 2 (b-a) < v < (b+a) (IV-20)

[a 7 2 - (v- )

and substituting back the original variables:

1

fmt(aMI t) = -- t 2 (IV-21)
V4at - ( - t + ac)

This conditional pdf is valid for:

at + 0c - 2 / < ( a- + t +c +2 Vtc (I\V-22)

The next step, of course, is to find the joint pdf. This

is merely the product of the conditional pdf, Equation

(IV-21), and the target cross section pdf, Equation (111-41)..V21 an hescto

IV-9
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f..exa-)t ) (-a
f mt (am Crt atWV4c a-,a - (a- - (ot + c)) 2  ' (IV-23)

t t c m t c

S for a t > 0 and at + ac- 2lVa-c < a < at + ac + 2V&7

'a' Once the joint pdf between the measured and target cross

sections have been found, the pdf of the measured cross

section alone can be obtained. This is done by integrating

the joint pdf over the region defined for the target cross

section.

The limits of integration need to be transformed. If the

measured cross section is held constant, the upper and lower

.| limits of the target cross section are defined below:

let
11 c + a- - 2 VTF
12 =m + a 2,'ad
1 c+

Now, taking only the factor in the square root of the

joint pdf and rewriting it:

4a tac - (Cn - (at + ac ) )2 (IV-24)

Expanding, cancelling, combining, and isolating the target

cross section the square root term becomes:

, -a T  + 2 a + - 2 (IV-25)

~IV-10
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Now the following substitutions are made to simplify the

expression.

let

a = 2(a a
b - a ac 1R i/t

The argument of the square root becomes:

-a 2 +aa - b (IV-26)

Regrouping and completing the square:

a 2/4 - b) - (7 - a/2) (IV-27)

Again, the following simplifing substitutions are made:

let

d = (a2/4 - b)
u = ct - a/2

where d = 2/o--
QM c

The limits of integration using these new substitutions

need to be defined. The new transformed limits become:

Li = u [evaluated for a = 111
= (a + a - 2 Vc) - (O + ac)
= - 2 v- 3cc m c C

or rather Li -d

~IV-%IV-If.
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and similarly:

L2 = u [evaluated for (m 12]
d m

Putting all of these substitutions back into the original

joint pdf the pdf becomes:

c exp(-cu)

fmt exp(-ac/2) -d < u < d (IV-28)
4d 2 - u

This is the function which will be integrated. This

integral becomes:

d,1 r exp (-cu)
fm c exp(-ac/2)-- 1d f ep-cu du (IV-29)

-d

Again, a new set of variables will be defined:
.

let

u = d cose
du = -d sine

therefore:

_ u = V777 _d 2cos2e
= d sine

the new limits of integration become:

! .IV-12



L1 = cos (u/d) [evaluated for u = -dl= Cos (-d/d)

and similarly:

L2 = cos (u/d) [evaluated for u = dl
=0

With these last substitutions the integral becomes:

e1-i exp(-cd cose)
-f = - (d sine)de (IV-30)fm d sine

7I m

simplifing and rearranging:

f= c exp(-ac/2) exp(-cd cose) de] (IV-31)
m

0

The factor inside the brackets of the above expression is a

- modified Bessel function of order zero [Ref 1:376].

Therefore the expression becomes:

f= c exp(-ca/2) 10 (cd) (V-32)

Replacing all of the substitutions, the pdf of the measured

IV-13



cross section becomes:

1 (am + ac) 2/
fm(o )=- exp[- m c I0( m c) a >0 (IV-33)
m m 0 m

' a t c@t a tm

This pdf will now be verified by taking the Nakagami-Rice

distribution [Ref 11:101] and making the appropriate

transformations. The Nakagami-Rice distribution was derived

by Rice and is the distribution for the instanteous amplitude

of the sum of a constant vector and a Rayleigh distributed

vector. The distribution of the amplitude is given by [Ref

9:1357, 2:928]:

2x (2 + x2) 2YcX
fx) = exp[ k ] (IV-34)X k k2  0k2

where

x = amplitude of the Rayleigh source
Y = amplitude of the constant, deterministic source
k = mean of the Rayl'eigh source

10 (z) = modified Bessel function of order zero

But the goal here is to find the pdf of the measured

cross section, which is the square of the measured amplitude.

Again, standard variable transformation techniques can be

used to obtain the pdf of the measured cross section.

For the transformation of:

IV-14
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SV= (IV-3 5)

where

u = original random variable
v = new, transformed random variable

The distribution of v is given by [Ref 10:129]:

1
fv (v) = - Ifu v- + fu(- V''V), v>o (IV-36)

But in this case the original random variable is only defined

for positive values leaving just the first term in the above

expression.

*11

fv(v) f (7) , v>O (IV-37)V -

And making the following substitutions:

u x

the pdf becomes:

2x (Y2 +_a)_2

m 2v exp[ k 2 0 k 2  ) ' am>0 (IV-38)

IV-15



Making further substitutions and cancellations the pdf of the

measured cross section is obtained:

fm(am) =. exp[ V I0 ( ' , m>0  (IV-39)Crt Crt (7tm

The above pdf, Equation (IV-39) , is the same as the pdf

derived from the new model of a Rayleigh distributed target

with constant clutter, Equation (IV-33).

It can be seen that as the power from the deterministic

source approaches zero, the modified Bessel function

approaches unity, and the entire distribution function

approaches the exponential distribution of the Rayleigh

target alone.

.

4.

4
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Computer Generated Probability Density Functions

In the previous sections the probability density function

for the new model of a target with constant clutter was

derived. In this section the computer generated data will be

used to demonstrate this pdf. Again, all of the data was

obtained by using the RCSBSC program on a triangluar flat

plate model rotated from 15 to 95 degrees aspect angle above

a flat plate target support. The cross section data was

obtained for every tenth of a degree in this region. Figure

IV-1 represents the pdf of the cross section amplitude for

the case of a target in a low average signal to clutter ratio

environment. This graph was obtained by plotting the number

of occurances in a particular range of cross section versus

the range of cross section amplitudes. This was done for the

case of when the target support was at a tilt angle of 66

degrees. This pdf looks quite different from the pdf of the

cross section amplitude when there was no clutter. Figure

IV-2 provides something to compare Figure IV-1 with. This

figure represents the pdf of the cross section amplitude for

the case of a target in a high signal to clutter ratio

environment (tilt angle of 68 degrees). As predicted

theortically, when the clutter contribution is small, the

model is similar to that of there being no clutter at all.

Again, when the data that is used to generate these pdf

Agraphs is averaged first, the pdf's begin to take on a

Gaussian shape. Figures IV-3, IV-4, and IV-5 show the

~. simulated pdf curves for the case of a low signal to clutter

IV-17
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U, ratio after averaging over a window of 11 points (1.1

degrees), 25 points (2.5 degrees), and 51 points (5.1

degrees) respectively. Notice that the more the data is

sampled, the more the curves take on a Gaussian shape.

i
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V. Analysis of the Probability Distribution

of the Ratio of the Measured to

Target Cross Sections

In this chapter a new approach for estimating the error

is derived. In the traditional approach the error estimate

was based on measured cross section normalized by the

measured cross section's average, where the average cross

section is the sum of the clutter cross section and the

target cross section. This traditional approach also is

based on deterministic sources and therefore the returns are

assumed to be known at every point.

In the new approach, the sources are assumed to be

probabilistic, using the model derived in Chapter IV. This

probablistic model is a much more accurate model of the

system. Furthermore, measurement of cross sections does not

require the hard requirement of accuarcy at every point.

This new approach assumes that the data from the cross

section measurement is run through a running average

processor.

Just as in the traditional approach, the new approach is

based on the normalized measured cross section. This time,

however, the measured cross section is normalized to the

' target cross section alone. This ratio will be the new

* V-i
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indictor of the magnitude of error that the constant clutter

introduces in the measured cross section. The smaller the

effect of the constant clutter, the closer the measured cross

section will be to the target cross section. As the measured

cross section becomes closer to the target cross section, the

ratio of the two will approach unity. Of course, if there is

no contribution from the constant clutter, the ratio will be

indentically unity.

If the probability density function, pdf, of this ratio

were plotted, the result would be a curve whose variance

grows smaller with smaller constant clutter. In the limiting

case of there being no constant clutter, the pdf should be an

impulse centered at unity. On the other hand, as the

contrib.- ion of the constant clutter becomes more

significant, the pdf of the ratio will become "washed out"

and the variance will grow larger. As can be seen by the

above discussion, the variance of the ratio of the measured

cross section to the target free space cross section is a

good indicator of the error in the measured cross section.

Gaussian Approximation

To find the pdf of the ratio of the exact measured cross

section to the exact target cross section would be very

difficult due to the complicated limits of integration.

However, the measurements are not to be based on the exact,

point to point data, but rather, on the data from averaged

V- 2



versions of the measured cross section and the target cross

section. If these cross sections are averaged over enough

points, the Central Limit Theorem can be used to assume that

the distribution of the average is Gaussian. This Gaussian

approximation makes the integration required to find the pdf

of the ratio much more managable. Of course, the question

arises of how many samples is enough before the Gaussian

approximation is valid. According to the Central Limit

Theorem, if the pdf's are already nearly Gaussian it takes

fewer samples to satisfiy the Gaussian approximation. As can

be seen from Figures 11-8 and IV-1 the shape of the pdf's

from the computer generated data is already roughly Gaussian.

This application of the Central Limit Theorem is demostrated

in Figures 111-9, 111-10, III-l! and Figures IV-2, IV-3,

IV-5. These figures show the free space target amplitude pdf

and the target with clutter amplitude pdf for increasing

levels of averaging. For this paper it will be assumed that

11 samples will be sufficient to satisfy the Central Limit

Theorem. This assumption is not proved in this paper.

Correlation Coefficient

To find the pdf of the ratio of the averaged measured

cross section to the averaged target cross section, the

bivariate joint Gaussian distribution will be needed. The

correlation coefficient is a parameter of this joint Gaussian

:.-" distribution. In this section the correlation coefficient of

V-3
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the exact distributions will be found. It will be also

assumed that this coefficient will work for the averaged

distributions. This assumption turns out to be a good one.

The correlation coefficient for the computer generated data

was found and compared to the cofficient of the averaged

data. These two coefficients were found to be nearly

identical.

The correlation coefficient is defined as [Ref 8:73]:

E((x - -)(y
r -2 (V-i)xy VE[(x - x) ' I Elly - y) (

Expanding this expression:

E (xyl - 2
r = , (V-2)'9 xy 5

sxSy

where

P, -= means of x and y
E[xy] = cross correlation of x and y
sx , sy = standard deviations of x and y

Finding the cross correlation between the measured cross

section and the target cross section is the first step in

finding the correlation coefficient.
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E (a(matl f ffmtm(a(7 ) da do-. (V-3)

Substituting the limits of integration and the joint pdf this

integral becomes:

*m2

E[%a(f at oC exp (-ot / It) damdo- (-4
m t JJ irV a. (- (a - (0-t + ac2 (V4

o ml m t- c

where

ml 1 a + a - _2_0_7

m2 + 0t + -2 /aa

Expanding the expression in the square root:

4atac 2 a + a2 +o2 + 2 a a - 2% m(ot + ac)) (V-5)
'm t +C c

Rewriting and isolating the measured cross section:

2* (7 t+o) - ((7 -ac) 2 (V-6)

Now, the following substitutions are made to simplify the

expression.
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-- ,mx=

let

a 2 (at- a
b = a

The square root term becomes:

-4-2 + aO - b (V-7)
mm

Completing the square and rearranging terms:

(a2/4 - b) - (am - a/2) 2  (V-8)

Making the following simplifing substitutions:

let

d2 . a2/4 - bu --rm - a/2

where d = 2at c

The square root term becomes:

d2 _ u2  W9-(V-9)

After these substitutions, the limits of integration need to

be redefined. The transformed limits become:

M1 u1valuated for am ml]
" - 2/Vkt*c - (at + C

V-6
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And similarly:

M2 = u [evaluated for 0m = m21=d

Putting all of these substitutions back, the original

integral becomes:

adE[. ]- //d (u . a 2) ex p ( - (TtI a )

E [ oot = Vd2 - u or- du dot (V-10)

Separating the inside integral into two parts:

E[%ot] = t exp(-o:r/ t) f1  f'U dUd

da. f,/ duN1r _ I dat  (V-il)

-d

Both integrals on u are in standard integral tables. Solving

the integrals and substituting the values of the limits of

integration the integral becomes:

V-7
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E ftexp (-,t/ t) -1 ~

f Irt rd u2u=-d
0

a u=d
+-sin 1 (u/d) ]a d (V-12)
2Y U=-d

Simplifing this integral:

E(ao't oo ( = y/rtlep-r/ (a/2) dot (V-13)

Substituting the value of the constant a and expanding again

into two integrals:

E(OaMGt] = (1/as) Jo2 exp(-at/'t) dcrt

0

+ 07c / t) f a exp(-ot/ 1 t) dat (V-14)

0

Solving these two integrals the expression for the cross

correlation is finally obtained:

E[1(y at) 2a; + acut (V-15) w
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The expression for the correlation coefficient also

requires the means and standard deviations of the two

variables, the measured cross section and the target free

space cross section. But these have already been found in

Chapters III and IV. Substituting these into Equation (V-2)

the correlation coefficient becomes:

rmt - / 2+ tO ) (V-16)

Simplifing the above expression, the correlation coefficient

can be written soley as a function of the signal to clutter

* Oratio:

rmt V 2 (V-17)

where

X = 6t/ c or the signal to clutter ratio

A graph of this correlation coefficient for a range of

signal to clutter ratios is given in Figure V-i.

V-9
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Bivariate Joint Gaussian Distribution

Now, all of the. necessary parameters for the joint

Gaussian pdf have been derived. The joint pdf is given by

[Ref 8:117]:

1
Af(am'<7t

) 
A - exp(Q) (V-18)M 2. s.7 s% A -i

Il t

where
A A A AA- A

Q 2=man] + t -O' 2- 2 r am-Crm [at-

2(1 - r) sA s A s

But recall that the Gaussian distribution is assumed

after each of the two individual distributions are sampled

and averaged. Therefore, the variables of this joint

A
Gaussian distribution, am and &t, are the averaged values and

are only estimates of the true values. It has already been

assumed that the correlation coefficient, rmt, is not

affected by the averaging. It is also known that the sampled
A A

means, am and A', are equal to the exact means [Ref 10:246]
and the sampled standard deviations, SA and SA, are the exact

m t

standard deviations scaled by the square root of the number

of samples, or rather:

s_/__11
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Probability Density Function of the Ratio

All of the necessary information has now been found to

find the pdf of the ratio of the averaged versions of the

measured cross secton and the target cross section. To find
A A

the pdf of the ratio the area in the (m7t plane is found such

that:

A ACr/0t < z (V-19}
m t

is the shaded area of Figure V-2 below because:

A A < A
if T > 0 then (< a z
if Y < 0 then - At

t t11 CtZ

a.

\M
t

V-1
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The area can be found by integrating over the horizontal

strips. This area represents the cumlative distribution

function given below:

A tz  0 .

F(z) ft (,-t dId t + f ft%, t dad t' "(V-20)ff ( M mt andt J m

o -m -4 atz

Differentiating with respect to z the pdf of the ratio is

found.

0 m0

f . - (V-2)

0 -OD

Now recall that the exact distributions of the measured cross

section and the target cross section are zero for negative

values. The Gaussian approximation assumes values that are

positive or negative. However, since the joint Gaussian

distribution has non-zero means most of the area under the

pdf curve is in the positive quadrant. In fact, it turns out

that there is practically no contribution to the pdf of the

ratio for negative values. Therefore, th second integral in

the above expression is essentially zero, leaving only the

first integral.

V-13
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f (Z) f I fAt (tz,a')d (V-22)z j Amt t t

0

To simplify the expression the following substitutions will

be used:

let

m = 
x

"t = .7

st = sy
Taking these substitutions and the joint Gaussian pdf and

putting them into the above integral expression for the pdf

of the ratio:

y
fz(z) f exp(Q) dy (V-23)

0

where

-1Q = 2 .- RI, - 2r -
2(1 - r) sx [ [sy

Taking this expression and expanding the argument of the

expontial term, all of the factors containing y can be

isolated.

V-14
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1 z 1 zf z(Z) 2 y exp 2 -'-2y
2rS -sijsY T1 r f (1 r x) s y x

-21Z 27 2r'z 2r

+ y  - + - +

\ SxSy 2 xy xy
2+ (L2 y2 2rR7I

+ dy (V-24)
Zs SxSy/

This integral can be simplified greatly with the following

substitutions:

let

1

2(1 - r 2

z 1 z
b 2 - 2r

x Sy SxSy

2r!?z 2rR 27z 27
c - + 2

S xy S Y x Sy S x S y x

2 +2
x y x y

K1

2w s xsy ' -  r

where

r = V'XI(X + 2)

After a great deal of algebra the expressions for the

- means, standard deviations, correlation coefficient, and

..- .-signal to clutter ratio can be substituted into these

V-i15
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expressions and they can all be written soley as functions of

the ratio, z, and the signal to clutter ratio, X.

X 2

b = N- (z - 2z + 1 + 2/X)

" 1 + z

c = -2N
X + 2

-1 + 2X
d =N

X(X + 2)

K
7 2

Putting all of these simplifications back into the original

integral it becomes:

f z(Z) = K y exp[-a(by 2 + cy + d)] dy (V-25)

Taking out the constant terms this integral can be rewritten

as:

-.1
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fz (z) = K exp(-ad) Y exp(-aby exp(-acy) dy (V-26)

0

This integral has the exact form of a known Laplace

transform [Ref 5:146]. Thus the pdf of the ratio of the

averaged measured cross section to the averaged target cross

section becomes:

f z (z) = K~ exp(-ad) -b - _ exp.bI Erfc [2,1 2] (V-27)
_ z2ab 4bVb~ P[4b ] 2

0 Where Erfc(x) is the Error Function Compliment and is defined

here as:

Erfc(x) = 2/r/r i expl-t 2 ) dt (V-28)

x

Because this pdf contains the error function compliment, it

can not be integrated in closed form and the moments cannot

be found in closed form. To find the standard deviation of

z, therefore, numerical integration on a computer must be

used.

The next two figures show the pdf of the ratio, Equation

V-17
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(V-26) , for various values of averaging (N samples) and for

various signal to clutter ratios. Figure V-3 represent the

pdf of the ratio for several signal to clutter ratios while

holding N constant at 11 samples. Just as expected, for

higher signal to clutter ratios the pdf approaches a spike

centered at unity, and for lower signal to clutter ratios the

pdf's mode shifts further from unity and the standard

deviation grows. Figure V-4 represent the pdf of the ratio

for several sampling levels while holding the signal to

clutter ratio constant at 2 (3 dB). Again, just as expected,

for more averaging the peak of the curve grows higher and the

standard deviation decreases. When the signal to clutter

ratio is held constant at 2 the mode of the pdf is held

constant at about 1.5 just as expected.

4°-1
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' ;::: It can be seen from all of these past curves that the

standard deviation of the pdf becomes smaller for more

averaging and for higher signal to clutter ratios. The

standard deviation of the ratio, therefore, can be used as a

measure of confidence in the measurement of the cross

section. With smaller standard deviations more confidence

can be placed in the cross section measurement.

Comparison with Computer Generated Data

In this section the theoretical pdf curves will be

compared to the pdf curves obtained from the computer

generated data for similar averaging and signal to clutter

0 ratios. It is important to bear in mind, however, that the

theoretical curves are somewhat artificial in that the entire

curve is generated for one particular signal to clutter

ratio. On the other hand, the computer generated data for a

particular tilt angle will have signal to clutter ratios that

vary rapidly from point to point. To deal with this problem

only data points that are within 25 percent of the desired

signal to clutter ratio are used to compare with the

theoretical curves.

Figure V-5 shows the pdf curve from the computer

generated data for an average signal to clutter ratio of 1

(0 dB) and for N=11 samples. Figure V-6 shows the

theoretical pdf curve for the same signal to clutter ratio

and averaging level.

V-21
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The next two figures (Figures V-7 and V-8) show the pdf

curves, from the computer generated data and theoretical, for

the same low signal to clutter ratio but for a high level of

averaging (N=51). These curves represent the low signal to

clutter ratio case.

The next set of figures are for an average signal to

clutter ratio of 10 (10 dB). This signal to clutter ratio is

used to demostrate the high signal to clutter ratio case.

Figure V-9 shows the pdf curve from the computer generated

data for this average signal to clutter ratio and for N=11

samples. Figure V-10 shows the theoretical pdf curve for the

same signal to clutter ratio and averaging level.

The computer generated and theoretical pdf curves are

shown next for the same high signal to clutter ratio but now

for a high averaging level (N=51).

It can be seen from these past curves that the

theoretical and computer generated pdf curves roughly

correspond. The curves match best for higher signal to

clutter ratios. Whether the shape of the curves match

exactly or not, the means of the theoretical and computer

generated pdf's do match.
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VI. Results and Conclusions

In this chapter the problem and the outline of the

procedure used to solve the problem will be reviewed. Next,

the results and conclusions obtained from this procedure will

be given.

Problem

The goal of this paper was to develop an error estimate

of the cross section measurement of a diffracting target in

constant clutter. This clutter was assumed to be caused

soley by the target support. Because the target was

diffracting in nature, it could be modelled by multiple

independent scatterers and these many scatterers are

statistical in nature. In the traditional approach the error

was derived assuming two determinisic sources, with uniform

random phase, and accuracy at every point. In this paper the

new approach assumed statistical properties for the sources,

and relaxed the hard requirement of accuracy at every point

by incorperating an averaging techinque.

VI-1

• ' .. . . . ...*-1' - - ' . .  . .... , - o . - . . . - ... . .. . . . ... .

• " ". ''%'"-" ' " " . £-.-' , " " .,-.-' .' " ." - " ' " . .
-

.



Procedure

The following is a list of the steps that went into the

solution of the problem of this paper.

1. Derive the probability density function (pdf) and

statistics of the target in free space.

2. Derive the pdf and statistics of the new model of

the target with support.

3. Derive the pdf and statistics of the ratio of

averaged measured cross section to the averaged

target free space cross section.

4. Compare all of these theortical pdf's to pdf curves

obtained from computer generated data.

5. Use the results obtained to find the level of

confidence that can be placed in the measured data.

The properties of the target in free space, step one

above, were derived in the chapter on the traditional

approach, Chapter III. In this chapter it was shown that the

target in free space has a Rayleigh distribution on the

amplitude and an exponential distribution on the amplitude

squared, or cross section. It was also shown that the mean

of the cross section is simply the sum of the means of the

cross sections of the contributing sources. Also in this

chapter, the traditional approach of accuracy estimation was

reviewed. Not only is the traditional accuracy estimate

based on deterministic sources and no averaging, the estimate

only shows how closely the measured data values are to the

mean of the measured cross section. Of more interest is how

4I

VI-2

114



closely the measured data values are to the true free space

target cross section.

The properties of the target with support, step two

above, were derived in the chapter on the new model, Chapter

IV. In this chapter the model of a Rayleigh distributed

source added to a constant source was used to represent the

target and target support. It was shown that the amplitude

of the measured cross section, the combination of the target

and support, has a Nakagami-Rice distribution. It was also

shown that the mean of this measured cross section is simply

the sum of the mean of target cross section and the suppcrt,

or clutter, cross section.

The properties of the ratio of the averaged measured

0cross section to the averaged target cross section, step

three above, were derived in the chapter on the new model,

Chapter V. In this chapter the assumption was made that tne

distributions of both the measured and free space target

cross sections approach a Gaussian distribution after they

are averaged over a minimum number of points. The

correlation coefficient of the measured cross section and the
target cross section was derived and used to complete the

joint Gaussian pdf. This joint pdf was used to obtain the pdf

of the ratio.

Every one of the pdf's that were derived were compared to

pdf curves obtained from the computer generated data, step

four above. The chapter on the computer generated data,

Chapter II, explains the techinques used to obtain this data.
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In all cases the theortical pdf's and the computer generated

pdf's compare closely.

The results are used to obtain a measure of confidence

that can be placed in the measured data, step five above. It

turns out that the standard deviation of the ratio of the

averaged measured cross section to the averaged target free

space cross section is this measure of confidence. These

results are summarized in the following section.

.4
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Results

In Chapter V it was shown that for a given level of

clutter, increasing the amount of averaging lowered the

standard deviation of the ratio of the averaged measured to

the averaged free space target cross section. Of course,

increasing the signal to clutter ratio also decreased the

standard deviation, but on a measurement range one is usually

limited to a particular value, or average value, of clutter.

When the standard deviation of this ratio becomes less the

spread of possible values of data around the mean becomes

smaller. Therefore, the standard deviation can be used as a

measure of confidence of how close the actual measured data

will be to true target data.

Figure VI-1 shows a family of plots of standard

deviations versus signal to clutter ratio for several values

of averaging. It can be seen from this family of plots that

the confidence, or rather, the standard deviation, of the

measured data improves not only with increasing signal to

clutter ratio, but also with increasing averaging.

Also shown on the same figure is a similar curve of the

ratio of the measured cross section to the free space target

cross section using the traditional approach assumptions.

These assumptions, of course, are determinisic sources,

except for uniform random phase, and no averaging. It can be

seen that even for the moderately low level of 11 samples,

the new approach shows a dramatic improvement over the

traditional approach in the amount of confidence that can be

VI-5



placed in the measured data.

Another way of showing the new accuracy estimate, that

may be more familiar, is to show the rms bounds. These rms

error bounds are similar to the traditional rms bounds (see

Chapter III) in that they show, in dB, the spread one

standard deviation above and below the normalized mean.

Figure VI-2 shows the rms bounds from the new approach for a

sampling level of N=11. At first, these bounds appear to be

worse, especially at very low signal to clutter levels, than

the traditional approach's rms bounds. But the thing to

remember is that the traditional approach determines how far

the data can be from the mean of the measured cross section.

Of more interest is how far the data can be from the true

free space target cross section, which is what is shown here.

Figure VI-3 and Figure VI-4 show the rms bounds from the new

approach for sampling of N=25 and N=51 points respectively.
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Example

To illustrate the use of Figures VI-1, VI-2, VI-3, and

VI-4 in determining the level of confidence of the measured

data, an example will be worked. In this example the

following assumptions will be made:

1. The background clutter is only from the target

support.
2. This clutter level can be accurately measured.

3. The number of averaging points is known and is

greater or equal to 11.

4. An average value of the return from the target with

clutter can be obtained.

First, the use of standard deviation curves (Figure VI-1)

Ewill be demonstrated. In this example suppose that the

average target and target support return was measured at

-46 dB, and suppose that the clutter, or support, was

measured at -52.2 dB. Recall that the mean of the measured

cross section is simply the sum of the mean of the free space

target cross section and the clutter cross section, Equation

(IV-8) . Converting these cross section levels from dB and

subtracting, the average target cross section is found to be
1

-47.2 dB. This makes an average signal to clutter ratio of

5 dB. If the values of tha measured cross section are shifted

* by the value of the clutter level, the mean of the ratio of

the averaged measured and averaged target cross sections will

be unity. Another way of visualizing this is to shift the

pdf curve of the ratio so that the mode is at uiity (the mode

V
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and medium of these pdf curves are all very close). Suppose

now that the averaging is 11 samples. With these values of

averaging and signal to clutter ratio, it can be seen from

Figure VI-i that the standard deviation is 0.40. In other

words, a majority of the cross section data will be withing'be

0.40 of the mean of the ratio. In fact, numerical

integration has shown that 84 percent of the values will be

within this rms bound.

To demonstrate the rms bounds curves the same assumptions

will be made. Using a signal to clutter ratio of 5 dB and

sampling of N=11 one can look on Figure VI-2 to see how many

dB's of accuracy one can expect in a measurement. From

6 Figure VI-2 one would expect 84 percent of the measured data

points to be within 1.5 dB above and 2.1 dB below the true

free space target cross section.

This can be contrasted with the confidence limits of the

traditional approach, shown in Figure VI-5, which gives the

rms spread of the data for this case as being within 0.6 of

the measured value, or falling in a range of 4.0 dB below and

2.0 dB above the measured value. The difference is that

Figure VI-5 says that about 84 percent of the raw data points

will fall in the range of -4.0 dB to 2.0 dB of the measured

data, while Figure VI-2 says that after averaging over 11

samples the data will be within -1.5 dB to 2.1 dB of the true

mean 84 percent of the time.
V1
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- Conclusions

The following is a summary of the conclusions that are

obtained from this paper.

1. The new approach more accurately describes the

error than the traditional approach.

2. The amplitude of the model for the target with

support used in the new approach has a

Nakagami-Rice distribution.

3. If the data of cross section points is taken for

too small of an increment of aspect angle, the

values of cross section will no longer be

independent and the all assumptions about the

probabilistic nature of the cross section are no

longer valid.

4. The standard deviation of the ratio of the averaged

measured cross section to the averaged free space

target cross section is a good measure of

confidence for the measured data.

5. This measured of confidence not only improves with

increasing signal to clutter ratio, but also

improves as the data is averaged over more points.

6. This measure of confidence, or standard deviation

of the ratio, is shown for several values of

averaging in Figure VI-l. The measure of

confidence is also shown in the form of rms bounds

for several values of averaging in Figures VI-2,

VI-3, and VI-4.
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