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Definition

Free space target radar cross section

Measured radar cross section {includes
effects from target and clutter)

Clutter radar cross section
Phase
Mean of cro~s section of x

Standard deviation of cross section of x

' Estimate of cross section of x

Mean of estimate of cross section of x

Standard deviation of estimate of cross
section of x

Signal to clutter ratio

Signal to clutter ratio
Probability density function
Expected value of x

Correlation Coefficient of X and y
Probability density function of x

Conditional probability density function of x
given y

Joint Probability function of x and y
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2N The error bounds for accuracy of radar cross section
‘it (RCS) measurements of targets in clutter are examined in
= detail. Traditional error bounds are based on precision at
fuf every 1individual aspect angle and on two deterministic
RESY:
o
#Q sources (target and clutter). In this thesis a model is
i developed that describes the target and clutter
5%' probabilistically. The requirement of accuracy at every
-1 point is replaced by a requirement for accuracy of a running
Fﬁ* average of measured RCS values. The probability distribution
.]% ‘; of the ratio of the averaged, measured RCS to the averaged,
:3 true, free space target RCS is calculated. The standard
I

. deviation of this ratio represents how much the averaged,
measured RCS data diverages from the averaged, true, free

space target RCS.

The results show that accuracy improves for increasing

‘f} signal to clutter {ratios, and also for increasing levels of
o~ el
TN . . . .
Fog averaging. Even averaging as few as eleven points, this new
.v\. ’

2 ' . .
XN measure is shown to give more confidence in the measured,

averaged results than the traditional approach.
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ACCURACY ESTIMATE FOR RADAR CROSS
SECTION MEASUREMENTS OF TARGETS
MODELLED BY MULTIPLE INDEPENDENT

SCATTERERS IN CONSTANT CLUTTER

I. Introduction

Background

An important design consideration of modern airframes
must be their Radar Cross Section (RCS). Essentially, this
RCS is a measure of how well a radar will be able to locate
the airframe, or rather, the radar target. Because of its
extremely complicated nature, the only reliable method of
determining a target's RCS involves actually measuring it.
As with any physical measurement, errors must be accounted
for. One source of errors in the RCS measurement 1is the
unwanted radar echo returns from background clutter.

The RCS of a target, simply put, is a measure of the
electromagnetic energy scattered or reflected from the target
divided by the electromagnetic energy incident upon the
target. There are two main sources that contribute to the

RCS of the target. The first, specular reflection, comes
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about from large, flat surfaces. Specular reflection 1is
analogous to light that is reflected from a common mirror.
Generally, this type of scattering dominates the
characteristic RCS of a target. However, today there is a
trend to reduce cross sections as much as possible. Low RCS
targets are especially attractive in the military
environment. A target, or more specifically, an airplane,
has a much higher chance of survival in a hostile enviroment
if it has a lower probability of being detected by the
enemy's radar.

With RCS's continually being reduced, the second type of
scattering, which normally causes a much smaller return,
becomes significant. One important subset of this category
is called diffracting scattering, Diffracéing scattering is
due to electromagnetic'effects of sharp corners, edges, and
other discontinuities 1in the target's surface at high
frequency (usually microwave frequencies and higher). A real
target's RCS is made up of a combination of specular and
diffracting scatterers.

The target's RCS pattern will have regions governed by
specular scatterers and regions governed by diffracting
scatterers. Regardless of whether a particular region of the
RCS pattern is governed by specular or diffracting scatterers
it can be modelled as a collection of independent scatterers.
However, when there are very many of these independent
scatterers they become probabilistic in nature and also

generally create a lower level of cross section. Because the
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magnitude of the radar return in these areas is lower, it is
more affected by measurement errors.

When a target's RCS is measured, the background clutter,
that is also illuminated by the radar, creates errors. These
errors arise from a portion of the radar's energy being
returned from objects other than the target. During RCS
measurement, unwanted radar returns are often caused by
nearby structures, target supports, ground interference, and
certain atmospheric conditions. Therefore, knowledge of how
background clutter affects the accuracy of the measurement
becomes an important consideration in RCS measurement.

Background errors are among the most serious source of
errors in RCS measurements. The background cross section is
defined as the cross section measured without the target
present. Most measurement ranges can be cleared of objects
that cause errors and if these objects can not be cleared,
the error causing radar return can usually be eliminated by
using range gating on the radar. The only component of the
background error that can not be dealt with directly is the
error from the target support. The target support is a
"necessary evil" that must be dealt with differently. In
general, the measured cross section results from the vector
sum of the scattered fields from the background (target
support) and the target. 1If the presence of the target does
not greatly change the background fields, the target
support's cross section can be measured separately and then

subtracted off leaving only the cross section of the target.
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This, however, is usually not the case. In general, there
will be interaction between the target and target support. éi?
This interaction comes in two forms, direct interaction
between the individual scattered fields, and interaction from
multiple "bounces" between the target and the target support.
The error from this interaction (which turns out to be
random) becomes significant as the levels of the target and
background become closer, or rather, as the level of the
cross ssection of the target becomes smaller as RCS reduction
techniques improve. In the remainder of this paper we will
assume that all background c;gtter is caused by the target
support. As a result, all models that are presented that
deal with the error causing background are actually models

representing the target support.

Problem

The goal of this thesis 1is to apply statistical
techniques to solve the general problem of a target modelled
as multiple independent scatterers with constant background
clutter and to develop an accuracy estimate as a function of

signal to clutter ratio.
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%% Assumptions

‘?3 '53' The development and solution of this thesis depends on
gfn‘ the following assumptions:

ég 1. Targets and b;ckground ¢lutter can be prok-
gﬁ abilistically modeled as a collection of distinct
,¥$ scattering points.

?i 2. The target and clutter are sufficiently far from
éi the source and receiver to approximate the incident
%? electromagnetic waves as planar.

%%” 3. The Geometric Theory of Diffraction (GTD) is an
égf accurate and reliable method of modelling this
‘{f class of electromagnetic scattering problems. GTD
?; is not necessary for the development of the
éﬁ‘ theoretical models. 1t is, however, necessary for
oy 9 the computér simulation models.

U;;, 1

There 1is no distortion or noise £from anything

L A
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L]

L
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except the background clutter and this background

ey clutter is solely from the target support.
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Review of Literature

To date, the contribution of errors from background
. Clutter has been dealt with in two ways. the first, and most
general, is summarized by Ruck ([Ref 12:913-923] and Crispin
[Ref 4:381-386]. Here, an estimate for the maximum error is
developed based on the ratio of the radar cross section
measured to the background clutter. Their error estimate is
developed assuming a general background and fixed target and
background signal levels. The graphs showing this maximum
error estimate present the "worst case" error bounds based on
no knowledge of clutter sources and requiring accuracy at
every point of aspect angle. This technique is reviewed in
depth in Chapter II. We are more interested in a specific
background error contributor, the target support, and we are
interested in an estimate that is not limited to the maximum
error.

The second way of dealing with the background error is to
develop an expression for the clutter's cross section. The
most important error contribution comes, of course, from the
target support and has been found for the deterministic case
by several people. One of the first was Senior [Ref 13]. He
developed several expressions for the radar cross section of
foamed plastic target supports. With these expressions
Senior could design foamed plastic supports for various
heights, diameters, and cross sections. He showed that the
cross section from these target supports was very frequency

sensitive and by changing the relative permittivity and size,
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the radar cruss section could be "tuned"” between succesive
maxima and minima. This was important at that time, but is
not very important today, because the state of the art in
target supports has surpassed the height and weight
limitations of foamed plastic columns, thus making them
obsolete. Senior did make one significant observation,
however. He showed that a "christmas tree" shaped, or
rather, a serrated cone shaped, support pedestal will be less
frequency sensitive (because of the serrations) and, because
of the angle of the 1leading surface, will direct the
backscatter away from the receiver. Serrations are not of
interest anymore, but leaning the target support has been
shown to be an effective way of minimizing the direct
backscatter.

Another person who developed expressions for the radar
cross section of target supports was Freeny [Ref 6]. Freeny,
like Senior, found the cross section of plastic column
supports given various height, weight, and dielectric
constant limitations. He also found the radar cross section
of suspension 1line supports. For each different kind of
target support, Freeny graphed the maximum background error
vs. the target cross section. As before, Freeny's work was
significant at the time but modern supports, such as metal
knife-edged columns, have a lower cross section, can be built
taller, and can support a heavier weight.

Another factor in previous work on the cross sections of

various target supports is their assumption that the cross

I-7
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sections were entirely deterministic. At best, Freeny
assumed uniform phase distribution between the background and
target return. These earlier target supports were far from
deterministic. But all of the previous work has neglected
the possibility that the target support has probabilistic
components other than a simple random phase distribution. An
additional assumption that was present 1in these general
approaches was that the location and value of every RCS peak
and of every minimum should not be affected by the
background. If the pattern data is analyzed from the
viewpoint that a running median or running average over some
window (say one degree) is evaluated, the hard requirements
of accuracy at every point of the traditional approach no

longer apply.
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General Approach

The approach to solving this thesis can be broken up into
the following main divisions:

1. Derive the statistics of the target's free space
cross section.

2. Derive the statistics of the target with target
support cross section.

3. Develop a new approach to analyzing the accuracy
estimate of the measured cross section data.

4. Derive the statistics of this new approach and
compare them with the traditional approach.

5. Use the results from the new approach to derive a
new measure of confidence that can be placed on the

measured cross section data.

Development

In this paper several probabilistic models of the target
and target support will be analyzed. To provide a basis for
comparision, computer generated data will be used. This data
can be generated for a variety of average signal to clutter
ratios all representing a diffracting source. The procedure
used to obtain and process this computer generated data is
explained in Chapter 1II.

An indepth review of the tradtional approach is presented

in Chapter III. The statistics for two general sources, N

general sources, and Rayleigh distributed N sources will be




formulated. This last model, that of the Rayleigh A
distributed target, will be used to represent the target in
free space. This probablility density function (pdf) will be
compared to a pdf curve obtained from the computer generated
data.

In Chapter IV the new model for the target and target
support 1is introduced. This model will be simply a Rayleigh
distributed target added to a constant, deterministic
clutter. The pdf and statistics will be derived for this new
model and compared to the pdf obtained from the computer
generated data.

Using this new model, a new approach for analyzing the
accuracy of the measured cross section will be derived in
Chapter V. This new approach will then be compared to the G!!
traditional approach as well as the computer generated data.

Finally in Chapter VI the results are summarized. Also
the measure of confidence that can be placed in the measured
data is discussed and compared to the traditional measure of

confidence.
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.i II. Computer Simulation Models of Target and Target Support

Eg In this chapter the techniques using the computer to

& generate simulated RCS data are summarized. This data 1is

# important because it will be compared to the theortical

i results.

éi The heart of the computer generated data is a FORTRAN

" program written by R. J. Marhefka. This program, called

g "Radar Cross Section Basic Scattering Code," or "RCSBSC," is

g a very versatile program designed to find the radar cross

~ ‘;’ section of any target that can be modelled as a collection of

,w ’ multiple flat plates and multiple finite cylinders. Th= code '
32 can simulate many high frequencies, here the data was

K generated assuming a frequency of 9 GHz, and many axes of

% rotation. The code is based on uniform asymptotic techniques

;3 formulated in terms of the Uniform Geometrical Theory of

= Diffraction (UTD).

f} This code is not with out limitations, however. The code ?
'ﬁ only accounts for the double diffracted fields from corner to é
= edge, edge to corner, and corner to corner. The code does i
i; not contain the higher order scattering effects such as edge |
i; waves (corner to corner trapped along the edge) and triple

a diffraction. The higher order effects t 'imarily add to the ;
? ;3& fine detail of the «cross section r.tterns. Another ;
i 11-1 |
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disadvantage of the code 1is that it works only for finite ,q
flat plates. As a result, there 1s no way to model an

infinte ground plane to be under the target model.

Target and Target Support Models

The model that represents the target is a flat isosceles
triangular plate. This flat plate is of length 0.91 meters
and has a base of 0.55 meters. It is oriented such that the
apex of the triangle is pcinted toward the radar at 0 degrees
aspect angle. It is also oriented such that the normal of
the flat plate is parallel to the normal of the imaginary
ground plane, or rather, the flat plate lies flat, parallel
to the ground (see Figure I1I-1). This model is used as input ‘!
for the RCSBSC program to generate data that represents the
target in free space.

The target support is modelled as another flat triangular
plate. The top of the support model, where the support is
attached to the target, is 0.30 meters wide. The support
model is 2.40 meters long and comes to a point at the bottom
(see Figure I11I-1). The background clutter level is obtained
by finding the value of the cross section of the target
support alone at 0 degrees aspect. This clutter level can be
adjusted by varying the tilt angle of the support (see Figure
11-2). As can be seen, changing the tilt angle of the

support by just a small amount can have a dramatic effect on

- ..’
Mada

the background clutter level.

..................................
.........




f}‘ Ideally, the computer model would consist of a target cn

a target support and the entire system on an infinite ground
plane. This ground plane 1is desired because 1n actual
conditions, the ground plane affects the antenna pattern from
the radar. For vertical polarization, the polarization of
the incident field assumed to generate the data, the ground
plane will force the antenna pattern to have a null at the
ground. The ground plane also affects the system by allowing
radiated energy to reflect off of the ground. The reflection
can not be modeled with the computer code, but the antenna
pattern can be modeled by forcing the support to contribute
less and less of a return the further down the support until ;
at the bottom of the support, where the model comes to a
GED point, there is no contribution to the reflected energy.

The computer program was designed to find the radar cross
section of a modelled £arget in free space. That 1is, the
program rotates the entire target with respect to aspect

angle. In this case, however, the radar cross section of the

target and target support system is needed. The target needs

’ e

to be rotated while leaving the support stationary. To do

]
‘I

i 'r’?"

5
AL

this the original RCSBSC program was modified. As a result,

oAy
-

2 12
. 2

the program takes considerably more time to run but it does

allow for rotating only part of the system.
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Cross Section Patterns and Signal to Clutter Ratios

The modified RCSBSC program can be run for any degree
increment. However, when this program is run at increments
of a hundreth of a degree the cross section data points
become correlated. In order to get sufficient independent
data points the program must be run with tenth of a degree
increments. Independence in the cross section data points is
an assumption that 1is made later in the development of
several probabilistic models. The computer generated plot of
the target's free space radar cross section pattern for every
tenth of a degree is shown in Figure II-3.

Because only vertical polarization is being used, large
returns from back edges of the target are expected. The
vertically polarized -electromagnetic wave passes by the
leading edge of the target unaffected. As the wave
progresses across the target it creates a surface current in
the target. When the wave meets the back edge the surface
current is very suddenly terminated. It 1is this sudden
termination that creates the large scattering return. The
pattern is just as expected. The large spike~like return at
0 degrees aspect 1is produced by the base edge of the
triangular model. The other large return occurs at an aspect
angle of about 107 degrees. This too represents the return
from a back edge. Also, because of the symmetry of the
target, the radar cross section pattern will be symmetric
about 0 or 180 degrees aspect angle.

This paper assumes a target that can be represented as a

I11-6
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3 o diffracting scatterer. The 1large returns, however, are
%3 caused by a "specular diffraction”. "Specular diffraction”
j? is a phrase sometimes loosely associated with the return, in
;}i vertical polarization, from edge that is perpendicular to the
ffﬂ direction of the wavefront. Therefore, these areas are not
@3 wanted in this analy:: . ™.+ region between 15 and 895
33- degrees aspect angle will be used. This region is
R sufficiently far from the points of "specular diffraction."
;gg The pattern in this region is dominated by the lower level,
;ﬁz rapidly varying, fine structure which is characteristic of a
3 diffracting scatterer. The average cross section level in
g« this diffracting region is needed to find the average signal
’3; to clutter ratio. This can be done by plotting the pattern
A}# @ after it has been processed by a running average program.
%i This program finds the average within a window, then moves
i;‘ the window one increment, then again finds the average within
= the window, and so on.

;?: Figure II-4 shows a plot of the target's free space radar
:;é cross section pattarn after the data has been processed by
Qﬁ this running average program. The averaging window was 51
) points wide, which represents a window of just over 5
ﬂa degrees. It can be seen from this figure that the average
o cross section level of the target is about -47 dB. It can
:s also be seen that not only does taking a running average
35 across the entire pattern smooth out the diffracting regions,
h& 2 it also significantly reduces the specular regionns.

;¥ 2 When the target support is added to the system, the
»

%

; .- -- l. * -.’u. .-. .- » - .
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target is , of course no longer in free space. The support

will contribute to the radar cross section pattern not only
‘directly but also from its interaction with the target. Data
for several different clutter or support levels was obtained
by varying the tilt angle of the support. Below is a table
summarizing the support levels, tilt angles, and resultant

average signal to clutter ratios (S/C).

Tilt Angle (deg) <Clutter Level (dB) S/C S/C (@B)

66.0 -49.1 1.6 2.1
68.0 -60.6 22.9 13.6
70.0 -44.6 0.6 -2.4
80.0 -53.9 4.9 6.9

Table II-1 Summary of Tilt Angles and Clutter
Levels from Computer Generated Data

It is important to realize that the signal to clutter
ratios above are merely average values. It is possible to
obtain only a rough estimate of the average signal to clutter
ratio from this data. The signal to clutter ratio can only
be estimated because the actual data varies rapidly from
point to point. The true signal to clutter ratio may vary
considerably.

Figure 11-5 shows the radar cross section pattern of the
target and target support with a high average signal to

clutter ratio. It can be seen that the target support does

not effect the pattern a great deal. This is contrasted to
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Figure I1I1-6 which shows a target and target support with very
low average signal to clutter ratio. As the clutter becomes
stronger, it dramatically affects the c¢ross section pattern.
This effect is most significant in phe diffraction region.
Not only does the clutter affect the values of the nulls and
peaks, it also affects their exact loacton.

The question that needs to be answered is what average
signal to clutter ratio.is necessary for a given error level
assuming an a priori knowledge of the target and target
support. The data that 1is generated with this "RCSBSC"
program will be used to verify the results obtained

theortically.
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II1. Traditional Approach

The traditional approach 1is summarized by Ruck [Ref
12:913-923] and Crispin [Ref 4:381-386)}. Here, they develop
the maximum possible error and a "rms error" based on the
ratio of the measured radar cross section to the average
measured cross section. These maximum and rms errors are
then calculated for a range of signal to clutter ratios. The
maximum error is the "worst case" error bounds based on no
knowledge of the clutter sources and requiring accuracy at
every point of aspect angle. The traditional approach also
assumes that the sources are all deterministic in nature.
Crispin's "rms error"™ is similar to the maximum error except
here the swing is not based on the "worst case," but rather,
on the bounds of one standard deviation on either side of the
mean of the measured cross section. This rms error is a
measure of the confidence that can be put in to the measured
cross section values. The narrower the rms error curves, the
closer the values will be spaced around the mean of the
measured cross section.

To gain wuseful knowledge from RCS measurement data,
whether gathered theocetically or experimentally, an averaging

technique must be used. Some of these techniques include:

averaging with respect to phase, averaging with respect to

P @ QW g B WL a T eV s T d T e T T T e




wavelength, and averaging with respect to aspect [Ref 3:980).

One of the most common methods is the first and is referred
to as the "Random Phase Method." This 1is the averaging
technique that is used in the traditional approach.

In this chapter the statistics of several different
models will be summarized and for the first model, the two
source model, the theortical results will be compared to
results from the computer generated data. The traditional
approach requires accuracy at every point and therefore is
deterministic in nature. All of the sources' signal
voltages, for the models are based on random phase, uniformly
distributed between 0 and 2 . The deterministic amplitudes
of the signal are proportional to the square root of the
source’s cross section. This 1is because the radar cross
section is defined as being proportional to the square of the
scattered electric field magnitude over the sgquare of the
incident electric field magnitude. The magnitude of the
source's signal voltage will be proportional to the electric
field magnitude, and thus proportional to the sguare root of
the cross section.

The cross section models that will be used are:

1. Two sources with deterministic amplitudes.
2. N sources with deterministic amplitudes.
3. One source with Rayleigh distribution for the

amplitudes.

I11I-2
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Two Sources (Deterministic)

and support,

where
o’ =
GT = Cross
#, = phase
cé = Cross
o, = phase
2
The measu:

In this section, a simple model of two sources will be

used. This is the traditional approach of viewing the target

one source represents the target and the other

represents the target support. Each of the sources will have
a deterministic amplitude and each will have a random phase,
uniformly distributed between 0 and 2w .

Since the sources' signal voltages are proportional to
the square root of their cross section, the measured cross
section 1is simply the sgquare of the complex sum of the two

complex source voltages.

o =1/ I8, [, el (B3))2 (ITI-1)

1l

measured Cross section

section of the first source (deterministic)
of the first source (uniform random)
section of the second source (deterministic)
of the second source (uniform random)

*ed cross section can also be written as:

on = (VO3 eI (%) Jo, eI (82) )4

(,/‘o-l' e~y ,/_0-2 e'j(‘bz’) (I11-2)

+ /10, el (81-9,) Vo, "3 817%)  (111-3)
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(I11-4)

where

» = relative phase between first and second source

Next, the mean of the measured cross section is found.
The mean is taken to be the expected value of the measured

Cross section.

G, = Elo,] (III-5)
6% = E[cl o, t 2Jclo} cos(9)] (II1I-6)

The expected value of the two determinstic cross
sections, of c¢ourse, is simply their wvalue. And as a
consequence of assuming a uniform distribution for the
relative phase between the two components, the mean of the
measured cross section is simply the sum of the component

cross sections.

& = o oyt 2,/0105 Elcos(9)] (I11-7)

(I11-8)
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ﬁ . Also, of interest is the maximum and minimum value of the
b, Y measured cross section. These are obtained by letting the
o) difference between the phases of the signals to be 0 and w .
i: "When these limits are substituted into Equation (III-4) the
A\

3] measured cross section falls between the bounds given by:

-

N

N

. = / -

- Gh 01 + c} + 2 cloé (I11-9)

%]
2
R Of interest also 1is the standard deviation of the
...

- measured cross section. The standard deviation is taken to
8" be the square root of the variance, and the variance to be
K L]

: the expected value of the square of the difference between

K]

Y the measured cross section and its mean.

o
> 2 2
N s, = Ello, - G.)7] (I111-10)
'
& where
§ 2
, Sm = variance of the measured cross section
m - standard deviation of the measured cross section
x
< Into this equation the expression for the measured cross
N
B¢ section, Equation (III-4), and the mean of the measured cross
‘.l
section, Equation (III-5) are substituted.
S
=
~
“~
N 2 2
o Sm = E[(ci t o, ¢+ 2,/0102 cos(9) - (cl - cz)) ] (III-11)
.
.,Ab.‘
l ]
; I11I-5
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s2 El (255, cos (8) ) 2] (111-12)

/2]
t

4clcéE[cosz(¢)] (I1I-13)

As a consequence of assuming a uniform distribution over
0 and 2% for the relative phases, the expected value of the

square of the cosine of their difference is 1/2.

= 20.C (II11-14)

As a result, the standard deviation of the measured cross
section is simply the square root of twice the product of the

components.

s_ = 20, C (II1-15)

For the case of two sources, the mean, the variance, the
standard deviation, the maximum, and the minimum value of the
measured cross section have been found. Figure III-1 shows a
graph of these statistics. Where the maximum/minimum spread

is given by:

5 % 2\/0’10‘2 (ITI-16)
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Si) And the rms spread is a standard deviation above and

below the mean.
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X o =0, +0,+ J20,0 I1-17
m=0% "% 192 (1 ’
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s The two inside curves represent the rms error bounds, and

o the two outside curves represent the maximum error bounds.

254 These curves are plotted as the measured cross section in dB

""' . .

“oY normalized by the average measured cross section versus the

ratio of the two sources' cross section. If one source is

L
Hrwey

taken to represent the target and the other to represent

- o
TeTaTs A

Pasaoad
AL
& 3

background clutter, the graph is a measure of how spread the
e measurements will be for a range of signal to clutter ratios.

According to Crispin and Moffett, experience [Ref 3:980]

with measured data has shown that even with rapidly varing

x e

experimental data, the RCS curve, or rather, the RCS data

&t

points, will lie within the region defined by the RMS spread

50 to 60 percent of the time.
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‘ 'fb' Comparison with Computer Generated Data
. The results from assuming two determinsic sources will be
‘&)

y ~compared to the results from the computer generated data in
? this section. As mentioned in Chapter II the computer data
) was obtained by using the RCSBSC program on a flat plate
*d

5: target rotated above a flat plate target support. The data
L

2 was taken every tenth of a degree between 15 and 95 degrees

aspect angle. This region represents the area where

-

diffracting scatterers dominate.

‘...u.
" P ol

AL
X

The data used in this section was obtained by taking the

-

amplitudes of the measured cross sections of the target with

‘_‘

support from all four of the test clutter levels at each

sl

increment of aspect angle and normalizing it to the sum of

X ‘1’ the corresponding target amplitude cross section anéd the
ALY :
X target support amplitude cross section. This sum, of course,
} is the point to point mean of the measured cross section.
The processed data was plotted versus signal to clutter
f; ratio, which is the ratio of the target cross section to the
)
-2 target support, or clutter cross section. This data is shown
x in Figure III-2
$ The maximum bounds of this graph 1lie exactly on the
{ curves predicated by the theortical derivation. This same
data was run through a program to plot the standard deviation
ol
I above and below the normalizeu mean. This graph is shown on
\ _
o Figure IIl1-3. This graph also lies exactly on the rms bounds
. predicated theortically.
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It has been shown in the previous section that N similar T

AT

and deterministic scatterers have the same distribution as a

L od
o -
e

SRR

single source with Rayleigh amplitude distribution. A graph
of this simulated pdf is shown in Figure 11I-9. Because this

is a graph of the pdf of the signal amplitude of the cross

<a
A vt

section it should be Rayleigh distributed. It has been

13

3

A

mentioned that the cross section data after being run through

X

a running average processor could be of interest. The next
set of graphs show the simulated pdf's of the signal
amplitude of the cross sections after the cross sections
have been processed by the running average program. Figure

III-10 represents the pdf after the cross section data has

been averaged over an 11 point window (just larger than a
degree}. Figures I11-11 and III-12 represent the pdf's after Q
t .
ﬂ: averaging over a 25 point (2.5 degrees) and a 51 point (just
3 larger than 5 degrees) window. Before averaging, the pdf has
t)
. a definite Rayleigh shape, just as predicted theortically.
o,
& After averaging, the pdf begins to center around the mean and
?3 take on a Gaussian shape, which is also predicted through the
application of the Central Limit Theorem. Finally, after
‘
2 more averaging, the pdf of the amplitude of the cross section
X
S has a rough Gaussian shape.
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‘,".‘\f, . N Sources (Deterministic)
AN "l
-"\‘ < An eXxXtension on the two source model is to assume N
‘ sources. This model represents a target that is made up of
N
f{f many 1individual scattering sources. Again, each of thne
s
" sources will have a deterministic amplitude,and each will
‘_}-: have a random phase, uniformly distributed between 0 and 2.
ot
o
:}'-'* The measured cross section is given by: [Ref 3:974]
N
b N 3(8,), 2
s o =) Jo, el 'Pi] (IT1-18)
b 1=1
RO
O
(64 i
§}§ The measured cross section can also be written as: ;
ad
O ’
o : N j6,), & -3 ()
? o, = (z c; e i )(Z ‘/c'k e i’) (I1I-19)
> i=1 k=
A
o SR 3 (8-, )
o= 2 L Voo e Pi% (111-20)
. i=1 k=1
.l‘"o
'f'\j Here, the terms where i=zj can be separated from the cross
> terms where iv#j.
";,,z
“»
Ny
23
N
3 -.:_::,
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o = % g+ § [T o3 #57%) (111-21)
L - R S =51 17k
(1=Kk)
3 ¥y s
o I o. + 2 Tg. 0 cos(p. = ¢,) (II1I-22)
mooE Tt T & 17k i Tk

Now, the mean of the measured cross section 1is taken to
be the expected value of the measured cross section. The
expected value of the deterministic terms is simply their

value.

N N=1 N )
& = o, + 2 ) /GG, Elcos(d, - 6.)]1 (II11-23)
m igl 1 i=1 k2=:i+l 17k took

As a consequence of assuming a uniform distribution for
the relative phase between the two components, the mean of
the measured <cross section is simply the sum of the

individual cross sections.

N
g = iZ o. (I11-24)
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;:: "_'(J' Next, the standard deviation of the measured cross
A section 1is found. The variance is taken to be the expected

S

“% value of the square of the difference between the measured

2 .

.- cross section and its mean.
5

)
!

o
0 2 - 2 -

oY Sm E[Ic:'m 5‘m| ] (I11-25)

e
". . . . . -
,..e Into this Equation substitute the expression for the
i‘!
f, measured cross section, Equation (III-22), and the mean of

the measured cross section, Equation (III-24), to obtain: ‘
R

N

< ;

|

)

[
e
AT

l‘ 1)
&%)

L

N
@ s? =E[|Zo + 2 Z Z,/ocrk cos (4,-8,) - Zdilzl (I11-26)
i=1

m i=1 Kk=i+

/ Aé. :i' JIA'

2307

[

Cancelling the 1like terms and expanding the squared

summation terms the variance becomes:

N-1 N
o s = 4E[Z Jo °.% cos(cb - 6. )*
" m =1 kzul mzl nzm+l “km k
cos(«Sm - ¢n)] (111-27)
é;:)
1
&J To simplify this expression, first examine those terms
) for i=m and k#n. The square roots of the cross sections can
:‘:" , be taken out of the expected value because they are
e ;
"
Cd
)
v, I11-19
7
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deterministic.

2 N-1 N N-=1 N

st = 4 L Y V5,500 Elcos(d;, )cos(8 )] (1I11-28)

i=1 k=i+1 m=1 n=m+l

where
éik = éi - ¢k (relative phase)
émn = ¢m - ¢n (relative phase)

Because the two cosine terms are independent of each
other when k#n the expected value of each one can be taken
separately. Also, as a consequence of assuming a uniform
random distribution for the relative phase, each of these
cosine terms 1s equal to zero and the contribution to the

variance from the terms of i=m and k#n is equal to zero. Qﬁ

N-1 N N-1 N
2
s =4 Z z z z VO'iO'kaO‘n E[cos (6, )cos (s )]
i=1 k=i+l1l m=1 n=m+l
(i=m,k=n) = 0 (III-29)

Similarly those terms for which k=n and i#m and the terms
for which k#n and i#m, the variance becomes zero. Also, as a
consequence of assuming a uniform random phase distribution
the expected value of the cosine terms becomes 1/2. All of
this greatly simplifies the expression for the variance,

leaving only the terms of i=m and k=n.

e
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I3 5 N-1 % Nil §1:
s = 2 Vo.0,0 0 (III-30)
m iT1 KZi+l m=l nSper F K™D
(i=m, k=n)
Also, since the variance only has a value for i=m and k=n,
the sumations over m and n are redundant.
2 N=1 N
sn=2 )L Y Voo (III-31)
i=]1 k=1+1
As a result, the standard deviation of the measured cross
section is simply the square root of the sum of twice the
‘J’ - product of the cross terms of the components.
e
s_ = 2 o. (II11-32)
m is1 KTie1 1K
One Source (Rayleigh)
The next extension is to again assume that there are N
N individual scatterers, with each scatterer having
i- deterministic amplitude and uniform distributed phase. These

N scatterers will be the individual components that add up to

form the model of target in free space. With many
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YA deterministic scatterers it will turn out that the N f?

"’

scatterers appear to be one source which has a Rayleigh

distribution on the amplitude. This assumption turns out tg

'l »
A0, & Gty

be a very good one if none of the individual scatterers are

T

much larger than the rest. Again, the measured cross section

[4
‘.n’_ <

." ,~(
<§??

is first used to find the statistics:

i

0%

oy _ & ALk Q1133
»}q o, = |£§l o, e” Ti'| 33)
ot
-.."“
530
‘~f Rewritting the measured cross section as the sum of two
LAY
3_3 squared terms:
) C
o
2
.\ O = Uy * V, (I11-34)
“fi
¥
¥ Where u and v are simply the quadrature components of the
*'.

4, .
R measured cross section.

N
<o u= Yo, cos(s,) (I11-35)
‘ i=1

e v = {,/_crk sin(g,) (111-36)
. k=1
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distributed, or rather "asymptotically" Rayleigh distributed.
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Since the distributions of the individual phases are the
same, the Central Limit Theorem can ke used to assume that
both u and v are asymptotically normal. The square root of
the sum of two normally distributed, zero mean, and
independent random variables 1s Rayleigh distributed [Ref
10:195].

At this point a new term which i1s the square root of the
measured cross section will be defined. This term, x, will
represent the amplitude of the signal from the measured cross
section. It 1is this signal amplitude which 1is Rayleigh

Now, the statistics on |x|2

will be calculated. The
probability density function, pdf, of x, which is Rayleigh

distributed is given by [Ref 10:148]:
- —x? -
fx(x) = ZX/GR exp(-x /Gh), x>0 (III-37)

Not only is this amplitude pdf needed, the pdf of the
amplitude squared, or rather the cross section is needed. To

do this the simple transformation below is used.

v =u (I1I-38)

I11-23
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RN
N where
x . u = original random variable
Y v = new, transformed random variable
3 v
ﬂ The distribution of v is given by [Ref 10:129]:
‘:'-D“hl
() “
ik _ _ _
':Ei £,0V) = 1/(2/F ) [£,(/V ) + £,(-/V )], v>0  (III-39)
g5
%3” But in this case the original random variable is defined
RN
ﬁ%“ for positive values, leaving just the first term in the above
i
7} expression:
A
B
B fylv) = 1/(2fV ) £,V ), v>0 (I1I-40)

and making the following substitutions:

‘ ’
ht v= o
o u = X
LA s
'fﬁ The pdf of the Rayleigh amplitude distributed cross section
,n: is obtained. This pdf turns out to be a simple exponential
distribution.
. ) 3
ot
\":-.'
S
v, v \
o _ -
— fm(ch) = llah exp ( °h/°h" °h>0 (I11I-41)
-.’{::‘
LY
ol . o
Mgl The mean of the measured cross section for N individual
iy scatterers 1is given by the sum of the individual cross
2
‘Jﬁ sections, Equation (II1-24).
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q‘: Next, the variance of the measured cross section :s
found. Again, the variance is taken to be the expected value
of the of the square difference between the measured cross
section and its mean. But recall that the measured cross

section 1is also x squared.
7] (I11-42)

Expanding this and separating terms the variance becomes:

2 _ 4, _ 2 2 -
sp = E[x"] - 20 E[x°] + 3 (I1I-43)

At this point the second and fourth moments of x are
needed. The general expresion for the moments of a Rayleigh

distributed random variable are given by [Ref 10:148]:

VE/2 (135 ... na"), n odd

E[x"] = (I1I-44)
2n/2 (n/2)! an, n even

Therefore, the second and fourth moments of x, or

rather, the mean and second moments of the measured cross

section are given by:




2, . - -2z
E{x°] = E[ch] = Gh (I11-4%)
4, _ 2, _ .=t _
E(x"] = E[cm] = 2ah (III-46)

Substituting Equations (I11-45) and (I11-46) into

Equation (III-43) the variance, 1in its simplest form is

obtained.
2 _ =2 -
Sp = ah (I12-47)

The above Rayleigh approximation is good only for many
scatterers. If any one of the individual scatterers is much
larger than the rest, the assumptions that were used will no
longer be valid and the Rayleigh approximation will be a poor
one. This is discussed further in Chapter 1V.

In actual practice, the Rayleigh approximation 1is
reasonably good for as few as two or three scatterers [Ref
9:1355). Even with this few of scatterers, 55 to 60 percent
of the cross section values are contained within one standard
deviation of the mean [Ref 3:980). Of course, if the received
signal were exactly Rayleigh distributed, 86.5 percent would
be within one standard deviation of the mean.

There 1is some confusion in the terminology in the

literature on RCS statistics. The chi-sqgared distribution

with two degrees freedom is called Rayleigh, which 1is the

oy
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distribution of x. The probability distribution of the

square of such a variable, the measured cross section, would

. be chi-squared with four degrees of freedom, also called

exponential. Many have chosen to call this "Rayleigh Power
Distribution," then stating that the RCS under certain
assumptions has a Rayleigh power distribution, and later
casually dropping the word "Power" and misapplying the

Rayleigh distribution to the RCS values [Ref 14:50].

Comparison with Computer Generated Data

In this section graphs that represent the probability
density functions of the relative phase and the amplitude of
the cross section of the target in free space are introduced.
The data for these graphs was produced by obtaining the
relative phase and cross section for every hundreth of a
degree (between 15 and 95 degrees aspect angle) using the
RCSBSC program on the triangular flat plate target model.
The number of occurances of a particular range of phases or
cross sections was plotted versus the range of the phase or
the amplitude of the cross section values.

The relative phase is obtained by comparing the data from
the measured cross section to the free space target cross
section at each data point (see Equation I1I1I-4). Because of
the limitations of the 1inverse cosine function on the

computer, these relative phase values are plotted for 0 to

¥ . As can be seen by Figure II1I-8 the phase appears to




; have a uniform phase distribution. Recall that this uniform
phase distribution assumption is essential in the development
of the probablistic models of this paper. Figure II11-8 only
iﬂ‘ shows the relative phase for a particular level of signal to
clutter ratio. This graph, however, is typical of any tilt
angle or any signal to clutter ratio. If the phase were
obtained from averaged data, however, one would find that the
relative phase no longer is uniform. Instead, the phase will
P! take on a Gaussian distribution centered around its most
25 likely value, or mean, of w¥/2. The change from uniform to
Gaussian distribution does not affect the assumptions made
}5 earlier in this chapter. These uniform phase distribution

¢Q assumptions were made only on the data before averaging.
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It has also been mentioned that the traditional approach o)
requires accuracy at every po.int. If this hard requirement
were relaxed, the data from a running average processor could
be analyzed. The raw data, taken every tenth of a degree,

from all four test clutter levels was run through such a

'zx running average processor. This averaged data was also run
%3
.t* through the standard deviation program to find the rms

spread. Figure III-4 shows the data from the running average

?ﬁ processor for an averaging window of 11 points, or a window
§§ just larger than a degree. Figure 11I-5 shows the rms curves
ae from this averaged data. Figures 1I1I1I-6 and 11I-7 show
;f similar results from processing the data with a 21 point, two
é% degree, window.
" Note that the more points the data is averaged over, the Qﬂ
’ég smaller the maximum swings on the data. Also, for more
éi averaging, the rms curves approach the normalized mean.
, Essentially this means that even assuming the traditional
'ié approache's deterministic sources, the accuracy estimate on
t:; the maximum bounds and the rms bounds can be improved by
t: processing the data through a running average program.
) .,,'o

»

Furthermore, the wider the averaging window, the better the

A

accuracy estimate becomes.
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IV. Analysis of the Probability

Distributions of a Rayleigh

Target in Constant Clutter

In Chapter III the traditional approach was summarized.
There are several important assumptions to this approach.
First, the traditional approach assumes deterministic
amplitudes. In actual practice this can be an overly
restrictive assumption. Most present targets can be modelled
by multiple independent scatterers. The total return from
these scatterers 1is far from deterministic at angles not
close to the areas of "specular diffraction." The amplitudes
of these sources can vary rapidly for small changes of aspect
angle (see the cross section patterns in Figures I11-2, II1-3,
I1I-5, and 1I-6). The RCS return is therefore best described
probabilisticly. 1In Chapter III the derivation in assuming N
sources was outlined. It was shown that these N sources,
when taken as a whole, can be modelled as a single Rayleigh
amplitude distributed source.

In this chapter a new model will be derived. This model
will be based on a target and a target support. The target
will be a Rayleigh amplitude distributed source and the
target support, or clutter, will be a constant deterministic

source. This is a new target with clutter model. Many other

1v-1
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: target with <clutter models have been suggested such as S
[ Sem
. Swerling Cases III and IV (Chi-Squared distribution with four

J degrees of freedom) [Ref 15] and Log-Normal distribution [Ref

P

v _ 71. But all of these previous target with clutter models
assume the need to model the clutter probabilisticly. Also,

some of the models are not justified by mathematical

R, 2,54 ey

derivation, but rather from how closely they follow measured

data. As a result, a new model is justified.

2 Two Sources (Rayleigh and Deterministic)

. As explained previously the next extension is to assume
that there are two sources o0f cross section, one with a

Rayleigh distribution on the signal amplitude, and the other n

Y240

with a deterministic amplitude. Each source also has a

random phase, uniformly distributed from 0 to 2% radians.

[ &

This extension models the case that is of most interest. The

Y

¥

{ random source represents the target, and the deterministic

1l

L source represents the background clutter, or target support, ,
which is assumed to be constant. Since both sources have a |

d

) |

3 random phase, the phases of both sources can be combined into 1

¥ one random phase and can be attached to the deterministic

|

source. The received signal, which is the square root of the |

; . . |

"4 measured cross section, can be represented simply as the sum

\}

}

} of the two source signals.
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X =y, * Y. el® (IV=1}

where
$ = relative phase between sources
Y, = amplitude of the randomly distributed target
Yo = amplitude of the determin.stic ciutter

Each signal has a power, or rather a cross section,
associated with it:
where

y. has power o
Yo has power S,

The measured cross section is, of course, given by:

o = |x| (IV=2)

Substituting Equation (IV-1) into Equation (IV-2) and

simplifing the expression for the measured cross section:

jo -3®)

Cn = (yt ty.e )(yt ty.e (IV=-3)
c_ = yz + y2 + 2y,y.cosd (IV=-4)
m t c tic

To find the mean of the measured c¢ross section the
expected value of the above expression is taken. To find the

expected value of the second term, the basic definition of

OSBRI CEEY, KA ELRY
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expected value for two independent variables is used.

E(ab] = u v fa(u) fb(v) du dv (IV=5)
ab
where
fa(u) = probab;l;ty d;str;but;on of the first varigble
fb(v) = probability distribution of the second variable
Into Equation (IV;S) the above expressions are

substituted. The limits of integration are the same as the
limits on the variables. Where the cross section amplitude,
X, 1s defined for all non-negative values and the random

phase is defined from 0 to 2® radians.

® 2%

2yt 2 1
E[ytcos¢] = (ytcosb)[———exp(-ytldm)](———) de¢ dy
Gm 27
0o

(IV=6)

This integral, of course, is equal to zero because a
cosine term is being integrated over one period.

The expected value of the first term of Egquation (IV-4)
has already been found. This is simply the second moment of
a Rayleigh distributed variable, Equation (II1I-45), and is
equal to the power, or cross section, of the variable.

Therefore, the mean, simplifies to:
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2 (IV-7)

Gh = C{ + O (IV-8)

Next, the standard deviation and the variance of the
measured cross section are found. The variance 1is the

expected value of the square of the difference between the

measured cross section and its mean.
2 _ - 2 -
Sy = E[Ich F |17l (IV=9)

Into this equation the expression for the measured cross
section, Equation (Iv=-4), and the expression for the mean,

Equation (IV-~8) are substituted.

- - 2 -
S, = E[IO't * o, 2ytyccos¢ (a£ + cb)| ] (IV-10)

Cancelling 1like terms, squaring, and expanding the

variance simplifies to:

2 _ - 2 -
Sp = E[ot + O Zcicé + 4c£cbcos 6+ 4(oy, Bi)ytyccosél
(IV=-11)




Because of the independence of the variables and because

the phase is uniformly distributed, the last term is zero.

Also, because the second moment of a Rayleigh amplitude

distributed cross section, Equation (II1I-46), is known and
the expected value of cosine squared of a uniform distributed

variable is 1/2, the variance can be further simplified.

2
s_” = d£ + 2dt°b (IV-12)

2
m
The standard deviation is given by:

s = V& + 28 c (IV=13)

It can be seen at this point that if the clutter or
constant term were allowed to go to zero, the expressions for
the variance and standard deviation would approach that of a

strictly Rayleigh amplitude distributed source.

Probability Density Functions

Not only are the statistics of this new target with
clutter model of interest, the probability density functions,

pdf's, that describe this new model are of interest also.
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#g:
Sy
2N
o
‘. \ . . . .
LT oy In this section the pdf of the measured cross section is
SN A SE
’ derived. To do this and to do other related operations the
Ao '
:ﬁz joint pdf between the measured cross section and the target
‘e \' ’
Ny cross section must first be found. The joint pdf is given by
[Ref 8:67]:
RN
B
V ,“;:
* o
. fmt(cm,ot) = fm(oh ct) ft(ct) (IV=14)
i
RRE
A
o where
A
: f (ct) = pdf of the target cross section
- fmt?c o) = conditional pdf of the measured cross section
é‘f fmt(cg,ct) = joint pdf of the measured and target cross
N section 3
N
2 The pdf of the target cross section 1is known to be 1
'3‘ s exponential, Equation (III-41), so the first step is to find
v
:E: the conditional pdf.
“ ..
S Again, the expression for the measured cross section,
e Equation (IV-4), is the starting point:
'c:‘n
s
e
L)
- Op = T * O 2‘/c£oe cosd {(IV-15)
N
) N
o
o~
,i: This time, however, it can be assumed that both the clutter |
oo and target cross sections are known. This leaves only the |
'
\ﬁ phase term as probabilistic. To simplify the expression some j
\:.'c |
Lo new terms will be defined:
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let

a=9g_ +0C

_ C

b = %Zdtob

u = cos¢o

vV = chlct
leaving

Vv = au + b (IV=-16)

First, the pdf of u is found. 1If the phase is uniformly
distributed between 0 and 2w radians standard transform

techniques ([Ref 10:132] can be used:

1

£ (u) = —=— , -1<u<l (IV-17)
4 V1 - u?

To find the conditional pdf, the transformation of u
scaled by a constant and biased by another constant [Ref

10:127], as in Equation (IV-16), is used:

1 v=-b
£ (v) =——— £ (—) (1Vv=-18)
v a P

substituting into this expression:




) ¢

A ™,
W) L AN
z ¥ ‘."

< v < (b+a) (IV-19)

1
fv(v) 2 —————————— (b=-a)
[axVl - ( v-b /a)Z]

simplifing this expression the pdf becomes:

O 1

- fv(v) = ————\/7_——'__——-__7 ’ (b=-a)
frvYa®™ - (v - b)7)

< v < {(b+a) (IV-20)

A
A AR

N
'Y

and substituting back the original variables:

aet -

FHAFRR
A 4

b

1

£ (o |o.) = e (Iv-21)
mt “m!"t / 2
ii’ [ ® V4o, o, - (o - (o, *+ 0))"]

-

’ This conditional pdf is valid for:

&
14 - -
0 o, * O 2vo.o, < o < Op * Ot 2‘/c£ct (IV=22)

? - The next step, of course, is to find the joint pdf. This
21 is merely the product of the conditional pdf, Equation

N (Iv-21), and the target cross section pdf, Equation (III-41).
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exp(-ot/dt)
) = - 5 (1V-23)
°¥'VQbE°c - o - (o, + o))

fmt(cm'ct

for OE > 0 and c£ + cc - 2 ctcc < ch < ©

£t %t AT

Once the joint pdf between the measured and target cross
sections have been found, the pdf of the measured cross
section alone can be obtained. This is done by integrating
the joint pdf over the region defined for the target cross
section.

The limits of integration need to be transformed. 1If the
measured cross section is held constant, the upper and lower

limits of the target cross section are defined below:

let
11 = o+ o, - 2y C
_m c
12 = %n ¥ 9% * 2/3?32

Now, taking only the factor in the square root of the

joint pdf and rewriting it:
40,0 - (o - (0, + ©.))° (IV-24)
t c

tc¢ m

Expanding, cancelling, combining, and isolating the target

cross section the square root term becomes:

2
-0, + th(am + o) - (o - o) (IV=25)
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Now the following substitutions are made to simplify the

expression.
let
a = 2(0'm + T)
b= (g - S
c=1/8,

The argument of the square root becomes:

-oi +agd,_ = b (IV=26)
Regrouping and completing the square:

(a2/4 - b) - (GE - a/2) (IV-27)

Again, the following simplifing substitutions are made:
let

(a2/4 - b)

o, - a/2

c o
"o

where 4 = ZVohcb

The limits of integration using these new substitutions

" : " Uik

"8 "" .
RN

AR o SR

g

need to be defined. The new transformed limits become:

¢

€
L8

Ll

u [evaluated for o = 11]

(o + o - 2/¥c.0.) - (& + o)
m C m C

-2y0C O

. ogM C

‘ v.‘ [
TRk
[ I TR ]

or rather L
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and similarly:

L2 u {evaluated for SR 12}

i n

Putting ail of these substitutions back into the original

joint pdf the pdf becomes:

c exp(-cu)
f = expl(=-ac/2) = ' -d < u<d (Iv-28)
mt b ,r,/di - u‘

This 1is the function which will be integrated. This

integral becomes:

d
1 exp(-cu)
f = c exp(-ac/2)— = du (IV-29)
m e Va3l - ui
-d

Again, a new set of variables will be defined:
let

d cose
-d sine

u
du

therefore:

sz - u2 ng - dzcosze

d sine

the new limits of integration become:
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3

3

X |
WOl Ll = cos (u/d) levaluated for u = -d] :
: = cos (=d/4d) !
',' = T |
> f
i{ and similarly: }
e
- L2 = cos (u/4d) [evaluated for u = d]

= 0
:? With these last substitutions the integral becomes:

Nk
s

YA

N 0

) -1 exp(-cd cos8)

o £, = ¢ exp(-ac/2) (d sin®)de (IV-30)

() r d sin® i
al T

s

1 _ané gw

simplifing and rearranging:

AR AN

g

N . *

& 1

o £, = ¢ exp(~ac/2) [— expi-cd cos8) d4s] (IV-31)
T

The factor inside the brackets of the above expression is a

. modified Bessel function of order zero [Ref 1:376].
0, ,
‘:j Therefore the expression becomes:
2 £ = c exp(-ca/2) Ij(cd) (TV=-32)
>
L) '
’ 1
: !
‘u .. Replacing all of the substitutions, the pdf of the measured
c’ "
" s
~

d
.
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Cross section becomes:

1 (o + o) 2¥o C
m C m C -
fm(oh)= expl- ~— ] IO( — ), ch>0 (IV=33)
e S St

This pdf will now be verified by taking the Nakagami-Rice
distribution [Ref 11:101) and making the appropriate
transformations. The Nakagami-Rice distribution was derived
by Rice and is the distribution for the instanteocus amplitude
of the sum of a constant vector and a Rayleigh distributed
vector. The distribution of the amplitude is given by [Ref

9:1357, 2:928]:

2% (yg + x2) 2ycx
f (X) = —~=— eoxpl- ] I, (= (IV=-34)
X 2 0 2

k k2 k

where
X = amplitude of the Rayleigh source
y. = amplitude of the constant, deterministic source
g = mean of the Rayleigh source
Io(z) = modified Bessel function of order zero

But the goal here is to find the pdf of the measured
cross section, which is the square of the measured amplitude.
Again, standard variable transformation techniques can be
used to obtain the pdf of the measured cross section.

For the transformation of:

Iv-14
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2 -
, v = u (IV=25%)
-
where
u original random variable

\'4 new, transformed random variable

The distribution of v is given by [Ref 10:129]:

1

v 2

[£E,(/V ) + £.(-/V )], v>0 (IV=36)

But in this case the original random variable is only defined

for positive values leaving just the first term in the above

0 expression.

£ (v) = — fu(‘/v ) v>0 (IV=-37)

And making the following substitutions:

\"
u

c.l'Il
X

the pdf becomes:

2x (yé + o) 2y Vo
fm(ch) = expl[- > ] IO(-——E-)' Oh)O (IV-38)
2V k2 k k
Iv-15
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Making further substitutions and cancellations the pdf of the

measured cross section 1s obtained:

1 (o + o) 2o o
f (0 ) =— expl-—2—C) 1_(—1F5), o >0 (1V=39)
m m - = 0 - m

O't O’t G't

The above pdf, Equaticn (IV-39), is the same as the pdf
derived from the new model of a Rayleigh distributed target
with constant clutter, Equation (IV=-33).

It can be seen that as the power from the deterministic
source approaches zero, the modified Bessel function
approaches wunity, and the entire distribution function

approaches the exponential distribution of the Rayleigh

target alone.
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Computer Generated Probability Density Functions

In the previous sections the probability density function
for the new model of a target with constant clutter was
"derived. In this section the computer generated data will be
used to demonstrate this pdf. Again, all of the data was
obtained by using the RCSBSC program on a triangluar flat
plate model rotated from 15 to 95 degrees aspect angle above
a flat plate target support. The cross section data was
obtained for every tenth of a degree in this region. Figure
IV-1 represents the pdf of the cross section amplitude for
the case of a target in a low average signal to clutter ratio
environment. This graph was obtained by plotting the number
of occurances in a particular range of cross section versus
the range of cross section amplitudes. This was done for the
case of when the target support was at a tilt angle of 66
degrees. This pdf looks quite different from the pdf of the
cross section amplitude when there was no clutter. Figure
Iv-2 provides something to compare Figure IV-1 with. This
figure represents the pdf of the cross section amplitude for
the case of a target in a high signal to clutter ratio
environment (tilt angle of 68 degrees). As predicted
theortically, when the clutter contribution is small, the
model is similar to that of there being no clutter at all.

Again, when the data that is used to generate these pdf
graphs 1is averaged £first, the pdf's begin to take on a
Gaussian shape. Figures 1I1v-3, 1IV-4, and 1IV-5 show the

simulated pdf curves for the case of a low signal to clutter

1v-17
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~degrees) respectively. Notice that the more the data 1is

ratio after averaging over a window of 11 points (1.1 ;ﬁg

degrees), 25 points (2.5 degrees), and 51 points (5.1

sampled, the more the curves take on a Gaussian shape.
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V. Analysis of the Probability Distribution

of the Ratio of the Measured to

Target Cross Sections

In this chapter a new approach for estimating the error
is derived. In the traditional approach the error estimate
was based on measured cross section normalized by the
measured cross section's average, where the average cross
section is the sum of the clutter cross section and the
target cross section. This traditional approach also 1is
based on deterministic sources and therefore the returns are
assumed to be known at every point.

In the new approach, the sources are assumed to be
probabilistic, using the model derived in Chapter 1IV. This
probablistic model 1is a much more accurate model of the
system. Furthermore, measurement of cross sections does not

require the hard requirement of accuarcy at every point.

This new approach assumes that the data from the cross

Y vy
[y
5._'-;'-

section measurement 1s run through a running average

By

processor.

-
e
&

Just as in the traditional approach, the new approach is

based on the normalized measured cross section. This time,

gt ey
s

F XA

et R e I L LS

however, the measured cross section is normalized to the

=

>4

target cross section alone. This ratio will be the new
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indictor of the magnitude of error that the constant clutter
introduces in the measured cross section. The smaller the
effect of the constant clutter, the closer the measured cross
section will be to the target cross section. As the measured
Cross section becomes closer to the target cross section, the
ratio of the two will approach unity. Of course, if there is
no contribution from the constant clutter, the ratio will be
indentically unity.

If the probability density function, pdf, of this ratio
were plotted, the result would be a curve whose variance
grows smaller with smaller constant clutter. 1In the limiting
case of there being no constant clutter, the pdf should be an
impulse centered at unity. On the other hand, as the
contribucion of the constant clutter becomes more
significant, the pdf of the ratio will become "washed out"
and the variance will grow larger. As can be seen by the
above discussion, the variance of the ratio of the measured
cross section to the target free space cross section is a

good indicator of the error in the measured cross section.

Gaussian Approximation

To find the pdf of the ratio of the exact measured cross
section to the exact target cross section would be very
difficult due to the complicated 1limits of integration.
However, the measurements are not to be based on the exact,

point to point data, but rather, on the data from averaged

V=2
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versions of the measured cross section and the target cross

section. I1f these cross sections are averaged over enough

points, the Central Limit Theorem can be used to assume that

the distribution of the average is Gaussian. This Gaussian
approximation makes the integration required to find the pdf
of the ratio much more managable. O0Of course, the guestion
arises of how many samples 1is enough before the Gaussian
approximation 1is wvalid. According to the Central Limit
Theorem, if the pdf's are already nearly Gaussian 1t takes
fewer samples to satisfiy the Gaussian approximation. As can
be seen from Figures III-8 and IV-1 the shape of the pdf's
from the computer generated data is already roughly Gaussian.
This application of the Central Limit Theorem is demostrated
in Figures 11I1-9, II1I-10, III-11 and Figures 1IV-2, 1IV-~3,
IV-5. These figures show the free space target amplitude pdf
and the target with clutter amplitude pdf for 1increasing
levels of averaging. For this paper it will be assumed that
11 samples will be sufficient to satisfy the Central Limic

Theorem. This assumption is not proved in this paper.

Correlation Coefficient

To find the pdf of the ratio of the averaged measured
cross section to the averaged target cross section, the
bivariate joint Gaussian distribution will be needed. The
correlation coefficient is a parameter of this joint Gaussian

distribution. In this section the correlation ccefficient of
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the exact distributions will be found. It will be also

assumed that this coefficient will work for the averaged

~distributions. This assumption turns out to be a good one.

The correlation coefficient for the computer generated data
was found and compared to the cofficient of the averaged
data. These two coefficients were found to be nearly
identical.

The correlation coefficient is defined as [Ref 8:73]:

E((x - R)(y - ¥))

r = (V=1)
XY VE[(x - x)2] E((y - y)2]
Expanding this expression:
E(xy] - 29 (V2
rxy ) s, S )
Xy

where
R, ¥ = means of x and y
E{xyl] = cross correlation of x and y
Sy sy = standard deviations of x and y

Finding the cross correlation between the measured cross
section and the target cross section is the first step in

finding the correlation coefficient.
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Y @ Elo o] = G Oy Ene (90, ) 40, a0, (V-3)

% "Substituting the limits of integration and the joint pdf this

integral becomes:

® m2

O, exp (-crt/d't) dcmdc't

E[O‘mO't] r=-==—==-=_=-=1. (V-4)
8. * V4 o0, - (o, = (6, + 0))

N 0 “ml

LR where

ml

. (o}
% m2
&

C’t*O'C-ZV >
Gt'*O’c*ZVO'tOC

6!’ Expanding the expression in the square root:

g 2 2
R 4ctcé (oh + oL+ cﬁ + 2°t° - 2ch(c£ + oc)) (V=-5)

Cc

X Rewriting and isolating the measured cross section:

2 _ _ 2 _
on * 2c'm(ot + cb) (ci OE) (V=-6)

Pri

b B ol

Now, the following substitutions are made to simplify the

2 &P

expression.

PR
g e

>
. E‘?‘

PUNN,

e
N

(W)

N NN N -u;.\*,\'-.‘.\‘

- e




Fplre i

-‘;’;5 .............. BV oMYy VN g W a®ae™. T a
3
B let
| a=2(g, + o)
= t_
iy b= (o= o
bt The square root term becomes:
2
_('" -l _
o Cn * ac, = b (Vv=17)
&3
%
i Completing the square and rearranging terms:
(a2/4 = b) - (0. - a/2)2 (V-8)
¢ m
o
3
S Making the following simplifing substitutions:
RS let
¢
: a? = a%/4 - b
'k u=o - a’/2
where d = Zotob
The square root term becomes:

d° - u (V=9)

)

After these substitutions, the limits of integration need to

be redefined. The transformed limits become:

Ml = u evaluated for ¢ = ml]
= g+ 0 - 2yo 0 - (o + )

‘ _2,——39 t c t c
"v.».f‘ : - d ot C
B

V=6
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R @ And similarly:

M2 = u [evaluated for O = m2]

Putting all of these substitutions back, the original

integral becomes:

s

#:3
h 2
“

"

o

=

4,
tA
a
i

d
R c'(u + a/2) exp(-cilvf)
i Elo o ] = du do (V=10)
mt ;TT—TG _ t
2 u
0

-d

4

Separating the inside integral into two parts:

T P
e e
- .";"k}l N

A
T

-
3 ®
_Qg : OE,eXP('ci/a;) [ 1 u du
R}y Elo o ] = -_ ——— +
Y m-t c x de - u2
t
0 -d
A
%&% a du
,: 29 \/dZ - u? t
. -d
) Both integrals on u are in standard integral tables. Solving
kﬁﬁ the integrals and substituting the values of the limits of
,?; integration the integral becomes:
&? <Y
- V=7

i

\5‘1

k y - . . - PR . .. emme s ve s e oo ,.._..; - s a——a _.__...._ __,,_,.... . - e -
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P @

:l? c.expl(-c./2) -1 u=d
. E[Gmc't] = f S S [—;—Vdi - u2

5% u=-d

0

a -1 u=d
sin ~(u/4) ] do (V-12)
2r u=-d

-+

g Simplifing this integral:

2
;; E[o,0,] = ./Qoi/a;) exp(-o,/T.) (a/2) do, (Vv-13)
0

b3
ESL Substituting the value of the constant a and expanding again

into two integrals:

i
%d e
s

LA A

g
S

[--]
' 2
E[aholl (1/0£) J[Ict exp(-ct/dk) dcl
0

+

-}
‘°b/a£’ J[.at exp(-aildi) dci (V-14)
0

Solving these two integrals the expression for the cross

correlation is finally obtained:

ﬁ;, E[°h°£] = 28% + cévt (V=-15)
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Lig

@ The expression for the correlation coefficient also

. requires the means and standard deviations of the two

G

2 .

o -variables, the measured cross section and the target free
R

;} space cross section. But these have already been found in
. Chapters III and IV. Substituting these into Equation (V-2)

3

o the correlation coefficient becomes:

+ 0 %) - (T +0)7

g | (282

. r = (V=16)
oot mt

) bwz . 2a-tac)ai

. Simplifing the above expression, the correlation coefficient

-t can be written soley as a function of the signal to clutter

0 ratio:

)
» Tne =\/ (V-17)
‘21" mt X + 2

where

3

¢ X = Ht/ob or the signal to clutter ratio

b

‘ A graph of this correlation coefficient for a range of

signal to clutter ratios is given in Figure V-1.
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Bivariate Joint Gaussian Distribution

Now, all of the necessary parameters for the joint
Gaussian pdf have been derived. The joint pdf 1is given by

[Ref 8:117]):

1
A A
faa (o ,0.) = —— exp (Q) (V-18)
it e 2T SA s% \ll-rz'
where
A A 2 A A2 A A A A
-1 ch-ah OE-GE ch-oh c£-0£
Q= ——7 * -
2(1 - ™) sa si sm s%

But recall that the Gaussian distribution is assumed
after each of the two individual distributions are sampled
and averaged. Therefore, the variables of this Jjoint
Gaussian distribution, &m and 3}, are the averaged values and
are only estimates of the true values. It has already been

assumed that the correlation coefficient, is not

Tmt’
affected by the averaging. It is also known that the sampled

A
means, dh and éi, are equal to the exact means [Ref 10:246)

and the sampled standard deviations, sA and sa, are the exact

standard deviations scaled by the square root of the number

of samples, or rather:

o et e e mmm e st S e e

A




»
\
o

*.!
(%0 e

-
¥

IR

5%
>

F] 2 4
e - ‘_'_,%_J_

v

A

)52
¢ od

-y

‘_.’“ Vf)

Probability Density Function of the Ratio
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All of the necessary information has now been found to

~find the pdf of the ratio of the averaged versions of the

measured cross secton and the target cross section. To find

: . A . .
the pdf of the ratio the area in the ch3£ plane is found such

that:

A A
5 /5, <z (V-19)

is the shaded area of Figure V-2 below because:

if gi > 0 then éh < étz
if . < 0 then g 2> G.z
Figure V=2 6h, 3; Plane
V=12
N D R N g e e e g e e
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The area can be found by integrating over the horizontal

strips. This area represents the cumlative distribution

.function given below:

[ 2 0 a0
F(z) = m%(cf c)dcr dc + fﬁ‘{(crr;,c;)dc';‘dc't (V=-20)
A
-0 O'tz

Differentiating with respect to 2z the pdf of the ratio 1is

found.

@ 0
£ (z) = c;fﬁ‘%(o;z,c;:)dc; - o’ fnt(o z, 0' )dc‘ (V=21)

0 -

Now recall that the exact distributions of the measured cross
section and the target cross section are zero for negative
values. The Gaussian approximation assumes values that are
positive or negative. However, since the 3joint Gaussian
distribution has non-zero means most of the area under the
pdf curve is in the positive quadrant. 1In fact, it turns out
that there is practically no contribution to the pdf of the
ratio for negative values. Therefore, th second integral in
the above expression is essentially 2zero, leaving only the

first integral.
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fz(z) = fcr fﬁ(ctz.ct)dct (V=22)
0

AL ik

To simplify the expression the following substitutions will

!

I be used:

: let
i I x
m

L -

r on 2 %
&m = X

% 3t - Y

Y t = y
s& = sy

o

Ee

Taking these substitutions and the joint Gaussian pdf and

putting them into the above integral expression for the pdf

PP
2 v

. of the ratio: g
9
5
Y
A (-]
A [ y

£f_(z) = —_—= exp(Q) dy (V=-23)
\ z 2x s_s. V1 - r:2

0 Xy

. ! where
h 2 2

-1 yz - % y -9 vz - X)1{y - ¥
.' 2(1 - ") Sy Sy : Sy sy
.y
3 |
N Taking this expression and expanding the argument of the
' expontial term, all of the factors containing y can be
i isolated.
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W 1 1 5 22 1 z
ey £f_(z) = Yy expf————=" |y {— ¢+ —- 2r
z 2 2 2 2
erswfl-r 2(1 - r S s s_S
Xy 0 ( ) X Yy XY
-2Rz 29 2rgz 2rX
+ Yy - + +
2
sxsy S% sxsy sxsy
22 9% 2rwy
2 + fom— s - dy (V=24)
..r‘;: s s*  s.s
"7( X Y XYy
iy
2
‘ This integral can be simplified greatly with the following
a;:'ﬁ‘
,;::‘ substitutions:
’p_ let
X 1
! a =
vf{"a -2(1 - r2) l
.3 Z 1 z
N © R Sy
o X y Xy
N 2r¥z 2r% 272 29
"N c:=ss+ss"ss-s‘2
X"y X"y X"y X
, 22 92 2rR9
gl d = e b — -
N 2 2
3 S S S.S
:: X Y Xy
_;:3' 1
K =
ad 2r sty;l - r5
N where
ENg]
w.;} r = ¥X/ (X + 2)
‘l. =
—-— X at:/o.C
o
) : .
‘.'3 After a great deal of algebra the expressions for the
oty means, standard deviations, correlation coefficient, and
e signal to <clutter ratio can be substituted into these
NN
e
[
N
V=15
%
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expressions and they can all be written soley as functions of

the ratio, z, and the signal to clutter ratio, X.

LY

s
V1]
"

(22 = 22 + 1 + 2/%)

<, 1 + 2X%
5 d = N —mm——
o X(X + 2)

;,’;. N<‘ [X
Y 4 K = —\|/—
X g 2

sed Putting all of these simplifications back into the original 4!'

Y

u . .

,% integral it becomes:
o

X fz(z) = Ky exp[-a(by2,+ cy + d)] dy (Vv-25)

Taking out the constant terms this integral can be rewritten

as:
3
N

LA
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§

R ) fz(z) = K exp(=-ad) Yy exp(-abyz) exp(-acy) dy (V=-26)
°

By

ﬁ' This integral has the exact form of a known Laplace
% transform [Ref 5:146]. Thus the pdf of the ratio of the
3 averaged measured cross section to the averaged target cross
% section becomes:

:

. 1 Yxc ac c

_? fz(z) = K exp(-ad)( _~ 4bV—_ exp[ ] Erfc[2 b]) (V=27)
!

Where Erfc(x) is the Error Function Compliment and is defined

A

‘ here as:
2
Y
y 2
Q Erfc(x) = 24 | exp(-t°) dt (V-28)
1Y
A
,
“
; Because this pdf contains the error function compliment, it
§
A can not be integrated in closed form and the moments cannot
o be found in closed form. To find the standard deviation of
.
ﬁ z, therefore, numerical integration on a computer must be

used.

The next two figures show the pdf of the ratio, Equation

v=-17
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(V=-26), for various values of averaging (N samples) and for

various signal to clutter ratios. Figure V-3 represent the
pdf of the ratio for several signal to clutter ratios while
holding N constant at 11 samples. Just as expected, for
higher signal to clutter ratios the pdf approaches a spike
centered at unity, and for lower signal to clutter ratios the
pdf's mode shifts further from unity and the standard
deviation grows. Figure V-4 represent the pdf of the ratio
for several sampling levels while holding the signal to

clutter ratio constant at 2 (3 d4B). Again, just as expected,

. for more averaging the peak of the curve grows higher and the

standard deviation decreases. When the signal to clutter
ratio is held constant at 2 the mode of the pdf is held

constant at about 1.5 just as expected.
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It can be seen from all of these past curves that the
standard deviation of the pdf becomes smaller for more
_~averaging and for higher signal to clutter ratios. The
% standard deviation of the ratio, therefore, can be used as a
measure of cocnfidence 1in the measurement of the cross
section. With smaller standard deviations more confidence

can be placed in the cross section measurement.

Comparison with Computer Generated Data

In this section the theoretical pdf curves will be

compared to the pdf curves obtained from the computer

LR L ks

generated data for similar averaging and signal to clutter
a ratios. It is important to bear in mind, however, that the

theoretical curves are somewhat artificial in that the entire

Pt -

curve 1is generated for one particular signal to clutter

ratio. On the other hand, the computer generated data for a

-~
(O

particular tilt angle will have signal to clutter ratios that

5 -
"

«

vary rapidly from point to point. To deal with this problem

3
.ot

only data points that are within 25 percent of the desired
signal to clutter ratio are used to compare with the

theoretical curves.

A A VA

Figure V-5 shows the pdf curve from the computer
b generated data for an average signal to clutter ratio of 1
2 (0 dB) and for N=11 samples. Figure V-6 shows the
| theoretical pdf curve for the same signal to clutter ratio

? DAY, and averaging level.
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The next two figures (Figures V-7 and V-8) show the pdf
curves, from the computer generated data and theoretical, for
~the same low signal to clutter ratioc but for a high level of
averaging (N=51). These curves represent the low signal to
clutter ratio case.

The next set of figures are for an average signal to
clutter ratio of 10 (10 dB). This signal to clutter ratio is
used to demostrate the high signal to clutter ratio case.
Figure V-9 shows the pdf curve from the computer generated
data for this average signal to clutter ratio and for N=11
samples. Figure V-10 shows the theoretical pdf curve for the
same signal to clutter ratio and averaging level.

The computer generated and theoretical pdf curves are
shown next for the same high signal to clutter ratio but now

o
for a high averaging level (N=51).

It can be seen from these past curves that the
theoretical and computer generated pdf curves roughly
correspond. The curves match best for higher signal to
clutter ratios. Whether the shape of the curves match

exactly or not, the means of the theoretical and computer

generated pdf's do match.
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s VI. Results and Conclusions
[
.\,:
h)
;.Q
A
'1 In this chapter the problem and the outline of the
F)
f} procedure used to solve the problem will be reviewed. Next,
'
My the results and conclusions obtained from this procedure will
oy be given.
I
.
0,
) Problem
A
'Q The goal of this paper was to develop an error estimate
d . , . .
;& of the cross section measurement of a diffracting target in
G - constant clutter. This clutter was assumed to be caused
y ,
W soley by the target support. Because the target was
; diffraéting in nature, it could be modelled by multiple
s independent scatterers and these ' 'many scatterers are
o
AN statistical in nature. 1In the traditional approach the error
-
%) . . L . .
55 was derived assuming two determinisic sources, with uniform
random phase, and accuracy at every point. 1In this paper the
v,
- new approach assumed statistical properties for the sources,
j and relaxed the hard requirement of accuracy at every point
N by incorperating an averaging techinque.
o
:3
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§3 Procedure
o —_—
'2? The following is a list of the steps that went into the
Y solution of the problem of this paper.
éﬁ 1. Derive the probability density function (pdf) and
?ﬁ statistics of the target in free space.
1% 2. Derive the pdf and statistics of the new model of
fﬁ the target with support.
;’f 3. Derive the pdf and statistics of the ratio of
R averaged measured cross section to the averaged
ei target free space cross section.
E% 4. Compare all of these theortical pdf's to pdf curves
:; obtained from computer generated data.
%% 5. Use the results obtained to find the level of
'; confidence that can be placed in the measured data.
. The properties of the target ' in free space, step one q
Ef above, were derived 1in the chapter on the traditional
h approach, Chapter 11I. 1In this chapter it was shown that the
Py target in free space has a Rayleigh distribution on the
j; amplitude and an exponential distribution on the amplitude
{; squared, or cross section. It was also shown that the mean
B of the cross section is simply the sum of the means of the
EE% cross sections of the contributing sources. Also in this
;§ chapter, the traditional approach of accuracy estimation was
N reviewed. Not only 1is the traditional accuracy estimate
:ﬁ based on deterministic sources and no averaging, the estimate
:: only shows how closely the measured data values are to the
&3 mean of the measured cross section. Of more interest is how .
= o
.3 -
K
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closely the measured data values are to the true free space
target cross section.

The properties of the target with support, step two
above, were derived in the chapter on the new model, Chapter
1v. In this chapter the model of a Rayleigh distributed
source added to a constant source was used to represent the
target and target support. It was shown that the amplitude
of the measured cross section, the combination of the target
and support, has a Nakagami-Rice distribution. It was also
shown that the mean of this measured cross section is simply
the sum of the mean of target cross section and the suppcert,
or clutter, cross section.

The properties of the ratio of the averaged measured
cross section to the averaged target cross section, step
three above, were derived in the chapter on the new model,
Chapter V. 1In this chapter the assumption was made that tne
distributions of both the measured and free space target
cross sections approach a Gaussian distribution after they
are averaged over a minimum number of points. The
correlation coefficient of the measured cross section and the
target cross section was derived and used to complete the
joint Gaussian pdf. This joint pdf was used to obtain the pdf
of the ratio.

Every one of the pdf's that were derived were compared to
pdf curves obtained from the computer generated data, step

four above. The chapter on the computer generated data,

Chapter 11, explains the techinques used to obtain this data.
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In all cases the theortical pdf's and the computer generated
pdf's compare closely.

-The results are used to obtain a measure of confidence
that can be placed in the measured data, step five above. It
turns out that the standard deviation of the ratio of the
averaged measured cross section to the averaged target free
space cross section is this measure of confidence. These

results are summarized in the following section.
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'3
N Results
B T
In Chapter V it was shown that for a given level of

g ~ clutter, increasing the amount of averaging lowered the
‘g
ﬁ standard deviation of the ratio of the averaged measured to
’\‘

the averaged free space target cross section. Of course,
B increasing the signal to clutter ratio also decreased the
5,
Y s .
K standard deviation, but on a measurement range one is usually
A limited to a particular value, or average value, of clutter.
X When the standard deviation of this ratio becomes less the
, spread of possible values of data around the mean becomes

K ‘,l":’i;.

smaller. Therefore, the standard deviation can be used as a
measure of confidence of how close the actual measured data
will be to true target data.

9 Figure VI-1 shows a family of ©plots of standard
deviations versus signal to clutter ratio for several values

of averaging. It can be seen from this family of plots that

the confidence, or rather, the standard deviation, of the

i measured data improves not only with increasing signal to
;2 clutter ratio, but also with increasing averaging.

3 Also shown on the same figure is a similar curve of the
% ratio of the measured cross section to the free space target
é; cross section using the traditional approach assumptions.
™ These assumptions, of course, are deter