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In this paper we study scaling rules and round-off noise variances in a fixed point implementation of the Kalman predictor for an ARMA time series observed noise-free. The Kalman predictor is realized in a fast form that uses the so-called fast Kalman gain algorithm. The algorithm for the gain is fixed point.

Scaling rules and expressions for rounding error variances are derived. The numerical results show that the fixed point realization performs very...
closely to the floating point realization for relatively low-order ARMA time series that are not too narrowband.

The predictor has been implemented in 16-bit fixed point arithmetic on an INTEL 8086 microprocessor, and in 16-bit floating point arithmetic on an INTEL 8080. Fixed point code was written in ASSEMBLY language and floating point code was written in FORTRAN. Experimental results were obtained by running the fixed and floating point filters on identical data sets. All experiments were carried out on an INTEL MDS 230 Development System.
In this paper we study scaling rules and round-off noise variances in a fixed point implementation of the Kalman predictor for an ARMA time series observed noise-free. The Kalman predictor is realized in a fast form that uses the so-called fast Kalman gain algorithm. The algorithm for the gain is fixed point.

Scaling rules and expressions for rounding error variances are derived. The numerical results show that the fixed point realization performs as close to the floating point realization for relatively low-order ARMA time series that are not too narrowband.

The predictor has been implemented in 16-bit fixed point arithmetic on an INTEL 8086 microprocessor, and in 16-bit floating point arithmetic on an INTEL 8080. Fixed point code was written in ASSEMBLY language and floating point code was written in FORTRAN. Experimental results were obtained by running the fixed and floating point filters on identical data sets. All experiments were carried out on an INTEL MDS 230 Development System. 

**Introduction**

Finite-dimensional Gaussian time series have stationary Markovian state-space descriptions. In such descriptions the initial conditions are multivariate normal and state variables are predicted values of the series based on an infinite past of observations. The linear filtering problem is one of estimating the state at time $t$ based on observations up to time $t$ and the prediction problem is one of predicting the state at time $t+1$ based on observations up to time $t$.

Corresponding to the Markovian representation is the innovations representation. The essential characteristic of this nonstationary representation is that it may be used to synthesize a time-series, starting from zero initial conditions, whose second-order statistics match the statistics of the original time series. The states are predicted values of the time series based on a finite past of observations. Using this representation, the Kalman predictor may be written down from
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State Equations
\[
g(t+1/t) = A g(t/t-1) + B(t) u(t)
\]
\[
g(0/-1) : N(0, Q) \implies w(t) = N(0, s^2)
\]
\[
y(t) = g' y(t/t-1) + u(t)
\]

Unit Pulse Response
\[
0, \; t < 0
\]
\[
A(t) = 1, \; t = 0
\]
\[
g' A^{-1} h(t), \; t > 0
\]

State Equations
\[
g(t+1/t) = A g(t/t-1) + B(t) u(t)
\]
\[
g(0/-1) = 0 \implies w(t) = N(0, v(t))
\]
\[
y(t) = g' y(t/t-1) + u(t)
\]

Unit Pulse Response
\[
0, \; t < 0
\]
\[
h^t(u) = 1, \; u > 0
\]
\[
g' A^{-1} h(t), \; u > 0
\]

State Covariance
\[
R(t) = A^2 Q
\]
\[
Q = A Q A' + s^2 h^2(t) h(t)
\]

Output Covariance
\[
r(t) = g' R(t) g + s^2 h(t)
\]

Design Equations
\[
\begin{bmatrix}
  0 & 1 \\
  0 & 0 & 1 \\
  1 & 0 & 0 & 1 \\
 -s(m) & -s(n) & 0 & 0 & 0 & 1 \\
 \end{bmatrix} k(t) = \begin{bmatrix}
  h(t) \\
  h(t) \\
  h(t) \\
  h(t) \\
 \end{bmatrix}
\]

Innovations Representation
The idea behind the innovations representation for \( y(t) \) is to replace the stationary initial conditions, distributed as \( w(0/-1) : N(0, Q) \) with the nonstationary initial conditions \( w(0/-1) = 0 \), to replace the stationary input vector \( B(t) \) by a nonstationary Kalman gain vector \( h(t) \), and to replace the stationary 1.d.d. sequences \( u(t) \), distributed as \( u(t) : N(0, s^2) \), with the nonstationary 1.d.d. innovations sequences \( v(t) \), distributed as \( v(t) : N(0, v(t)) \). The trick is to choose the Kalman gain \( h(t) \) and the innovations variance \( v(t) \) correctly. The innovations representation is summarized below. It is worth noting that \( h(t) \rightarrow h(t) \), \( v(t) \rightarrow v(t) \), and \( Q(t) \rightarrow Q(t) \) as \( t \rightarrow \infty \).

Output Covariance
\[
r(t) = g' R(t) g + v(t) h^2(t)
\]

Design Equations
\[
\begin{bmatrix}
  0 & 1 \\
  0 & 0 & 1 \\
  1 & 0 & 0 & 1 \\
 -s(m) & -s(n) & 0 & 0 & 0 & 1 \\
 \end{bmatrix} k(t) = \begin{bmatrix}
  h(t) \\
  h(t) \\
  h(t) \\
  h(t) \\
 \end{bmatrix}
\]

Kalman Predictor
In the innovations representation, identify \( g' y(t/t-1) \) as the prediction \( y(t+1/t) \). Then the Kalman filter equations become simply a rewriting of the innovations representation:
\[
y(t+1/t) = A g(t/t-1) + B(t) u(t)
\]
\[
g(t+1/t) = A g(t/t-1) + B(t) u(t)
\]
\[
y(t) = y(t)
\]
Past Algorithm for \( h(t) \)

The gain \( h(t) \) may be calculated as outlined under the innovations equations by solving a system of Riccati equations. An alternative is to note that the gain is related to the time varying impulse response of the innovations representation:

\[
h^n(t) = g^n A^n H^n(t), \quad n \geq 0
\]

This means the elements of \( h(t) \) may be read out as follows:

\[
\begin{bmatrix}
h^1(1) \\
h^2(2) \\
\vdots \\
h^n(n)
\end{bmatrix} = \begin{bmatrix}
h^1(1) \\
h^2(2) \\
\vdots \\
h^n(n)
\end{bmatrix} = \begin{bmatrix}
h^1(1) \\
h^2(2) \\
\vdots \\
h^n(n)
\end{bmatrix}
\]

As the correlation matrix for \( y(t) \) is related to the time varying impulse responses, we may write

\[
R = H V H^T
\]

where the \( V \) and \( H \) matrices are defined as follows:

\[
V = \begin{bmatrix}
I & -I \\
\vdots & \vdots \\
-I & I
\end{bmatrix}
\]

\[
H = \begin{bmatrix}
l_0 \sigma_0^2 \\
l_1 \sigma_1 \\
\vdots \\
l_n \sigma_n^2
\end{bmatrix}
\]

This means the correlation matrix may be factored with the fast impulse response algorithm of Le Brun-Gueuguen [6] to obtain \( H \), and \( n \)-dimensional columns of \( H \) may be picked off to obtain \( h(t) \).

Scaling and Rounding in the Kalman Predictor

Let \( \epsilon \) denote quantization step size and \( 2^{n-1} \) the bound on the maximum magnitude that may be represented in an \( n \)-bit, signed binary representation. The problem in a finite-word length realization of the Kalman predictor is to scale variables so that the probability of overflow is small.

Scaling

A filter is said to be \( l_2 \) scaled if

\[
s^2 \sum_{n=0}^{\infty} f_n^2 = |s| 2^{n-1}/4
\]

where \( s \) is a parameter that may be increased to force the norm of \( f_n \) to be small, and thereby decrease the probability of overflow. The parameter \( s^2 \) is the variance of the noisy excitation of the filter.

In the Kalman predictor equation we may scale the state vector \( y(t+1) \) by a diagonal scaling matrix \( S \):

\[
S = \text{diag}(S(1), ..., S(n))
\]

The scaled Kalman predictor equations are then

\[
y(t+1) = S^{-1} A S y(t) + S^{-1} e(t) u(t)
\]

The \( l_2 \) scaling rules for the states of the Kalman predictor are

\[
S^{-1}(Q(t)_{kk}) S^{-T} = |s| 2^{n-1}/4
\]

The state variance \( Q(t) \) may be computed recursively as outlined previously, or recursively as

\[
Q(t) = v(t) \sum_{s=1}^{t} A^{-1}(s-m) (A^{-1}(s-m) - 2 \epsilon^2 \text{var}(s-m))
\]

The diagonal terms of \( Q(t) \) converge monotonically to the upper limit \( Q = A \sigma^2 \). A practical procedure is to replace \( Q(t) \) by \( Q \) to obtain the scaling rule

\[
S(k) = \left[ Q(k) \right]^{1/2} \epsilon^{2^{n-1}} (k=1,2,...,n)
\]

This result for stationary state space filters is due to Mullis and Roberts [5].

The algorithm for the gain need not be scaled because it is fixed point: all internal variables are bounded by unity in magnitude.

Bounding

The updating of the state vector in the Kalman predictor requires one multiply for the first \((n-1)\) elements and \( n+1 \) multiples for the \( n\)th element. By generating a sequence of i.i.d., variance \( \epsilon^2/12 \), random variables with each fixed point multiply, we generate a mean zero, variance \( N \) random vector \( g(t) \) each time we update.
The state variance is now
\[ Q(t+1) = (B^2 AS)Q(t)(B^2 AS) + \sigma^2 \delta^2(1)(t) + N \]
\[ Q = (B^2 AS)(B^2 AS)^T + w^2 \delta^2(1)(1) + N \]

**Numerical Experiments**

Refer to the abstract for a summary of how all experiments were conducted. What follows is a brief annotation of Figures 1 through 4.

Experiments were conducted by generating realizations of a stationary time series from the model

\[ H(z) = \frac{1-1.75z^{-1} + 0.8z^{-2}}{1-1.8z^{-1} + 1.3z^{-2} - 0.455z^{-3}} \]

Figure 1 illustrates \( h(t) \), a 312 vector, computed with floating point arithmetic (curves 1-3) and with fixed point arithmetic (curves 4-6). Figure 2 illustrates the innovation variance \( v(t) \) computed in floating point (curve 1) and in fixed point. These two curves illustrate that the data-independent fast Kalman gain calculation may be practically computed in fixed point using 16-bits.

Figure 3 illustrates predictions \( y(t/t-1) \) in the floating point realization (curve 1) and in the scaled, fixed point realization of the Kalman predictor.

Figure 4 illustrates the corresponding innovations sequences. The floating point and fixed point predictors were run over the same realization of the time series.
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Figure 2. The innovations variance \( \nu(t) \) calculated using floating point arithmetic (curve 1) and fixed point arithmetic (curve 2).

Figure 3. The predicted output \( y(t|t-1) \) calculated using floating point arithmetic (curve 1) and fixed point arithmetic (curve 2).

Figure 4. The innovations sequence \( u(t) \) calculated using floating point arithmetic (curve 1) and fixed point arithmetic (curve 2).