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PREFACE

This Technical Note (TN) describes the results of a study to investigate
the comparative cloud forecast skill of several numerical analysis/forecast
systems at the Air Force Global Weather Central (AFGWC) and the National
Meteorological Center (NMC). The study includes examination of analysis and
forecast mrAel databases valid during the period August to September 1979. At
times during the course of the study, progress was interrupted by higher
priority projects, but the study eventually was completed and reported
internally within Air Weather Service (AWS) during April 1981. The results of
the study are intended to guide future decisions concerning the evolution and
improvement of the automated cloud analysis and forecast system at AFGtK.
Owing to subsequent out-of-house requests for the study results, it was
decided that the final report should be issued and distributed as a formal
AFOI Technical Note. As such, the report would be available to the public
through the Defense Technical Information Center (DTIC) and the National
Technical Information Service (NTIS). Aside from inconsequential changes in

format, minor wording changes, and redrafting of the figures, this TN is
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1. INTRODUCTION

Beginning with the January 1979 meeting at AFGwc of the USAF Scientific
Advisory Board (SAB), Ad Hoc Committee on Improved Cloud Forecasting, HQ AWS
initiated the formulation of a plan for future improvements in the automated
cloud forecast support that ANS provides to DOD customers. To obtain further
input and guidance for this planning effort, HQ AWS in February 1979 directed
AVGWC to undertake a Forecast Fields Comparison Test in which cloud forecast
fields derived from several proposed numerical cloud models would be
compared. The concern underlying this proposed test was whether a new
advanced prediction model at AFGWC would yield sufficiently improved sensible
weather forecasts, in particular cloud forecasts, to justify the increased
computation costs of an advanced model.

This report presents the results of this test. It uses AFGWC's current
production cloud model, known as 5LAYER, as the basis for comparisons. The
5LAYER model produces extratropical hemispheric forecasts of tropospheric
temperature and moisture, from which are derived forecasts of layer and total
cloud (among other derived parameters such as precipitation and icing).
SLAYER is best described as a quasi-Lagrangian model, because the forecast
mechanism in the model is the application of three-dimensional air parcel
trajectories. These trajectories, reinitialized at each time step, are
computed from input forecast wind velocity components. A more complete
description of SLAYER is given by Friend and Mitchell (1982).

Owing to the trajectory computations, SLAYER is not a stand-alone forecast
model. In addition to initial temperature and moisture fields, 5LAYER also
requires forecast wind input from a separate wind forecast model, which
currently at A1GWC is the ANS 6LDPZ. Clearly, the forecast skill of 5LAYER is
substantially dependent on the skill of the input forecast winds, especially
for lonq-range forecasts.

Significantly improved counterparts of the AWS 6LDPE model are executed
operationally at other meteorological forecast centers. One such counterpart
is the N 7LOPM model, the primary hemispheric forecast model at NNC from
January 1978 to August 1980, a period which includes the August 1979 to
September 1979 period of this study. The 7LHFK and 6LDPB models are closely
related, hydrostatic, primitive equation models. The 6LDPI model represents
the APM adaption of the PU model of Shuman and Hovetuale .(1968), first
Implemented at NNC in 1966. The 7LHFM is the advanced version of the 6LDPE as
it has evolved at NNC over the last 15 years. The key differences between the
6LDIU and the 7LHF are sumrized below:

(a) Addition of explicit equations and algorithms to model synoptic and
convective moisture, precipitation, and latent heating.

(b) Addition of a seventh active layer to improve stratospheric forecasts.

(c) Improved modeling of radiative heating such as addition of longwave
cooling above clouds.

(d) Expansion of model grid domain to cover the entire hemisphere.

-1-



7- 7 ., - 7 71 - " --

(e) Reduction of horizontal grid spacing from whole-mesh (381 km) to
half-mesh (190.5 km).

(f) Use of a special form of the governing physical equations known as
the vorticity-energy form.

Verification statistics over the operational lifetime of the 71AFM model
show a significant reduction in the RI4SVE of the 7LHFM forecast winds versus
the 6LDPR forecast winds. We shall provide later a specific example of this
error reduction from the data archived for this study. Presumably, if the
7LRM model replaced the 6LDPE model as the source of SLAYER driving motion
fields, an improved cloud forecast would result. One objective of this study
is to test this hypothesis and quantify any changes in forecast accuracy.

Improved numerical forecasts, however, are obtained invariably at
increased computational cost. A cost increase is certainly incurred in the
case of the 7LUFM versus the 6LDPE. Therefore, we will quantify any change in
5LAYER forecast accuracy in this study in order to provide useable input into
cost/benefit ratio determinations. For this reason, we shall perform an
objective model comparison based on objective grid-to-grid verification
statistics.

The increased cost of an advanced moist dynamic model such as the 7LHF,
could be partially offset at AVGWC by eliminating SLAYER and replacing it with
cloud forecasts derived directly from the 7LHFM moisture forecasts. A second
objective in this study is to determine if 7LRPM-derived cloud forecasts are
competitive with SLAIU. The single, moist, high-resolution, hemispheric or
global, dynamic model concept was recommended for AGW in the final report of
the aforementioned SAD. This concept is employed at virtually all other major
numerical weather centrals (MC, rNOC, BCXMF, and CNC) in the western
countries. AIFG however, unlike the other centrals cited above, has a
particularly strong requirement for providing automated, gridded, global
forecasts of layer and total cloud cover. The requirement initiated the
separate development of the SLAYER trajectory model in the middle 1960'
before moist P2 models were available. Thus, before eliminating SLAYER to
partially offset the increased cost of executing an advanced PR model, we must
demonstrate whether or not a moist PE model can at least maintain and
hopefully surpass the skill of SLAYER, particularly during the first 24 hours.

In stauary then, the two objectives of this study are as follows:

(a) Quantify the change in the total cloud forecast accuracy of the
SLAYER cloud model when forecast winds from the AWS 6LDPE model are replaced
with forecast winds from the NMC 7r1M model. If forecast accuracy improves,
quantify degradations in this improvement resulting from the delayed
availability of the 7LHFN databases relative to current 6LDPE database
timeliness.

(b) Compare the accuracy of the respective total cloud forecasts derived
from the forecast moisture fields of the NC 7RM model and the AFGC SLAYER
cloud model. If the 7LINW-derived forecasts show superior accuracy, quantify
degradations in this improvement resulting from the delayed availability of
the 7LUn databases relative to current 6LDPN database timeliness.

-2-



2. TEST METHODOLOGY

2.1 Test Period

The teat period began at OOZ on 11 August 1979 and continued for 28 days
through OOZ on 18 September 1979. During this period, various 7LHIFN, 6LDPE,
and SLAYRR model initial analyses and forecasts of vertical motion, horizontal
wind velocity, temperature, moisture, and cloud amount were archived and later
used in forecast comparisons and verifications. This section describes the

specific databases that were archived and compared and the verification
procedures that were used in this study. The results are then presented in
Section 3. Conclusions are given in Section 4.

2.2 Forecast and Analysis Data Sets

2.2.1 7LHFM Production Forecasts

The 7LH'K forecasts projected onto the MC whole-mesh grid were archived
from the OOZ database on the first day and every second day thereafter during
the test period. Data collected included horizontal wind components (u, v),
vertical motion (omega), temperature (T), and relative humidity (RH) at the
standard pressure levels from 850 mb through 300 mb (except 400 mb) and
extending out to 48 hours at 3-hour intervals. The resulting 14 sets of 7LHIN

forecast data were sent to AFGWC on magnetic tapes. These tapes were
translated and reformatted to the database formats of AFGWC. For example, the
65X65 WIC whole-mesh hemispheric grid was truncated to the 47X51 subset grid
that bounds the octagon domain of the AWS 6LDPE (Hoke et al., 1979). In
addition, the 7LHNF RH and T databases were used to derive corresponding
dew-point (Td) and dew-point depression (T-Td) databases.

Explicit cloud amount forecasts are not provided in the 7LHFK forecast
database. Therefore, to accomplish objective (b) we derived cloud amount
forecasts from the 7LHFN (T-Td) databases cited above. To do this, we used
the (T-Td)/cloud conversion algorithms currently used in SLAYER. We thereby
ensured that the comparisons of 7LH1M and SLAYER cloud forecasts in objective
(b) are in fact comparisons of moisture forecast skill rather than
comparisons of two different moisture/cloud conversion algorithms. We next
describe in some detail the algorithm used to convert 7LHPN (T-Td) forecasts
to cloud amount forecasts.

At each standard pressure level used in SLAYER (i.e., at 850, 700, 500,
and 300 mb), we interpolated the whole-mesh 7LHFN (T-Td) forecasts to the
93x101 half-mesh SLAYER octagon grid. We then converted the interpolated
7LHFI half-mesh (T-Td) values to Condensation Pressure Spread (CPS). CPS is
defined as the amount of dry adiabatic vertical uplift in mb required for an
air parcel, having a given T and Td at pressure P, to reach its LCL. CPS is
the active moisture variable carried by the SLAYER trajectory model. On a
thermodynamic chart, CPS is easily derived graphically from given values of P,

T, and Td. Analytically, however, the relation between CPS, P, T, and Td
is given by an impractical, transcendental equation that must be solved
iteratively (Irvine, 1981). Alternatively, at AFGWC we use the approximate
relation given by

-3-



(1) CPS - (T-Td) (-4.9 -0.93(P/l000)-9.0(P/1000)2 ] .

This relation yields CPS values that are within 13 percent of the rigorous,
Iteratively derived values over typical tropospheric ranges of T, Td. and P
(Irvine, 1981)./. "

The conversion of CPS to cloud amount is accomplished ustn the set of
empirical curves in Figure 1. The curves have been stratified by standard
pressure level and are applied globally. The fact that the CPS curves yield
some cloud for nonzero CPS values owes to the nonhoo eous nature of an
atmospheric layer over a large area, in which "oqVfx ction of the area may
have locally achieved saturation (zero CPS and t 7i cloud), although the areal
average CPS value is nonzero.

Equation (1) together with the curves in Figure 1 permit one to derive
cloud amount forecasts at discrete pressure levels from (T-Td) forecasts at
those levels. Finally, a determination of total cloud amount from the cloud
amounts at discrete levels is derived. Because total cloud is the most
reliably observed and analyzed cloud parameter (as opposed to ceiling., tops,
layer cloud amounts, or cloud type), total cloud will be the single cloud
parameter verified in this study. The relation used in SLAYER and also here
with the 7LOaN data to obtain the sum, S, of two fractional layer cloud
amounts, C1 and C2 (where 0 C2 C1  1) at discrete levels I and 2,
Is given by

(2) S - C1  C2 (- C1 )F

where F is a variable "unstacking" or randomness factor in the range of 0 F 1.
It can be shown that C1  S 1. The factor F measures the extent of overlap
or superposition among cloud layers and it is specified to decrease with
increasing vertical separation between levels 1 and 2. Thus F is modeled
conceptually after the vertical cloud stacking examples in Figure 2. The
vertical cloud summation embodied in equation (2) and Figure 2 is probably
least reliable in areas dominated by deep convection. more details on the
successive application of equation (2) through several levels and the values
of F used operationally to derive total cloud are given in Friend and Mitchell
(1982). It suffices here to state that this same vertical cloud summation
algorithm was used to obtain both 7LHFN and SLAYER total cloud forecasts for
objective (b). The 7LHFN total cloud forecasts obtained by the techniques
described in this section will be denoted henceforth in figures and
discussions as NP? forecasts (IC Production 7L11]).

2.2.2 SLAYER Production Forecasts

To understand the SLAYER cloud forecasts that were archived for this
study, we must first briefly review the A1GWC cloud forecast production
cycle. A SLAYER forecast is initialized and executed from each 3DMZPH
objective cloud analysis. The 3DUEPH is described by Fye (1978). The
basetime (i.e., the 0-hour start time) of each SLAYER forecast is therefore
given by the basetime of the corresponding 3DNBPH analysis. Because of the
emphasis at AGU on short-range cloud forecasts, the 3DNEPH/SLAYRR cloud
analysis and forecast system cycles eight times daily starting at 00Z plus

-4-
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every three hours. The main observational data set input to the 3DuEPH
analysis during each cycle Is infrared polar orbiting satellite cloud imagery
(from either OU or UWP vehlcles) * In contrast, the 301AN/6L013 wind
analysis and forecast system, which drives SLARYE trajectories, cycles every
six hours starting at 003, or only four times per day. The crucial point here
Is that owing to current production 3USD! and 61GW1 scheduled completion
times and the above differences in cycle frequency, the 6Limb forecast at
basetime MTI provides the driving motion fields for SLAYER forecasts at
basetimen (T + 03)& and (TT + 06)2. The AIM automated cloud analysis and
forecast cycling is described in more detail by Tarbell and Hoke (1979).

For this study, the northern hemisphere 033, 093, and 15z SLAYER
forecasts, which respectively use the 003, 063, and 123 GLOPE wind forecasts,
were archived on the 14 test days corresponding to the 14 archived 003 71111K
forecasts. These production SlAy= forecasts will be denoted henceforth in
figures and discussions as 015 (A]FM Production SLAIM).

2.2.3 SLATER Teat Forecasts

The 3P7 cloud forecasts that we derived as described in Section 2.2.1 were
needed to answer objective (b). To answer objective (a), the 033, 093, and
15 SLAYER model runs were executed again, using in each case the 003 71513
wind forecasts as input. The same production 032, 093, and 153 3DNUPE cloud
analyses, respectively, were used to derive the SLAYER initial moisture
fields. These test SLAYER forecasts using 7LUM motion fields will be denoted
henceforth in figures and discussions as OT5 (AGIFC Test SLATR). The 092 and
153 0W5 forecasts ere limited to a maximum 36-bour range owing to the 003
UM forecasts having been archived only out to 48 hours.

2.3 Definition of Forecast Cases

The chosen combinations of production and test forecasts that were used to
evaluate objectives (a) and (b) are summarised in Table I and described in
detail below.

2.3.1 Forecast Cases for Objective (a) (Cases A-C)

Case A: The CPS and M15 total cloud forecasts labled A in Table I were
compared to answer the first pert of objective (a), wherein we assume that the
711K and 6LOPE databases for basetime TTS are available concurrently. These
comparisons measure the sensitivity of SLATER to the accuracy of the input
motion field without regard to the timely availability of the motion field in
a given production cycle.

Case 3: The PS and G5 total cloud forecasts labled B in Table I were
compared to answer the second part of objective (a), wherein we seek to
measure the impact of a 6-hour later offset in the time availability of the
7L13N versus the 6LWB wind databases in a given production cycle. Ie expect
this simulated 7LMI1 delay to reduce somewhat, any increase in G" versus GP5
accuracy from the previous case.

Case Ct Closely analogous to Case B, the PS and OT5 total cloud
forecasts labeled C in Table I also were compared to answer the second pert of

-7-
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objective (a), except, in this case, we measure the impact of a 12-hour later
offset in the 7LE versus 6LD3 database time of availability for a given
production cycle. We regard this case as a worst case situation in which, for
example, the A1GNC 062 and 182 6LDPX wind forecast cycles are eliminated in
conjunction with the implementation of an advanced model having a significantly
later completion time relative to the corresponding analysis data cutoff time.

2.3.2 Forecast Cases for Objective (b) (Cases D-F)

Case D: The GP5 and NP7 total cloud forecasts labeled D in Table 1 were
compared to answer the first part of objective (b), wherein we once again
assume that the 7LHFN and 6LDPE databases for TTZ are available concurrently.
These comparisons measure the skill of 7LHFM-derived total cloud forecasts
(see Section 2.2.1) relative to current 5LAYER production cloud forecasts.

Case 3: The GP5 and NP7 total cloud forecasts labeled E in Table 1 were
compared to answer the second part of objective (b), wherein we seek to
measure the effect of a 6-hour offset (delayed availability) in the 7LHFM
versus the 6LDPE database time.

Case ?: The GP5 and NP7 total cloud forecasts labeled F in Table 1 also
were compared to answer the second part of objective (b), but here we seek to
measure the impact of a 12-hour offset in the 7LHFN versus the 6LDPE database
time of availability.

2.3.3. Overview of Case Comparisons

We emphasize that the following results from Cases A-C, objective (a), and
Cases D-F, objective (b), must be interpreted within two different contexts.
Cases A-C represent tests of SLAYER sensitivity to input motion field
accuracy. Strictly speaking, Cases A-C do not represent a cloud forecast
model comparison, but rather a test of the sensitivity of a single cloud
forecast model to inputs from two previously compared wind models having
well-known relative RNSVE characteristics. On the other hand, Cases D-E
represent a comparison of the ability of two separate, independent
analysis/forecast systems (as configured at data archival time) to provide
skillful global cloud forecasts. Briefly, the AFG system (Tarbell and Hoke,
1979) consists of the HUFANL/6LDPE analysis-forecast subsystem for the winds,
temperatures, and heights, which are then used in a separate 3DNEPE/SLAYER
subsystem for moisture and clouds. The NMC system (as configured during the
test peiod) consists of a single HUFANL/7LHFM analysis-forecast system for
winds, temperatures, heights, and moisture (McPherson, 1980).

2.4 Forecast Verification Procedures

Throughout the 28-day test period, the half-mesh (100 nm) SLAYER initial
0-hour total cloud fields available at OOZ plus every 3 hours were archived
and subsequently used to accomplish grid-to-grid verification of all
concurrently valid GPS, GT5, and NP7 forecasts in Table 1. SLAYER half-mesh
initial total cloud fields actually represent a horizontal compaction
(weighted areal average) of the corresponding eighth-mesh (25 nm) 3DNIEPH
objective cloud analysis. In this sense then, all verifications were
performed against the 3D03639.
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Table 1. summay of production and test forecasts used to evaluate stated objectives. See text

for details.

Initial Driving Notion Ma Fest Offset Intended

Case Moisture Forecast Model Field Input to SLAYER Projection Tim Objective

A (GPS) 3DNPH (032) SLAYER (03Z) AIG1S 6WUPe (005) 48 N/A (a)
A (GTS) 3DNEPH (03Z) SLAYER (03Z) MIC 7HM1n (003) 48 0 (a)

B (GPS) 3DMEPH (093) SLAYER (092) APGC 6EWP (06Z) 36 N/A (a)
B (GTS) 3DNEPH (09Z) 5LAYER (09Z) NISC 7LHF (OOZ) 36 6 (a)

C (GPS) 3DNEPH (15Z) SLAYER (15Z) AFGNC 6LDPZ (123) 36 N/A (a)

C (GTS) 3DNMPH (152) SLAYER (15Z) UINC 7LRFK (003) 36 12 (a)

D (GP5) 3DNMPH (03Z) SLAYER (03Z) AFGWC 6LDPE (00) 48 N/A (b)
D (UPT) BUrAN (00Z) 7LHFN (OOZ) N/A 48 0 (b)

E (GP5) 3DNEPH (09Z) SLAYER (09Z) AFGSC 6LDPE (06Z) 36 N/A (b)
nE (NP7) HUFANL (003) 7L1H (0O) N/A 36 6 (b)

F (GP5) 3DNZPH (15Z) SLAYER (152) AIGC 6LDPE (12Z) 36 N/A (b)
F (NPT) HUFANL (OOZ) 7LUIN (OOZ) N/A 36 12 (b)

-9-
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2.4.1 Verification Areas

Within the SLAYER octagon domain, two verification areas were defined for
this study and are denoted in Figure 3 as the *fronthalf* area (PH) and the
Obackhalf" area (3H), which respectively encompass the North American and
lurasian land masses. Within each of the PH and BH areas, a corresponding
limited area, FHL and BEL respectively, was defined by verifying only
extratropical grid points north of about 300M. The motivation for defining
the additional limited areas is discussed in later sections.

2.4.2 Verification Sample Size

The PH and BH areas contained nearly equal numbers of half-mesh grid
* points (2358 in F and 2306 in BK). For the limited areas FIL and BEL, the

grid-point totals are 62% and 65% of the FH and BH totals respectively. When
verifying over any of the four areas defined for this study, we verified all
half-mesh grid points within the defined area. Therefore, for each set of 14
separate executions of each model (GP5, GTS, and NPT) for each given basetime
in Table 1 (OOZ, 09Z, and 15Z for GPS and GT5 and OOZ for NPT), a total
verified sample of 33,012 points (FH) or 32,284 points (BB) was generated for
each forecast projection (e.g., a 24-hour forecast). The FHL and BHL totals
respectively are obtained from the latter totals using the previously given
percentages. Finally, to measure the temporal sampling dependence in the
statistics, each 14-day sample was divided into two 7-day samples
corresponding to the first and second half of the 14-day test period.

2.4.3 Verification Parameters

At each half-mesh grid point in the SLAYER octagon domain, each of the
GPS, GT5, and NPI total cloud forecasts consists of a cloud amount value (in
whole percent, ranging continuously from 0-100). This value is treated in
applications as the percent of the respective 100 na square half-mesh grid box

-4 that is covered by cloud. For verification purposes, the cloud amount
percentage is rounded to the nearest multiple of 5 percent.

In the verification procedure used for this study, we paired the gridded
forecast cloud amounts, F, point by point with the corresponding 0-hour
gridded analysis cloud amounts, A, for the given forecast valid time. From
the resulting sample of errors (F-A) (see Section 2.4.2 for sample size), we
derived the bias, root mean square error (RMSE), standard deviation of the
error (STDE), linear correlation coefficient, and the 25/25 score. This
latter score is the primary accuracy measure used in this study and will be
defined in the next section. The other statistical parameters are standard.
We should emphasize here that although the frequency of occurrence
distribution of cloud amount is quasi-binary (dominated by the clear and
overcast ends of the range of cloudiness), the distribution of sample errors,
3-F-A, is nearly normal. The frequency distribution for E cannot be strictly
normal, however, because here E 100 and thus the tails of the distribution
are truncated.

-10-
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The 25/25 score is defined as the number, R, of Ocorrect" grid point
forecasts divided by the total number, T, of verified grid points in the
sample. a forecast total cloud amount, F, for a given grid point is
considered OcorrectO if F is within +25 percent of its paired verifying
analysis amount, A; that is, if Z* 25. The ratio R/T is multiplied by 100 to
yield a final percent correct score. Quantitatively then, we define

(3) 25/25 Score - (R2 5/T)xOO

where the subscript on R25 denotes the dependence of R on the chosen error
tolerance. A perfect 25/25 score of 100 percent indicates that 3 *25 at all
grid points in the verified sample. Clearly, we can define scores analogous
to equation (3) for other choices of the error tolerance. For larger
(smaller) error tolerances, R and the percent correct will increase
(decrease). We have chosen a rather liberal error tolerance here for two
reasons. First, previous cloud model comparison studies have shown that the
25/25 score is the most sensitive indicator of its type. That is, the
greatest spread in percent correct scores among various test forecast cases
tends to be in the 25/25 score. Secondly, the objective 0-hour, half-mesh,
GP5 gridded total cloud analysis used as the verifying field is not perfectly
reliable, because it is derived from the objective 3DU3PH analysis. Like any
objective analysis model, the 31)MEPH has certain characteristic errors. The
isract of these errors on the statistics obtained here is discussed further in
Section 3.1.1.

A familiar skill score can be derived by comparing the 25/25 score of a
forecast sample to the 25/25 score of the sample's persistence forecast. Here
In this study, we use the skill score, S, given by

(4) S -(25 - 25 ) / (T - P25),

where P2 5 in the number of persistence forecast points at which 3 a 25.

-12-
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3. FOiCAMT COI ARXSO ISULTS

3.1 Forecast Comparisons for Objective (b) (Cases A-C)

3.1.1 Preliminary Considerations

Before we evaluate the Impact of using 7rLHP versus 6LDPE as the source of
SLAYER input forecast winds, we must estimate the upper limit on the
improvement in SLAYER skill that one may expect. We need this limit in order
to judge the significance of a given increase in forecast accuracy resulting
from improved winds. lram the SLAYER forecast study by Garrison (1974), we
estimate that the sources of a typical STDE of 33 percent cloud for a 24-hour
SLAYER total cloud forecast may be given as follows

Contribution to the

24-hour SLAYER S M Error Source

8 Gridding and interpolation operations

11 Shortcomings in cloud model physics

6 Errors in initial or verifying 3DUPH
objective analysis

_ input wind forecast inaccuracies

33 Total STD

The study by Garrison (1974) gives a detailed example of how cloud forecast
errors arise from gridding and interpolation operations. Here, we shall
discuss briefly the other sources of SLAYBR forecast error given above.

Shortcomings in SLAYER model physics include, for example, insufficient
representation of boundary-layer cloud processes (such as fair-weather cumulus
and radiation fog) and a lack of an explicit treatment of liquid cloud water.
These and other shortcomings in model physics owe largely to the computational
constraint whereby the model execution time must meet daily production
deadlines. This computational constraint, which precludes inclusion of the
complex algorithms of certain physical processes, is in turn a strong function
of the limitations of the computer hardware being utilized.

SLAYER forecast errors also arise from errors in the 31UEPH cloud
analysis, which provides both the initial and verifying cloud fields for
SLAYER. in areas of sparse conventional data, the 3DMMPE is unable to discern
lov-lqvel cloud underlying a higher level overcast, which in this case will be
the only cloud deck represented in the video and infrared satellite data.
Ale, in conventional data-sparse regions, the 3DBPH analysis is largely
persisted over the several analysis cycles that may occur between successive
satellite passes. For the OS satellite configuration that existed during
the tet period, up to 8 hours separated successive satellite passes over any
given area during certain periods of the day. The resulting tendency in the
3)mPg toward persistence during these periods in data-sparse regions somewhat
distorts the short-range forecast statistics in this study. We

-13-



expect, then, that the 6-bour persistence forecast scores are anomalously
inflated, while the 6-hour model forecast scores are anomalously degraded. It
Is difficult to quantify the statistical impact arising from persisted regions
in the 30NS13 verification fields. However, we suspect it is not large for
forecast periods beyond 12-hours.

Our primary interest in objective (a), however, is in the last SLAYER
error sourre listed above, namely, errors arising from inaccuracies in the
input forecast winds. The 8 percent estimate given above in this category was
detemined from the *perfect prog" SLAYER study (Garrison, 1974) in which
actual objective upper-air wind analyses were used as input to SLAYER in place
of the wind model forecasts. Thus, an 8 percent reduction in STDZ is the
extreme upper limit in improvement that one can reasonably expect in SLAYER by
using improved forecast winds. In this regard, we note that when the AIS
6LW8 model replaced the quasi-geostrophic 6LVL model in 1975, the SLAYER
monthly STDZ values only dropped about 3 percent in the subsequent winter
months and only 1.5 percent in the subsequent summer months. Overall then,
because the period of the present study was late summer, we estimate that on
the order of only a 1-2 percent drop in the 5LAYER 24-hour STDB values will be
obtained here when we replace the 6LD1P input with that of the 7LHN.

To produce a meaningful evaluation of the sensitivity or response of
SIAM to improved 7LEVN wind output, we must quantify the TAM reduction in
the 7LUF over the 6LDPE; that is, we must measure how much better the 7LHFN
winds are than 6LDPN winds. Optimally for this purpose, we might have
compared the ISE values obtained from a special verification of the 14
specific 00Z 7L1MN and 6LDPE databases actually used in the Case A (see Table
1). This was not done, however, because of the associated increase in the
volume of archived data required. Instead, we give the routine monthly Sm
values (as derived from a common standard set of 102 Northern Hemisphere RAOD
stations) for the 7UMW!, 6LDPE, and station persistence for the combined
months of August and September 1979, which include the test period. These
USY values are given as a function of forecast length in Figures 4-6 for the
650, 500, and 250 mb levels respectively. The 14 7LHl and 6LDPE 00Z
databases used in Case A represent about 12 percent of the 122+2 7UMnJ and
6102 databases from which Figures 4-6 were derived. The availability of
comparative statistics determined the choice of pressure levels shown in
Figures 4-6. The 5LAYBR model specifically utilizes u, v, and omega wind
components at the 1000, 830, 700, 500, and 300 mb levels.

Figures 4-6 also give the percent reduction in the 7LHFM versus the 6LDPZ
UNWY. Overall, these figures show a 7L3PX I4SVB reduction of around 14
percent when averaged over the given levels and forecast intervals.
Alternatively, we may interpret Figures 4-6 as showing that the 7M3 forecast
of length TV + At hours has the same WOV accuracy as the 6LDPE forecasts of
length IT hours. The At 'forecast extension* here is obtained by translating
each point on the 7L1 NV curves to the right by an interval At until
coincidence with the 6LWPZ NMSY curve is achieved. Figures 4-6 show a
minima 713P versus 6UM9 At value of 12 hours. In the next section we
evaluate the comparative verification statistics obtai- d from Cases A-C in
table I and then we establish to what extent this increase in 7M151 versus
6.3 skill translates into measured improvements in SLAYER total cloud
fereest accuracy.

-14-
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3.1.2 Case A Results

The 25/25 scores for the GPS, GT5, and persistence forecasts labeled Case

A in Table 1 are given as a function of forecast length in Figures 7, 8, and 9

for the BH region (14-day set), BR region (latter 7-day set), and SIlL region

(14-day set), respectively. The corresponding Case A results for the FH and

FUL regions are given in Figures 10-12.

Before 9 hours, the GP5 and GT5 25/25 scores are nearly equivalent. But
beyond 9 hours the GT5 score is superior to the GP5 score throughout Figures

7-12. The absolute improvement in the 25/25 score of GT5 versus GP5 never

exceeds about 3 percent in the B cases or about 1.5 percent in the FR cases.

We conclude from the figures that the 14 percent RMSVE reduction in the 7LHFM
versus the 6LDPE wind field forecasts has translated roughly into an order of

magnitude smaller absolute improvement in the total cloud 25/25 score of the

SLAYER model.

It is important, however, that we also consider the improvment in GTS
versus GP5 25/25 score relative to persistence. In Figure 7, for the overall

E case, we find at 24 hours and beyond at least a doubling of the spread

between the model forecast and persistence curves in the GT5 case versus the

GP5 case. Inspection of equation (4) shows that the GT5 25/25 skill score is

thus twice that of GP5 for the 14-day BH case. This is shown graphically in

Figure 13, which is the skill-score plot corresponding to Figure 7. Figure 14

shows the F skill-score plot corresponding to Figure 10. It is apparent in

Figure 14 that the GT5 versus GP5 skill-score improvement in the FH case was

substantially less than in the B case in Figure 13.

We also note in comparing Figures 9 and 12 with Figures 7 and 10
respectively, that both the GP5 and GT5 25/25 scores are larger relative to

persistence (thus implying greater skill scores) in the limited versus full
verification areas, owing to the lower persistence 25/25 scores in the limited

areas. This result agrees with routine monthly SLAYER statistics, which

consistently show lower persistence scores in extratropical versus subtropical
regions. The subtropical regions have been eliminated in the FlL and BDL

areas. Thus, in the BHL area we would not obtain a GT5 skill score that is

twice that of GP5; nevertheless, the absolute 25/25 score improvement in the

*. BlL and Be areas is roughly equivalent. In the FL area, we find the GT5
absolute 25/25 score improvement to be larger than in the FH area, but still
smaller than in the BSL area.

We next consider the Case A comparisons for the remaining statistical
verification parameters introduced earlier. The results of these comparisons

for the FR and nil areas are presented in Table 2 and for the PRL and DBlL areas
in Table 3. There is a fairly consistent reduction in the GT5 34s3 and STDE
values relative to the corresponding GP5 values, with the exception of the

ONE values for the entire FR area. Thus, the 7LHFM wind input in Case A has

also improved the R4S and STDE statistics in general. It is significant to
note that while the FR-area values of GT5 RESS and STDE actually increased

relative to GP5 in three of five forecast periods, the FHL-area values of GT5

34SE and 8TD showed the largest consistent decreases for the 24-hour period
and beyond. Thus, it is clear here, and in the previous 25/25 score results,
that the GT5 forecasts were the least accurate over the FH subtropics area.
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Table 2. Additional statistical information for Case A, the backhalf and fronthalf areas,
contrasting persistence (PIRS), AFGNC production (GPS), and test (GTS) 5LAYER cases.

CASE A (EACKHALF AREA)

FCST R1NSE STDB BIAS LINEAR CORRELATION
LENGTH PES GP5 GT5 PERS GP5 GT5 PERS GPS GT5 PERS GP5 GTS

6 24.0 21.9 21.9 24.8 21.9 21.8 1.6 1.7 2.1 .755 .794 .797
12 30.1 26.7 26.4 30.1 26.7 26.4 .1 .0 2.1 .645 .702 .712
24 32.1 29.6 28.8 32.1 29.5 28.7 -.3 -1.7 1.6 .603 .651 .678
36 37.5 33.2 32.6 37.5 33.1 32.4 .0 -2.4 3.7 .450 .537 .575
48 37.8 35.4 35.0 37.8 35.3 34.7 .1 -3.2 4.3 .452 .503 .539

CASE A (FRONTHALF AREA)

FCST RMSE STDE BIAS LINEAR CORRELATION
LENGTH PENS GP5 GT5 PENS GP5 GTS PES GP GTS PERS GP5 GT5

A. 6 27.5 26.1 26.2 27.4 26.0 26.1 2.4 1.7 2.1 .684 .699 .700
12 32.6 29.4 29.5 32.5 29.4 29.4 2.2 1.0 2.5 .539 .603 .608
24 35.2 32.4 32.4 35.2 32.4 32.3 -1.0 -.8 2.3 .456 .539 .547
36 38.9 35.0 35.1 38.8 34.9 34.6 2.2 1.0 5.7 .343 .455 .474
48 39.8 38.0 37.6 39.8 38.0 37.2 .0 -.7 5.0 .303 .374 .404

Table 3. As in Table 2 but for the backhalf and fronthalf limited areas.

CASE A (BACKHALF LIMITED AREA)

FCST RMSE STDE BIAS LINEAR CORRELATION
LENGTH PERS GP5 GT5 PERS GP5 GT5 PERS GP5 GTS PERS GP5 GT5

4 6 23.8 21.3 21.2 23.8 21.2 21.1 -1.3 ;6 .9 .768 .802 .805
12 30.3 26.3 26.3 30.3 26.3 26.1 .k0 .7 2.9 .620 .692 .704
.24 33.9 30.4 29.7 33.9 30.4 29.6 -.2 -1.1 2.8 .536 .618 .651
36 38.3 33.0 32.7 38.3 33.0 32.4 -.5 -2.2 4.2 .393 .524 .564
48 39.2 36.2 35.9 39.2 36.1 35.6 .1 -3.1 4.6 .388 .471 .513

CASE A (FRONTHALF LIMITED AREA)

FCST RMSE STDE BIAS LINEAR CORRELATION
LENGTH PERS GP5 GT5 PERS GP5 GT5 PERS GP5 GT5 PERS GP5 GT5

6 27.9 26.3 26.3 27.8 26.2 26.2 2.0 1.4 1.9 .648 .670 .675
12 32.4 28.7 28.6 32.4 28.7 28.6 .1 -.3 1.5 .506 .593 .607
24 36.8 33.3 33.0 36.8 33.3 32.8 .3 -.3 3.4 .363 .481 .507
36 39.5 35.0 34.6 39.5 35.0 34.3 .9 -.7 4.6 .271 .423 .468
48 40.2 38.8 38.1 40.2 38.7 37.8 .6 -2.0 4.7 .232 .307 .361
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While reduction in GT5 versus GP5 PMS3 and STDE are fairly consistent in
Tables 2 and 3 after 12 hours, the magnitude of the reductions is rather
small. With the exception of the FH area, the remaining three areas in Tables
2 and 3 show an average reduction in GT5 versus GP5 STDR of about 0.7 percent
for the 24-hour period and beyond. Relative to a typical 24- to 48-hour GP5
STD value of around 34 percent, this 0.7 percent absolute average STDE
reduction represents a percentage STDE improvement of about 2 percent. The
average reduction in GT5 versus GP5 RMNS was somewhat less, being on the order
of 0.5 percent for the B, BHL, and PHL areas beyond 24 hours. This absolute
3683 reduction represents a percentage improvement of about 1.5 percent. Thus
in this study, the 14 percent reduction in 7LHFN versus 6LDPE RNSVE values has
generally translated into an order of magnitude smaller percentage reduction
in GT5 versus GP5 RDM3 values. Although the GT5 error reductions here are
small, they appear statistically significant. Although no formal tests of
statistical significance were performed on the error samples, we recall that a
0.7 percent STDE reduction is on the order of the 1-2 percent reduction that
we anticipated in the estimates given in Section 3.1.1.

The M6M3, STDE, and bias statistics in Table 2 and 3 are analytically

related according to

(5) (lV4S3)2 - (STDE)2 + (bias)2 .

Equation (5) shows thatif the bias error is significant, then a significant
portion of the total R14SE is attributable to bias errors. This fact is useful
to numerical modelers, because it is often quite possible to find and remove
the source of a systematic bias error in model forecasts and thereby reduce
the total NISE. On the other hand, it is usually much more difficult to
discover the model source or sources contributing to the STDR.

In this context, we shall examine the GT5 bias errors in Table 2 and 3 in
order to evaluate the possibility of further GT5 versus GP5 3683 reductions.
If the 7LH1'K winds were routinely used in LAYER, it is likely that a
substantial portion of the GT5 bias error in Tables 2 and 3 could be
eliminated by appropriate model adjustments. In the current GP5 model,
adjustments have been made which have reduced the bias error in most verified
regions to less than 2.5 percent at 36 hours or less.

-28-
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3 We see in Table 2 and 3 that the GT5 bias error at 36 hours is as high as

5.7 percent in the PH area and at 36 hours is never less than 3 percent in any
area. To determine the cloudiness range in which most of the GT5 bias error
is present, we show in Figures 15-16 and Figures 17-18 the 24- and 48-hour
forecast cloud amount frequency of occurrence curves for the FH and BH regions
respectively. In these figures, seven discrete cloud amount categories were
utilized. To construct the figures, a given forecast or verifying cloud
amount, which we recall may fall in the range 0-100 percent, is simply
assigned to the closest of the seven discrete category values. The final
number of occurrences in each category is divided by the entire sample total,
T, and then multiplied by 100 to yield the percent frequency of occurrence.

In Figures 15-18, the dominant feature is the large positive GT5 bias in
the "overcast* category of 95 percent. Clearly, this large overcast bias
continues to grow as the forecast length increases, which largely accounts for
the overall growth of the GT5 bias error in forecast time in Tables 2 and 3.
This tendency in the GT5 forecasts to increase the extent of overcast cloud is
an apparent response to the 7LHFM forecast vertical motion. Since the primary
cloud generating mechanism in 5LAYER is upward displacements in the calculated
three-dimensional parcel trajectories, the tendency toward increasing cloud in
GT5 forecasts is most likely a response to more extensive and intense areas of
upward motion in the 7LHFK versus the 6LDPE. This might be expected from the
fact that the moist 7LHFK model, unlike the 6LDPE, includes latent heating

Ieffects. These tend to enhance the vertical motion mechanisms that depend on
heating. We did not specifically compare 6LDPE and 7LHPM input vertical
motion fields in this study and thus we could not further pursue this
hypothesis.
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* 3.1.3 Case B-C Results

In the Case A comparisons described in Section 3.1.2, we assumed that the

7LHFIE and 6LDPE OOZ databases were available concurrently for input into the

03Z 5LAYER. In this section, we assume that the 0-hour basetime of the 7LHFM

database is either 6 hours older (Case B comparisons) or 12 hours older (Case
C comparisons) than the 0-hr basetime of the 6LDPE database that is used in
the current production LAYER. The details of the various 7LHFM and 6LDPE
databases used in 5LAYER for the Case B and C comparisons are given in Table
1. The motivation for the Case B and C comparisons was given toward the end
of Section 3.1.1, in which we showed that the reduction in the RMSVE of the
7LHFM versus 6LDPE wind forecasts could be viewed as a 7LHFM 12-hour forecast
extension relative to the 6LDPE. We want to determine here whether this 7LHFM
versus 6LDPE 12-hour forecast extension will translate also into a GT5 versus
GP5 12-hr forecast extension.

The 25/25 scores for the GP5, GT5, and persistence forecasts are given as
a function of forecast length in Figures 19 and 20 for the FH and BH regions,
respectively, for Case B in Table 1 and in Figures 21 and 22 for the FH and BH
regions, respectively, for Case C in Table 1. In the following discussion, it
is useful to compare Figures 19 and 21 (BH region) and Figures 20 and 22 (FH
region) with Figure 7 (BH region, Case A) and Figure 10 (FH region, Case A).

Figure 19 and Figure 20 show that the superior accuracy of GT5 versus GP5
forecasts found in Case A continues also in Case B, although as expected, the
extent of the superiority is reduced. Whereas in Case A the GT5 versus GP5
absolute 25/25 score improvement was about 3 percent and 1.5 percent in the BH
and FH regions, respectively, for forecasts beyond 9 hoursi the corresponding
Case B improvement in Figures 19 and 20 averages only about 0.5 percent and

*0.3 percent in the BH and FH regions, respectively. The superiority of GT5
versus GP5 forecasts in Case B is supported also by the statistics compared in
Table 4. Aside from the poorer GT5 bias values, the GT5 RMSE, STDE, and
linear correlation statistics are superior, albeit sometimes only slightly,
than the corresponding GP5 statistics (with the single exception of the BR
region 36-hour RMSE values). Comparing Table 4 with Table 2, we find in the
BH region that the GT5 versus GP5 average STDE reduction of 0.1 percent over
the 12- to 36-hour forecast range in Case A has actually increased to 0.4
percent in Case B. We can present no obvious reason for the latter unexpected
increase. However, the important overall result here is that in Case B, GT5

total cloud forecasts are consistently more accurate than GP5 forecasts,

despite GT5 7LHFK input being 6 hours older than GP5 6LDPE input.

As might be expected, the results are less straightforward in Case C.
Figure 21 shows that the GT5 and GP5 25/25 scores over the BH region are

essentially equivalent for all forecast periods shown. Table 5 shows that the
GT5 R4SE and STDE values over the DR region are less than the GP5 values only

for forecast periods less than about 24 hours. On the other hand, the GP5 and
GT5 linear correlation values over the DR region, like the 25/25 scores, are
essentially equivalent for all the forecast periods. The Case C results for
the FE region more clearly favor the GT5 forecasts. Figure 22 and Table 5
show that the 25/25 score, ISI, STD2 and linear correlation values for the
GT5 forecasts are essentially equivalent or slightly superior to the
corresponding GP5 values for all forecast periods in the PH region. Overall
then, we can generally conclude in Case C that OT5 total cloud forecast
accuracy is essentially equivalent to GPS total cloud forecast accuracy, with
am* slight degradation at 36 hours and (we anticipate) also at 48 hours.

Equivalently, we may state that the 7LRFM versus 6LDPE 12-hour forecast
extension roughly translates into a GT5 versus GP5 12-hour forecast extension.
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Table 4. Additional statistical information for Case B, the backhalf and fronthalf areas,

contrasting persistence (PERS), AFGWC production (GP5), and test (GT5) 5LAYER cases.

CASE B (BACKHALF AREA)

FCST RISE STDE BIAS LINEAR CORRELATION

LENGTH PERS GP5 GT5 PES GP5 GT5 PERS GP5 GT5 PERS GP5 GT5

6 24.6 22.5 22.4 24.6 22.5 22.4 -1.5 -.2 1.3 .754 .784 .785
12 30.1 26.4 26.4 30.0 26.4 26.2 2.1 1.0 3.4 .652 .720 .726
24 30.0 27.9 27.4 30.0 27.9 27.3 .0 -1.3 3.0 .628 .670 .696
36 37.4 33.6 34.0 37.3 33.5 33.4 2.1 -1.1 6.2 .462 .547 .569

CASE B (FRONTHALF AREA)

FCST WISE STDE BIAS LINEAR CORRELATION
LENGTH PERS GP5 GTS PERS GPS GT5 PERS GP5 GT5 PERS GP5 GT5

6 27.3 25.1 24.9 27.3 25.1 24.9 -.2 .3 1.0 .690 .713 .718

12 32.5 28.5 28.2 32.5 28.5 28.2 -.4 -.2 1.0 .547 .614 .626
24 36.6 33.6 33.4 36.6 33.6 33.2 -.3 .3 3.3 .460 .534 .548

36 39.8 35.2 35.2 39.8 35.2 34.7 .7 .8 5.5 .325 .430 .457

Table 5. As in Table 4 but for Case C.

CASE C (BACKHAL? AREA)

FCST RWSE STDE BIAS LINEAR CORRELATION
LENGTH PERS GP5 GTS PERS GPS GTS PER$ GP5 GT5 PENS GP5 GTS

6 23.9 22.4 22.4 23.7 22.2 22.2 3.7 3.1 3.2 .786 .803 .805
12 29.2 25.9 25.8 29.2 25.9 25.8 -.1 .1 .4 .663 .721 .727
24 32.7 29.3 29.8 32.7 29.3 29.7 -.1 .4 2.6 .573 .649 .648

36 36.4 32.2 33.2 36.4 32.2 33.0 .0 -.6 3.7 .480 .574 .570

'4CASE C (FRNTHALF AREA)

FICST RSE STDR BIAS LINEAR CORRELATION

LENGTH PENS GP5 OTS PENS GP5 OTS PENS GP5 GTS PENS GP5 GTS

6 24.0 22.9 22.8 24.0 22.9 22.8 -.5 -.6 .1 .743 .746 .749

12 32.7 29.0 28.8 32.5 28.9 28.8 -3.1 -2.4 -.4 .540 .614 .620

24 34.5 32.2 32.1 34.5 32.2 32.0 .0 -.3 3.0 .487 .549 .564
36 38.9 35.8 35.5 38.9 35.8 35.4 -2.2 -2.2 3.0 .344 .423 .449
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3.2 Forecast Comparisons for Objective (b) (Cases D-F)

3.2.1 Preliminary Considerations

As pointed out in Section 2.3.3, Cases D-F in Table 1 represent a
comparison of the total cloud forecast capability of two separate, independent
analysis/forecast systems; namely, the AFGWC system (Tarbell and Hoke, 1979)
and the NMC system (McPherson, 1980). We shall summarize here several crucial
differences between the INC and AFGWC systems in regard to moisture and cloud
forecasts.

The UIN system does not include an analog to AFGWC's 3DNEPH/5LAYER cloud
analysis/forecast subsystem. Rather, during the period of this test, NMC
moisture field forecasts (RH, QPF, etc.) were obtained directly from the NMC
7-layer moist PE model. The main differences between NNC's 7LHFM PE forecast
model and APGWC's 6LDPE forecast model were given in Section 1. There are
also important differences between the two systems in the data sources used to
derive the initial moisture fields. At NMC, global upper-air mosture analyses
are derived almost solely from conventional RAOB data. The one significant
exception to this is in the North American region comprising the domain of
NIS's LFID II regional model. In the land areas of the LFM II region, the NMC
analysis system empirically converts surface-based cloud reports into relative
humidity profiles. In ocean areas of the LFM II region, the NMC analysis
system incorporates relative humidity profiles derived by manual, empirical
methods that use visible and infrared satellite cloud imagery (Smigielski et.
al, 1978). The crucial point here is that conventional cloud reports or
satellite cloud imagery is used in the N14C moisture analysis only in one
limited Northern Hemisphere area. Equally significant here is the fact that
the Northern Hemisphere 7LHFM initial moisture fields south of about 20°%
were initialized with artificial, arbitrarily dry, relative humidity values
apparently to minimize boundary problems.

In contrast to the moisture analysis procedures at NMIC, the initial SLAYER
moisture fields in both hemispheres are derived at AFGWC almost solely on the
basis of the global, objective, gridded cloud amounts provided by the 3DNEPH
cloud analysis. The analyses produced by the 3DNEPH package rely primarily on
visible and infrared satellite cloud imagery and conventional, surface-based
cloud reports and only secondarily on upper-air RAOB moisture data. Briefly,
the SLAYER initial CPS moisture field is derived by compacting the high
resolution (eight-mesh) 3DNEPH cloud analysis to the coarse (half-mesh)
resolution of 5LAYER and then converting the compacted non-zero cloud amounts
to CPS using the empirical curves of Figure 1. At those relatively few,
strictly cloud-free grid points of the 3DNEPH, a different procedure is used
to yield CPS values that instead reflect conventional upper-air RAOB moisture
values (Friend and Mitchell, 1982). Overall then, the SLAYER initial CPS
moisture fields directly reflect the global cloud cover distribution. Owing
to this difference in the extent to which NMC and AFGWC use conventional cloud
reports and satellite cloud imagery in their initial moisture analyses, the
cloud forecast comparisons in Case D will serve to define the value of initial
cloud data as well as the value of using an advanced prediction model.
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3.2.2 Case D Results

The 25/25 scores for the GP5, NPT, and persistence forecasts labeled Case
D in Table 1 are given as a function of forecast length in Figures 23, 24, and
25 for the 3a region (14-day set), BB region (first 7-day set), and BDL region
(14-day set) respectively. The correspnding Case D results for the FH and FEL
regions are given in Figures 26, 27, and 28. The NP7 and persistence data is
plotted at 6 hourly intervals because of its availability, versus Case A,
Figures 7-12 which have only 12 hourly forecast data available after the
initial period.

Figures 23-28 show that the GP5 25/25 scores are substantially higher than
the NP7 25/25 scores for forecast periods less than 24 hours. This result is
a consequence of the large initial difference between the 0-hour GP5 and NP7
total cloud fields. This latter difference can be viewed as showing that the
initial 0-hour NP7 moisture analysis (after conversion to CPS and then to
total cloud by the methods of Section 2.2.1) does not reliably reflect the
hemispheric cloud cover as analysed by the compacted 3DNEPH cloud analysis
(which provides the 0-hr G05 initial total cloud). As is apparent in Figures
25 and 28, this initial difference is still large, though significantly
reduced, when we verify only over the FEL and BEL areas, in which we have
eliminated the arbitrarily dry subtropical areas of the 7LHFN initial moisture
fields. We note in the EL and FEL results of Figures 25 and 28 that the
0-hour disparity between GP5 and NP7 initial cloud fields is larger in the FHL
region than in the DEL region, despite the use by NW of satellite cloud
imagery and surface-based cloud reports to augment the 0-hour 7LRFM initial
moisture fields in the lEL area.

We observe in Figures 23 through 28 that for forecast periods of 24 hours
and beyond, the G1S and NP7 25/25 scores quickly converge, owing to the more
rapid drop-off with time of the GP5 curve versus the NP? curve. Hence, for
forecast periods beyond approximately 24-30 hours, the NP7 forecasts become
competitive with the 0P5 forecasts. In particular, in the DEL region of
Figure 25, the 3P7 25/25 score actually surpasses that of the GPS forecasts
for forecast lengths of 24- to 48-hours. The superiority of NP7 forecasts
over GP5 forecasts in Figure 25 is substantial for forecast lengths of 30-48
hours, where on the average we observe a doubling of the spread between model
and persistence forecast curves. squivalently, we may conclude that the skill
score of 17 forecasts is on the order of twice that of C1S forecasts beyond
30 hours in Figure 25. The 3P7 forecasts are less competitive in the FEL
region in Figure 28, in which the 317 25/25 score never exceeds that of the
0P5 forecasts.

Figures 23 through 28 provide an excellent example of the importance of
satellite and conventional cloud observations to short-range cloud
forecasting. Despite the use of an advanced moist prediction model, the skill
of the short-range cloud forecasts (0-24 hours) depends heavily on
establishing a close link between an initial cloud analysis and the
corresponding forecast model initial moisture analysis. After 24 hours
however, we find in Figures 23-28 that the apparently superior dynamics of the
7LHfl model largely overcome the disadvantage of the inferior ULPHM initial
moisture analysis (inferior in a specific sense only, that is, in its
reflection of the initial cloud cover as depicted by the compacted 303313
cloud analysis).
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The overall drop-off in time of the NP7 25/25 score curve is surprisingly
small over the 48-hour forecast length of Figures 23-28. One might suspect
from this small downward trend that the NP7 curves in Figures 23-28 reflect
little more than the skill of a random forecast. This is not the case,
however, as a purely random forecast, derived from a flat frequency

distribution, only yields a 25/25 score of about 35 percent.

For completeness, we provide in Table 6 and 7 the Case D comparison
results for the MM#3, STDR, linear correlation, and bias statistics. Aside
from the bias, the trends and comparisons between the statistics in Table 6
and 7 are closely analogous to those shown for the 25/25 score in Figures
23-28 and will not be discussed further here. The bias results deserve
further comment for the EL and FRL regions in Table 7. (We recall that we
have eliminated in these limited regions the subtropical areas in which the
71113 moisture fields suffer from an imposed dry bias.) Surprisingly, the NP7
forecasts in the MEL region show a positive bias (too much cloud) while those
forecasts in the DEL region show a negative bias (too little cloud). One
might have expected the opposite result based on the fact that the NW 0-hour
MEL area moisture analysis Incorporates satellite and conventional cloud
observations as an additional data source.

We shall consider the bias characteristics in the BDL and DEL regions in
Case D further by examining the frequency of occurrence curves in Figures
29-32. Figure 29 shows wide disagreement, especially in overall shape,
between the 0-hour initial frequency distribution curves of the W17 and GP5
forecasts in the PEL area. in this context, the 0-hour GP5 curve is
considered truth. Figure 30 for the EHL area on the other hand shows fair
agreement at the clear and overcast ends and in overall shape between the
0-hour initial frequency distribution curves of the NP7 and GP5 forecasts.
Thus, while the EHL area shows a larger 0-hour NP7 overall bias than does the
DEL area in Table 7, the 34P7 0-hour frequency distribution more closely
reflects reality in the OHL area than in the DEL area. This also holds true
when one examines the forecast frequency distributions, as for example, in
Figures 31 and 32. The superiority of EHL versus FIL NP7 forecast frequency
distributions probably accounts for the superior performance, relative to GPS,
of the NP7 forecasts in the BEL versus the PHL area.
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Table 6. Additional statistical information for Case D, the backhalf and fronthalf areas,
contrasting persistence (PERS), AFGWC production (GPS), and NMC production 7LHFM (NP7) cloud
forecast cases.

CASE D (BACKHALF LIMITED AREA)

FCST R4SE STDE BIAS LINEAR CORRELATION
LENGTH PERS GP5 NP P31s GP5 NP7 PERS GP5 NP7 PERS GP5 NP7

6 24.0 21.9 34.8 24.8 21.9 34.5 1.6 1.7 -4.9 .755 .794 .541
12 30.1 26.7 38.0 30.1 26.7 37.6 .1 .0 -5.6 .645 .702 .468
24 32.1 29.6 38.8 32.1 29.5 38.4 -.3 -1.7 -5.4 .603 .651 .461
36 37.5 33.2 39.4 37.5 33.1 38.7 .0 -2.4 -7.3 .450 .537 .443
48 37.8 35.4 40.3 37.8 35.3 39.8 .1 -3.2 -6.0 .452 .503 .421

CASE D (FRONTHALF LIMITED AREA)

FCST RMSE STDE -BIAS LINEAR CORRELATION
LENGTH P___ GP5 NP7 PERS GP5 NP? PER1 GP5 NP? PERS GP5 NP?

6 27.5 26.1 45.7 27.4 26.0 42.9 2.4 1.7 -15.9 .684 .699 .252
12 32.6 29.4 44.0 32.5 29.4 41.3 2.2 1.0 -15.0 .539 .603 .292
24 35.2 32.4 47.1 35.2 32.4 42.9 -1.0 -.8 -19.5 .456 .539 .249
.36 38.9 35.0 45.3 38.8 34.9 42.9 2.2 1.0 -14.7 .343 .455 .267
48 39.8 38.0 48.2 39.8 38.0 44.5 .0 -.7 -18.6 .303 .374 .200

Table 7. As in Table 6 but for the backhalf and fronthalf limited areas.

CASE D (BACKHALF LIMITED AREA)

?CST DM8s STDE BIAS LINEAR CORRELATION
LENGTH PE. GP5 NP7 Pam GP5 NP7 P,8s GP5 NP PERS GP5 NP

6 23.8 21.3 28.3 23.8 21.2 27.9 -1.3 .8 4.9 .768 .802 .683
12 30.3 26.3 29.5 30.3 26.3 26.8 .0 .7 6.4 .620 .692 .664
24 34.1 30.4 30.7 34.1 30.4 30.0 -.2 -1.1 6.5 .533 .618 .654
36 38.3 33.0 31.9 38.3 33.0 31.8 -.5 -2.2 2.8 .393 .524 .609
48 39.2 36.2 34.3 9.4 36.1 34.1 .1 -3.1 3.8 .388 .471 .564

CASE D (FRoTHALF LIMITED AREA)

VC8? M 3s sToD BIKS LINEAR CORRELATION
LENGTH P3s GP5 NP7 P3s P5 NP7 P31s GPS NP7 Ps GP5 NP

6 27.9 26.3 33.8 27.8 26.2 33.8 2.0 1.4 -.8 .649 .670 .499
12 32.4 28.7 33.9 32.4 28.7 33.8 .1 -.3 -1.7 .506 .593 .489
24 36.8 33.3 35.7 36.8 33.3 35.5 .3 -.3 -3.7 .363 .481 .468
36 39.5 35.0 36.9 39.5 35.0 36.8 .9 -.7 -1.5 .271 .423 .439
48 40.2 38.8 39.6 40.2 38.7 39.4 .6 -2.0 -3.9 .232 .307 .359
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It is instructive in Case D to compare actual displays of GP5 and NP7
total cloud analysis and forecasts. Figures 33 and 34 provide shaded displays
of GP5 and NP7 initial (0-hr) total cloud analyses derived from the Case D
data set for the 10 Sep 1979 test day. In these figures, cloud-free regions
are represented by white or blank areas and overcast regions are represented
by heavily darkened areas. Increasing gradations of shading, then, denote
larger cloud amounts. The artificially dry subtropical belt in the 7LHFK
initial moisture fields is readily apparent in Figure 34. Even outstide the
subtropics, there are obvious differences in the GP5 and NP7 analyses in
Figure 33 and 34. In general, the NP7 cloud analysis is much smoother in
appearance and it exhibits relatively gradual spatial transitions between
clear and overcast areas. The GP5 cloud analysis, in contrast, is much less
smooth and exhibits more spatial variability, sharper gradients between clear
and overcast areas, and generally smaller, less organized overcast regimes.
The smooth, continuous nature of the initial NP7 analysis in Figure 34 appears
to be more appropriate as a representation of the continuous synoptic scale
relative humidity distribution rather than as a representation of the highly
discontinuous, synoptic and mesoscale cloud patterns routinely obtained in GP5
cloud analyses derived from the 3DNEPH.

The characteristics of the analysis displays in Figures 33 and 34 are
largely persisted in the corresponding 24-hour GP5 and NP7 forecast displays
in Figures 35 and 36. For completeness, the verifying GP5 analysis display is
also provided In Figure 37. We see in Figure 36 that the dynamics of the
7LHFN has led to sharper cloud amount gradients, which are associated with an
increase in strictly clear and strictly overcast areas. These sharper
gradients, coupled with the more rapid and skillful movements of the major
synoptic systems in Figure 36 versus Figure 35, contribute to the improvement
in the VP? versus GP5 forecast skill that was apparent at 24 hours and beyond
In Figures 23-28.

3.2.3 Case Z-F Results

Owing to the substantially worse overall performance of the NP7 versus GP5
forecasts in Case D (Figures 23-28 and Tables 6 and 7), the question of the
Impact of delayed 7LBIN databases in Cases 3-F is largely imaterial.
Clearly, a delay in the availability of the 7157K databases will further
degrade the already poor UP7 performance documented in Case D. Therefore, the
Cae 3 and F aaparisons in Table 1 will not be systematically pursued here.
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4 COWULSIONS AND RMCOUMIEKTIONS

4.1 Conclusions

The essence of the conclusions itemized below is embodied in Figure 38, which
compares t4 forecast accuracy of persistence, the current production SLAYER
driven by GWPE winds (GPS), the test SLAYER driven by 7LH1K winds (GTS), and
the moist 7I1-derived cloud forecasts (HP7). We choose to depict the
extra-tropical backhalf area results in this final composite figure because
the GT5 and NP7 test forecasts provided their best results in this region.

(a) During the test period, the horizontal wind velocity forecasts from
the 7181K model show an 4MSVZ reduction of approximately 14 percent when

* compared with the corresponding 6LW2 wind forecasts.

(b) The 71A1 horizontal wind velocity forecasts of lengths up to TT + 12
hours exhibit essentially the same RISVE accuracy as the corresponding 6LDPE
forecasts of length TT hours during the test period.

(c) For forecast periods of 12 hours or greater, SLAYER forecasts driven
by 7181N winds show an absolute improvement in the 25/25 score of about 1.5
percent in the fronthalf area and about 3 percent in the backhalf area,

It relative to production 5LAYER forecasts driven by 6LDPE winds.

(d) For forecast periods of 24 hours or greater, SLAYER forecasts driven
by 7LHFM winds show a 25/25 skill score (computed relative to persistence)
that is twice the 25/25 skill score of the production SLAYER in the backhalf
area. The corresponding skill score improvement in the fronthalf area was
generally less.

(e) For forecast periods of 24 hours or greater, the SLAYER forecasts
driven by 7LHFN winds show an RDSM reduction of about 1.5 percent relative to
the production 5LATt forecasts. Thus, the 14 percent reduction in 7LHpm
versus 6LWx UNSVE values cited In (a) above generally translates into an
order of magnitude smaller percent reduction in the MESI values of the
subsequent SLAYER cloud forecasts.

(f) The 12-hour forecast extension exhibited in 71O1 versus 6LDP3 wind
forecasts as cited in (b) above generally translates into an equivalent
12-hour forecast extension for SLAYER driven by 7LrI'K winds versus SLAYER
driven by 6LDP3 winds.

(g) Owing to differences in the extent and method by which we and AFG1W
use satellite and conventional cloud observations in deriving their respective
initial moisture field analyses, there exists a large disparity between the
initial cloud analyses obtained from the 71E1N and production SLAYER initial
moisture fields. The SLAY R initial cloud analyses agree more closely with
satellite-observed cloud cover.

(h) As a consequence of the initial cloud analysis disparity cited in (g)
above, the 0-24 hour cloud forecasts derived directly from the 7LHF1N moisture
foecasts show substantially less skill than the 0-24 hour production SLAYER
cloud forecasts when both are verified against a compacted 3DM1 analysis.
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(i) Owing to apparently superior dynamics in the 7LHFK advanced
prediction model, the disadvantage of having a 7LHP21 initial moisture analysis
that poorly reflects initial cloud cover is largely overcome for forecast
periods beyond 24 hours. In the 24- to 48-hour forecast range, 7LUH1derived
cloud forecasts are competitive with, and in some cases superior to, the
corresponding production SLAYER forecasts. In particular, the 30- to 48-hour
71M1-derived cloud forecasts exhibit a 25/25 skill score that is about twice
that of the production SLAYER forecasts in extratropical regions of the
backhalf area.

4.2 Recommendation for Further Study

it is clear in Figure 38 that the best forecast accuracy over the entire range
of 0-48 hours is achieved by the SLAYER model driven by 7LKPMR forecast winds.
However, the slow drop-off of the UP7 skill curve in Figure 38 suggests that
the greatest ultimate improvement in cloud forecast accuracy might be achieved
by incorporating 3DU3PH cloud analyses into the derivation of the 7LUFK
initial moisture fields. If we can thereby eliminate much of the initial
disparity between the GPS and NP7 curves in Figure 38, a significant
improvement in cloud forecast accuracy may be realized. To pursue this
possibility, we recommend that a follow-on models comparison test be performed
in which INC is provided with APOC 3DNZPH cloud analysis databases for
incorporation into the initial moisture field of both the 7LHK model and
MCI's newly operational Global Spectral Model.
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S. APEDX - GLOSSARY

This glossary is an alphabetical listing of the abbreviations and acronyms
used in this Technical Note.

AIGX - Air Force Global Weather Central

Avg - air Weather Service

- ackhalf area of the SLAYER forecast grid, primarily Europe and Asia

1HZL - Backhalf area, but limited to points north of 300N

Cm - Canadian Meteorological Center

CPS - Condensation Pressure Spread

DRIP - Defense Meteorological Satellite Program

XCMW, - European Center for Medium-range Weather Forecasting

PH - Fronthalf area of the SLAYER forecast grid, primarily North America

FmL - Fronthalf area, but limited to points north of 300

13CC - FLeet Numerical Oceanographic Center of US Navy (formerly FNWX)

GP5 - AIGC Production SLAYER

GT5 - AIFGC Test SLAYER

HUFAHL - Upper-air spectral (Hough function) analysis mode.

LCL - Lifting Condensation Level

LPII I - Limited-area Fine Mash model, version 2

NESO - National Environmental Satellite Service 0"

Ve - National Meteorological Center of US Dept of Cowerce

NOA - National Oceanic and Atmospheric Administration

3P7 - VW Production 7LHFN

PX - Primitive Equation

F - Quantitative Precipitation Forecast

MOD - Radiosonde Observation

-63-



RN Relative Humidity

ROBK - Root Mean Square Error

RNM - Root Mean Square Vector Error

SAS - Scientific Advisory Board

STOB - Standard Deviation of the Error

Ty - Technical Note

3DNEPH - Three-dimensional Nephanalysis cloud model at AFGVC

SLAYER - Five Layer hemispheric cloud forecast model at AFGWC

6LDPE - Six Layer Dry Primitive Equation model at AFGIC

6LVL - Six Level Quasi-geostrophic model (in use at APGWC prior to 1975)

7LHFK - Seven Layer Hemispheric Fine Mesh model at WEC
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