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I. INTRODUCTION

The detection and 1location of submarines (and other
magnetic bodies) through the discrimination of changes or
anomalies in the Earth's magnetic field is called Magnetic
Anomaly Detection or MAD., In this technique, a magnetometer
measures the magnitude of the Earth's magnetic field and
provides an indication of that magnitude, or, more usually,
an indication of changes in the magnitude of the Earth's
field. These changes, or anomalies, can indicate the
presence of magnetized bodies which may or may not be a
submarine.

The magnetometer currently in use in the United States
Navy for use in this MAD process is the AN/ASQ-81
metastable helium vapor total field magnetometer.

Research 1is currently being conductad at the Naval
Postgraduate School in Monterey, California, in various
aspects of the applications of magnetometers, including
Magnetic Anomaly Detection (MAD). Within the <context of
this research, magnetic field measurements are made through
the use of sets of wire wound coils vice any specific
magnetometer or magnetic detecting system. The data

collected through the use of these coils is evaluated and
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E; processed in a variety of methods for different project
g; goals.

fE? . This thesis project is designed to produce an acceptable
.Ef alternative to the physical presence of an experimental
;; AN/ASQ-81 magnetometer at the postgraduate school by
;} allowing the determination, in conjunction with other
fﬂ research in progress, of the output of the AN/ASQ-81
7

3\ magnetometer from the data collected from the school's
;ﬁ measurement coils. It is hoped that this will assist future
1)

;: research projects as, for example, in allowing a
:; determination of environmental noise of such characteristics
'3 as to affect the AN/ASQ-81 magnetometer operationally with
ﬁ the eventual goal of providing an environmental noise index
‘ﬁ ) or a system of removing such noise from the magnetometer-
751 detection system.
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II. GEOMAGNETICS REVIEW

A. EARTH'S MAGNETIC FIELD

1. Constituents of the Geomagnetic Field

The most common method of specifying the consituting
parts of the geomagnetic field is to divide the field in
terms of distance from the center of the Earth, This
method results in three classifications: internal,
crustal, and external. [Ref. 1]

The internal field originates in the core region and
is the most stable field, containing only extremely low
frequency temporal variations. The crustal, or anomalous,
field arises from modifications made on the intermnal field
by materials and structures in the Earth's crust. These
variations are not constant with regard to spatial
locations, and comprise part of what is known as geological
variations. The external field is the most dynamic and
arises from many sources, including the interaction betwnen
the solar wind and the Earth's magnetic field.

In addition to this method of defining the Earth's
magnetic field is the method of time variations. This
method consists of considering that part of the field which

varies with periodicities greater than about one year as the

11




steady field and everything else as the variation field.

[Ref. 2]

The steady field consists of the internal field, also

refered to as the main field. Slow variations of the main
field with periods of years or longer are referred to as

secular variaiions.

There are various elements that contribute to the
geomagnetic field, some of which are extermal to the Earth's
surface. External <contributions make up only a small part
of the steady field, but play an important role in the
variation field. These external sources include current
systems in the Earth's upper atmosphere affected by solar
electromagnetic radiation and gravitation, solar corpuscular

radiation and the interaction of solar plasma with the main

field, and the effect of the solar inteplanetary field.

‘ N
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[Ref. 3]

The geomagnetic field changes with time. As

A
b Lt

previously mentioned, very slow variations in the main field

P
l‘ ‘.

with periods of on the order of years to thousands of years

i

are referred to as secular variationrns. Secular variations

are caused by a variation in the strength or orientation of

ra
0

" e ; 4 4
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the Earth's center dipole.

Other timz variations of the field can be categorized

rr

o . . s . ) s .

t; into quiet variation fields and disturbed variation fields.
A

. Disturbed variation fields include ceomagnetic
o micropulsatians, which are of particular interest to
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operational forces as these can mask target signatures and
are therefore a source of noise to MAD sensors.

Quiet variation fields are those which are not due to
disturbances in the interplanetary environment and which
vary slowly and regularly. [Ref. 3]

Disturbed variation fields are geomagnetic field
variations that appear to be the result of interplanetary
environmental changes and do not posess a simple
periodicity. These variations include ionospheric
disturbances, the aurora, geomagnetic storms, and
geomagnetic micropulsations.

2, Elements of the Magnetic Field Vector

The geomagnetic field vector is characterized at any
point by its direction and magnitude. This is commonly
accomplished through a system of coordinates as shown in
Figure 2.1. The field is measured in terms of local
coordinates with respect to true North. [Ref. 3]

The various coordinates are referred to as magnetic
elements and are defined as follows:

B: Total field intensity (the symbol F is

sometimes also used, as in this figure.)

H: Horizontal component

X: Northward, or NorthSouth component
Y: Eastward, or EastWest component

Z: Downward, or Vertical component

13
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Figure 2.1 Magnetic Field Elements [Ref. 4].

D: Declination or magnetic varijiation
This is the angle between X and H and
is measured positive eastward.
I Inclination or Dip Angle.
This is the angle between H and B (or F)

and is measured positive downward.




II11. THE AN/ASQ-81 MAGNETOMETER

A. DESCRIPTION OF SYSTEM OPERATION

The Magnetic Anomaly Detecting set currently in use in
the U S Navy is the AN/ASQ-81 magnetometer. This set is
used to locate and classify submerged submarines by sensing
disturbances in the Earth's magnetic field (anomalies)
caused by the presence of the magnetic mass of the
submarine. The disturbance of the Earth's field is detected
by the magnetometer, processed through filtering circuits,
and amplified. The output signal of the magnetometer is
displayed on a chart recorder for interpretation by an
operator.

The magnetic detecting set is a metastable helium vapor
magnetometer. The operation of the magnetometer is based on
the 1light absorbtion properties of helium gas subjected to
certain light stimulus (optical pumping), radio frequency
excitation, and the Earth's magnetic field. The
magnetometer consists of a helium lamp, lens and polarizer
to generate a beam of polarized 1light radiation. This
focused and polarized 1light beam is directed through a
helium absorbtion cell to an infrared (IR) detector. Some
of the helium gas in the absorbtion cell is maintained in a

metastable state by application of VHF excitation.

15
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Figure 3.1 : Metastable Helium Magnetometer [Ref,5].

The Earth's magnetic field imposes a magnetic force upon
the excited helium vapor atoms to force the atoms into one
of three energy sublevels, This is called the Zeeman
effect. The rate or frequency of atomic precession caused
by this effect is called the Larmor frequency. A helium
lamp is used to optically pump the atoms in the absorbtion
cell, with the result that the polarized 1light energy
passing through the absorbtion cell will polarize
(magnetize) the helium atoms in the absorbtion cells by
selectively pumping the Zeeman levels of the energy of the
helium atoms in the cell. The magnetization direction is
determined by the polarization of the photons from the

helium lamp.



RF energy is then introduced to the absorbtion cell in
the form of an additional magnetic field imposed through the
use of coils oriented perpendicular to the precessed
polarized helium atoms in the absorbtion cell and energized
by a variable frequency RF oscillator. The RF oscillator is
tuned to the Larmor frequency, which results in
depolarization of the atoms. The atoms attempt to equally
repopulate the Zeeman energy levels. However, the helium
lamp is still beaming polarized 1light energy into the
absorbtion <cell, causing the atoms to absorb light energy
and rise to an excited energy levbel. This absorbtion of
light energy is detected through the wuse of an infrared
detector. The RF oscillator frequency producing maximum
light absorbtion is called the resonant frequency, and is
determined through the use of a servo loop from the infrared
detector to the RF variable frequency oscillator.

Therefore, any change in the Earth's magnetic field
intensity will result in a change in the Larmor frequency of
the heliﬁm atoms in the helium absorbtion cell. This new
Larmor frequency will be detected by the ASQ-81
magnetometer, Since the gyromagnetic ratio of helium is
28.024 HZ per gamma, this detection of the resonant

frequency provides a measurement of the Earth's magnetic

field intensity at any given time. A change in the Earth's
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magnetic field intensity «could signal the presence of a
submerged submarine.

The output resonant frequency developed by the
magnetometer is converted to a proportional output voltage
which is filtered through the Magnetic Anomaly Detection
(MAD) bandpass filters for environmental noise reduction
and utilized to drive a chart recorder for observation by

an operator. [Ref. 6]

B. TRANSFER FUNCTIONS

Transfer functions for the AN/ASQ-81 filters were
obtained from the manufacturer of the AN/ASQ-81 detecting
set, Texas Instruments of Dallas, Texas. These transfer
functions are 1listed in Appendix A and are in the form of
H(s), that is, the frequency domain, or S domain, where
S = jw. The s-domain representation for transfer functions
is routinely utilized to express output system
characteristics for given system inputs. As the S domain
representation is not utilzed further in this discussion, it
will not be further explained.

As the output signal of the ASQ-81 magnetometer is
filtered through a fixed high-pass system, then through a
selectable low pass system and a selectable high pass system
(as shown in Figure 3.2 below), the transfer funtions are

listed in this order.
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IV. DIGITAL FILTERING MODELLING OF SYSTEMS

!‘E - A. SEQUENCE REPRESENTATION OF TIME FUNCTIONS

l. Signal Representation

A signal can be defined as a function that conveys

a. information, generally about the state or behavior of a
re

:ij physical systen. Although signals can be represented in
N many ways, the information conveyed by the signal is

E,
%i contained in a pattern of variations of some form. Signals
- are represented mathematically as functions of one or more

independent variables, one of the most common of which is

time.

The independent variable of the mathematical
representation of a signal may be continuous or discrete.
Continuous time signals are signals that are defined over
continualy values of time and are therefore represented by
continuous~variabled functions. Discrete time signals are
defined at discrete time intervals and are therefore
represented by functions whose independent variable(s) take

on discrete values only. Discrete~-time signals are

represented as sequences of numbers. [Ref, 7]

In addition to the fact that the independent
variables can be either continuous or discrete, the signal

amplitude <can be either continuous or discrete. Digital

20
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signals are those for which both time and amplitude are

-

discrete., Analog signals are those for which both time and

auplitude are continuons,

Digital signal processing deals with transformations
of signals that are discrete in both time and amplitude,
usually represented by sequences of numbers. The nth number
in the sequence x being processed is usually represented as
x(n), and is formally written as:

x=[x(n)], -00< n < +00

In general, an arbitrary sequence can be expressed as
o0

x(n) = x(k) d(n-k)
k= -00

where d(n-k) is the unit sample at time k. In other words,

an arbitrary sequence may be expressed as a sum of scaled,
shifted unit samples, where the scaling factor is equal to
the amplitude of the sequence at that time,

2, Linear Shift-Invariant Systems

A system 1is defined mathematically as a unique
transformation or operator +that maps an input sequence
[x(n)] into an output sequence [y(n)]. This is denoted
as:

y(n) = T[x(n)]

and is often depicted as in Figure 4.1,
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Figure 4.1: Representation of Transformation of an Input
Sequence to an Output Sequence. [Ref.7]

Classes of discrete time systems are defined by
placing constraints on the transformation T[].

The <class of linear systems is defined by the

principle of superposition, If vy (n) and y (n) are the
1 2

responses when x (n) and x (n) are the inputs, then a system
1 2

is linear if
Tlax (n) + bx (n)] = aT[x (n)] + bT[x (n)]
2

1 2 1
= ay (n) + byz(n)

for any arbitrary constaits a and b. This, together with
the concept of representing a sequence by a sum of delayed
and scaled unit-sample sequences, suggests that a linear
system can be characterized by its wunit-sample response.
Specifically, 1let h (n) be the response of the system to

k
d(n-k), a unit sample occurring at n=k. Then

co

y(n) = T x(k) d(n-k)] or,

k= - 00
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y(n) = x(k) T[d(n-k)] = x(k) h (n)
k
k= -00 k= -00
Thus the system response can be expressed in terms of the

response of the system to d(n-k).

The class of shift invariant systems is characterized

by the property that if y(n) is the response to x(n), then
y(n-k) 1is the response to x(n-k), where k is a positive or
negative integer. When the index n is associated with time,

shift-invariance corresponds to time-invariance. The

property of shift invariance implies that if h(n) is the
response to d(n), then the response to d(n-k) is simply

h(n-k). Therefore 00

y(n) = x(k) h(n-k)
k= -00
and any linear shift-invariant system is completely
characterized by its un® :-sample response h(n).
A subclass of .ine:r shift-invariant systems consists
of those systems for which the input x(n) and the output
y(n) satisfy an Nth-order 1linear constant-coefficient

difference equation of the form

N M

i;ﬂ a y(n-k) = ZE: b x(n-r)
A k T

k=0 r=0
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If the assumption of causality is made about the

system, a linear difference equation provides an explicit
relationship between the input *to the system and the output
of the systenm. This can be seen by rewriting the previous

equation as

N M
y(n) = 2{: ¢ y(n-k) + EZ: d x(n~-r)
k r
k=1 r=0

where ¢ =-a /a and ¢ =b /a .

k k O r r O

Thus the nth value of the output can be computed from
the nth value of the input and the N and M past values of
the output and input, respectively. The difference equation
not only represents the system for theoretical purposes,
but it may also serve as a computational realization of the

system, The z-Transform makes use of this property to

realize systems.

B. THE z-TRANSFORM

W e v
AR

T
)

"

l. Description of the z-Transform

The z-transform plays an important role in the

14
ot }

P

analysis and representation of discrete-time linear shift-

L4

invariant systems. The z-transform, X(z), of a sequence

m ey

&; x(n) is defined as 00
L.
) -0
» X(z) = x(n)z
L.
n= -0

L
.
W
-
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where 2z is a complex variable. This representation of the

z-transform is referred to as the two-sided z transform. The

one sided z-transform consists of the same summation for

terms of n greater than or equal to zero. For the case
that x(n)=0 for n<0, the one sided and ¢t » sided =z

transforms are equivalent.

By expressing the complex variable z in polar form as
v

-«

z =re , the z-transform can be interpreted as the Fourier

transform of =x(n) multiplied by an exponential sequence.

For r = 1, that is, for Izl = 1, the z-transform is equal to

9

3,07, A,
A A AT AR

the Fourier tranform of the sequence.

T

- 2. The Bilinear Transformation

The transfer functions of analog systems are most
often expressed in terms of s = jw (see section III B.).
This corresponds to the analog frequency response of the
system. This analog frequency response can be '"mapped",
that is, tranformed to the z-plane from the s-plane through

the use of the bilinear transformation. The eff-ct of

utilizing the bilinear transformation is to convert a system
transfer function in terms of the variable S into the system

transfer function in terms of +the variable z, The

transformation itself is:




-
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where T is the sampling period, that is, the time between
data samples.

Thus a transform can be made from one plane to the
other. In this manner, the transfer function, H(z), of a
system may be obtained.

The bilinear tranformation equations may be shown to
hold in general, and the use of this transformation may be
shown to yield stable digital filters from stable analog
filters [Ref. 7]. The bilinear transformation maps the
imaginary jw axis in the s-plane onto a unit circie (of the
region of convergence) in the z-plane, with the left half
s-plane mapped onto the region inside the circle and the
right hand (region of instability) s-plane mapped onto the
region outside this circle [Ref. 8]. A complete discussion
of the z-transform is available in several texts, some of

which are listed in the Bibliography.

C. THE DIGITAL COMPUTATIONAL ALGORITHM

In implementing a digital filter on a digital computer
such as the IBM 3033, the input-output relationship of the
signals through the system being synthesized must be
converted to a computational algorithm, The algorithm 1is
specified in terms of a set of basic computations of

elements. For the implementation of discrete-time systems
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described by linear constant coefficient difference

equations, such as the AN/ASQ-81, it is convenient to choose
as these elements the basic operations of addition, delay,
and multiplication by a constant. The computational
algorithm for implementing the filter is then defined by a

structure or network consisting of an interconnection of

these basic operations. For a system transfer function of
the form M
-k
b z
k
k=0 Y(z)
H(z) = ————m———e R
N X(z)
-k
1- j{: a z
k
k=1

the difference equation relating input and output is easily
written down directly from the system function and is given

by N M
y(n) = j{: a y(n - k) + Z{: b x(n - k) [Ref. 7]

k k

k=1 k=0
This difference equation can be interpreted directly as a
computational algorithm in which the delayed values of the
input are multiplied by the coefficients b , the delayed
values of the output are multiplied by thz coefficients
a , and the resulting products are added. It is now easy

k
to see the process to be followed in obtaining the

computational algorithm for the AN/ASQ-81 magnetometer




