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OVERVIEW AND SUMMARY

This is a system concept study of how the VSC Seismic
svstem could operate as a test bed for developing an optimum
automated world-wide seismic network. Many problems are an-
ticipated in developing such a network. These are discussed in
a theoretical way and algorithms are suggested which could be

[¥7]

ted by the VSC svstem. These would lead to more optimum

ct

-

erzormance of an automated seismic network.

[§]

hH

The VSC Seismic system is expected to realistically emu-
late the operation of a seismic surveillance network. This
can be done by executing a set of candidate algorithms to per-
form all of the automatic functions which transform continuous
seismic sensor data into desired seismic event information.
Operation of the VSC Seismic System 1s expected to provide a
test bed for objectively evaluating various competing automatic
algorithms which detect, locate, and identify explosions. It
is desirable to impelment a baselined VSC Seismic System with
sufficient flexibility to test algorithms needed for optimum
operation of a seismic surveillance network. For that pur-
pose, users can apply automatic algorithms to process standard
seismic data files and gauge objectively the impact of a pro-
posed algorithm on the operaticn of a seism:.c network. By
testing these algorithms under such realistic operation con-
ditions, these algorithms under such realistic operating con-
ditions, the best performing algorithms can then be selected

tt,

r implementation in data centers which monitor test ban
e

0
treaties.
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» any seismic surveillance svstem transforms
lc sensor data to a set of located and timed

as earthquakes or explosions, with sufficient
pport such a conclusion. An automated systam
for achieving this goal can be represented topologically as a
series of function processes. This is a general representation
0f the svstem, and it is independent of the geographical dis-
tribution of the sensors and location of the data processing
elements of the system. Whether or not the data processing is
centralized or distributed throughout the network, a sequence
or functions must be carried out to reduce raw sensor data to
the desired event information.

At the front-end of the system, where continuous sensor
data are accessed, an automatic detector generates a set of
apparent arrival times of signals. A location/association
process transforms the asynchronous stream of signal detections
into an event stream. This provides a preliminary description
of the location, origin time, and characteristic of each seismic
event. These are the presumed events which are generated by
operating the system. Given the event locations, an automatic
signal editing process transforms stored continuous sensor data
into tentative seismic event records. These records contain
signals associated with an event or background noise at the ex-
pected arrival of the phase of interest. At this stage, recoras
from arrays, three--component Sensors, or single-sensors are
reduced to single--channel records of seismic phases. These
are composed of compressional, shear, or surface wave phases.
Next, a detector, optimized to accurately time each seismic
phase, activates processes to measure signals or noise, and ex-
tracts a short compressed edit of the detected seismic phases.
These signal measurement data and compressed seismic phase
edits are subsequently input to an interactive partition of

I

the VSC Seismic System. This performs functions to generate

event discriminants, refine the location, and ciassify the
event (e.g., as an earthquake, an explosition, or an unknown
e)

event typ

ENSCO, INC. S-2
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concept of a sequence of linear programmed function

processes, each of which independently . access and updates data
ziles, 1s illustrated by Figure S-1. The decision functions
which control the flow of information are shown in diamond shape

n
Soxes. The rfunctions to be performed are shown in rectangular
ooxes. Major data files stored by the system are also shown.
“lajor data files stored by the system are also shown. An as-
terisk 1s placed alongside of those functional processes covered

Oy our Automatic Seismic Signal Processing Research.

Inspection of Figure S-1 makes clear that certain tradeoffs
are involved in designing the VSC Seismic System. C(Clearly
Figure S-1 does not constitute a design of the system, but
merely shows the basic functions to be performed by any seismic
surveillance system. It also shows the sequential nature of
these function processes and their interaction with data file
structures generated by the system. For example, the continu-
ous waveform file might be either centralized or distributed
in some manner throughout the network. In any case, the signal
editor will have a need to access whatever data are available
in order to make signal measurements. The design of the VSC
Seilsmic System obviously will place limits on performance:

° Communications affect the amount of data which can
be assessed, the time delay, and the amount of
storage required for data accessed.

° The complexity and reliability of the automatic
algorithms also affect the amount of raw data
storage needed and time delays inherent in pro-
cessing the data.

° The effectiveness of front-end detection and loca-
b

lon affects the amount of interactive processing
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required for quality control. This indirectly af-
eCts the amount of raw data which needs to be
0

red and time delayed.

. The setting of standards on record size, number of
nases to be retrieved, and digital sample rates
fect the reliability of the signal editing pro-
It also affects the amount of storage and

O o H,
wn
Uy

computer power needed for automatic processing.

° The maximum reduction of data by automatic process-
ing reduces the modest proportions the computer
power needed for interactive processing.

¢ An effective phase detector/timer and compressed edit
process greatly reduces the amount of data accessed
by interactive processes. This greatly reduces the
amount of raw data storage needed and the time delay
of the system in reporting results.

Given this system context of functional requirements, we
will design an automatic seismic signal processing package which
willl incorporate some existing, proven algorithms for signal
editing, extraction, and measurement and suggest alternative
algorithms for future testing. Moreover, we have also redesigned
the Unger detector to correct problems which have caused it to
miss a large percentage of signals in the past. These algorithms
will be designed for modular, independent operation within the
VSC Seismic System context. As such, they will be designed for
optional execution by users of the VSC Seismic System, or they
can be replaced by alternative algorithms for comparative test-

ing. We anticipate that this goal is compatible with the con-
cept of a VST Seismic System as being a test bed for examining
network operation. It is also anticipated that other algorithms
Put into the baseline of the VSC Seismic System will be similarly
structured.

ZNSCC, INC. S- 5
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SCRIPTION OF THE BASELINE AUTOMATIC SIGNAL EDITOR
E)

The baseline from which the Automatic Signal Editor

\ASE) was derived was the system used by ENSCO, Inc., in the
Event Identification Experiment. Its purpose and the proce-
dures it utilized to edit seismic signals will be briefly re-

lewed below. The Automatic Signal Editor, as we define it, 1is
that part of a seismic surveillance system which independently
processes and derives measurements from seismic events and up-
dates files of such measurements for use in the interactive

(analyst dominated) portion of the seismic processing system.

1. Purpose and Generali:zed Procedures Associated with
the ASE

The purpose of an advanced Automatic Signal Editor is
to selectively improve preliminary seismic source estimates,
including source location, origin time, depth, magnitude,
i and discrimination parameters, as well as to reduce the number
Of unassociated or misassociated seismic phases which are de-
tected. These efforts must be accomplished prior to initiation
of the analyst intensive interactive processing phase of analysis

to insure a time efficient interactive session. In concept
the ASE coula be emploved as follows.

Rt e b DI e e

After an event has been tentatively located and its
origin time estimated by an automatic association program, the
arrival time of selected seismic phases can be predicted at
each available station. A timing tolerance is established
for worst case location errors, allowing enough time to ob-
serve signals from complex source regions with multiple propa-
gation paths. Sufficient time is also allowed to accurately

deternine the noise state prior to thre arrival of the signal.
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civen a set of records containing signals of unknown
precise start time and duration, automatic processors are
used to (1) select records containing useable seismic data,
\-) condition data to minimi:ze the effect of malfunctions,
and (3) to utili:ze an automatic detector algorithm to more
precisely time the onset of the seismic signal and determine
1ts duration.

Those portions of the seismic record which contain one
or more possible seismic signals from the event are extracted
trom the record and filed as possible signal waveforms of the
Xxnown seismic event. These siesmic waveforms can be accessed
later by seismic analysts for quality assurance, reprocessing,
or post-detection validation of their presumed signal status.

The bottom line of the signal editing process is to mea-
sure the character of the seismic signal. The signal measure-
ments are filed for later access by the analyst. They can be
used for research and to perform the functions of event dis-
crimination and characterization.

-. Descripton of Seismic Event Editing Procedures

Continuous seismic waveform data are accessed to extract
segmented records containing desired signals. These are short-
period regional P waves, S waves, short-period surface waves
and long-period surface waves.

An automatic detector algorithm is applied to extract
more precise time and measure the magnitude of signals from
xnown events. Our experience with Unger's algorithm in the
Event Identification Experiment has shown that this procedure
currently severely limits the effectiveness of the signal edit-

ing process. AS a result there is a serious performance gap

Um"" e ey ¢



Jetween the manual retrieval of seismic signals by seismic
analysts and that of automatic detecors. Our goal is to over-
come this performance gap by redesigning the automatic de-
tector which times and extracts seismic signals from long seis-
mic records.

B. DESCRIPTION OF UNGER'S DETEGTOR
1. Theoretical Background

The general model for seismic noise consists of random-
1y modulated envelope and phase angle functions. The noise
statistics underlying the modulation are presumed to be sta-
tionary over the duration of the seismic record. Therefore,
noise parameters which are derived from noise preceding the
signal can be applied over the entire duration of the record.

The general model for seismic signals is a randomly
modulated envelope and phase which starts at the K' Ea point
and ends at the (K+D) point. With respect to retrieving
seismic signals, the detection problem is to correctly decide
where the signal starts, i.e., on the K°© o point, and how long
it lasts, i.e., for a duration of D seconds.

Analytical detectors are based on amplitude and phase
angle modulation measurements which are subject to error. The
frequency of a signal, measured as the time derivative of the
phase angle, is particularly subject to large errors due to
the large envelope fluctuations. Considerable effort is needed
to obtain more accurate and precise measurements of a signal's
frequency so that the frequency, as well as magnitude, can be
used for character recognition of weak signals.

2. Unger's Criteria for Timing Signals

ENSCO, TNC, S-8



Unger greatly simplified the theory of noise by consider-
ing noise interference with a coincident signal as a constant
level of power subject to random phase modulation. He con-
sidered seismic signals as a fixed amplitude level combined
with a deterministic phase angle versus time felationship. For
example, a turned-on cosine function can be described as a fixed
amplitude of one combined with a linear phase versus time re-
lationship over the duration of the signal.

Unger derived a relationship for determining the prob-
ability that the envelope of a signal combined with noise in-
terrerence exceeds the fixed noise envelope level; and that
phase angle prediction errors are less than 7/2. He observed
that detectors based on this phase angle criteria can certainly
detect signals at a level 6 dB lower than by the envelope cri-
teria. However, since he could not derive a deterministic model
for the time variation of the phase angle, he could not success-
fully utilize the phase angle relationship.

Unger utilized the envelope probability relationship to
time the onset of seismic signals. He computed the fraction
of times a possible signal exceeds the max.mum observed noise
and applied a threshold to the detection statistic.

5. Design of Unger's Analytic Detector

Unger determined the peak level of noise preceding the
portion of the record containing possible seismic signals.
de applied an envelope probability threshold of 0.3 to a for-
ward looking time gate of duration 4 seconds. That is, 1if
he found that a maximum fraction of envelope values exceeded
the maximum values observed of noise, he would declare a pos -
sidble signal. Then he searched for the first signal peak at
least 2 to 3 dB above the maximum noise to confirm the signal
cetection and time its onset. Finally he would back up 3/4

of a crcle to precisely time the signal onset.

ENSCO, INC. Se~d



=. Post-Mortem Evaluation of Unger's Algorithm
Applied as an Automatic Signal Editor

In the Event Identification Experiment, Unger's algorithm
was used to time the occurrence of signals from known events
on long time records. It controlled the decision as to what
portion of a short-period record should be extracted, measured,
and filed. The detector was par: of a larger automated Short-
Period Earthquake Editor (SPEED) package which accessed records,
corrected for svstem response and preconditioned the long records
of data prior to extracting and measuring signal waveforms.
Correspondingly in the Event Identification Experiment, a Long-
Period Earthquake Editor (LPEED) performed the same function
for long-period surface wave data.

Two aspects of the performance of Unger's detector were
excellent. The timing precision of the detected signals was
{ estimated to be approximately + 0.1 seconds (about the level
which would be expected from seismic analysts). Also, the
i false alarm fraction of extracted signals was low (about 5%).
In this respect it exceeded acceptable performance (a false
alarm rate of 10%). Lowering the threshold to detect more
signals was attempted but did not significantly change the
detection capability of the algorithm.

For acceptable performance, an automatic signal editor
should be able to detect most of the signals visible to an
analyst. An acceptable level would be a detection probability
P; 2 0.9, Unger's automatic detector applied to signals edited

d
by seismic analysts was not capable of achieving this level of

performance at any false alarm rate. Unger's algorithm was

unable to detect and time any signals for approximately 40%

of the events edited. This indicates a detection probability,
' Pd < 0.5. The detector, in its present form, has a missed

signal problem and needs to be revised to attain an acceptable

level of siznal extraction performance.

ENSCO, INC. St
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Another requirement for acceptable perormance is to
S extractad by the automatic detector Net-
n could be achieved bdHv extracting signals with
SXtTeme magnitude and arrival time errors. In its presernt
0 Ot carry out this network validation func-
lon. Consequently, it occassionally detected, timed, and.
measured mixed event signals, which although obvicusly
C© 3l ana.yst were not valid because of apparently
:XtTeme magnitude and travel time anomalies. We estimated
of the long records contain mixed event sig-
nels. (Clearly this type of error must be reduced to negli-
gidle proportion since it can result in erroneous event
characterization, especially for smaller events.

Other major faults were observed in our use of Unger's
detection algorithm in SPEED for the Event Identification
Zxzeriment. The algorithm missed about 30% of the signals
detected by analysts, which were visible to an analyst but
¢id not exceed the maximum observed noise level. The algo-
Tithm missed another 10 to 15% of signals which were obvious
=% an analyst and clearly well above the maximum observable
n2ise level. OQur post-mortem assessment 0X errors indicated
s2veTal causes. Unger's method of determining the maximum
ncise level was not robust. Occasional spikes or glitches

21zh maxinmum noise level shich could not be exceeded even by

c.eavly visible signals. Unger's model showed a tendency to

w155 scme clearly visible impulsive signals of short dura-

lon. The cause of this effect was the use of a ¢4 second

signal duration for estimating the probability that maximum
e

level is excesded. Impulsive signals o less

ing ik M



tnan zbout 1.3 seccnds duration would fail to be sensed by

shold criteria applied to the estimated probability
cZ =2xcseding maximum noise. Impulsive signals are not un-
ccmmen and it is thus essential that the presumed duration
cZ signals cover a much wider range, e.g., from 0.5 seconds
2 10 seconds. Unger's detector missed some complex signals
Icr much the same reason. These extend over a time span

LR
(4]
[D)
ot
W

T than 4 seconds and the envelope of these signals

zre nighly variable and skewed toward low level fluctuations.
Se cases pulses above the maximum noise level are fre-

ently interspersed with dead spots below that level. This

Tesults in a failure of the probability test to stop the

cetector at the beginning of such complex signals. These

are commonly missed or detected with very late star: times.

c

nger's algorithm, as presently implemented in SPEED, warms
UP on one-minute of noise preceding the window containing
signals and continuously updates noise statistics until a
i signal is detected. This updating procedure reduces the
robustness of the algorithm, especially in the case of de-
' t2cting and timing emergent events. In that case, a signal
which is initially less than the maximum noise level rises
grzdually above that level but not fast enough to pass the
STobability threshold test. Instead, the maximum observed
evel is gracdually raised anc effectivelv shuts ofsf
the detector so that it misses emergent signals. Another
nich caused major errors in subsequent event identi-
was the occasional erroneous extraction of the
cng event. Since event-signals ate accessed wizth four
¢ time windows and events can be expected at the rate
oI abcut one per hour, there is a small but significant

chance fatcut 5 o 10%) that more than one event's signals

EVEGA, I¥C. S-1%8
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Te acCisssed Sy such & long record., Since SPEED has no posct-
etecticn walidazion tests of extracted signals, this effec:
ional serious editing problem, especially
Zor small events which are interfersd with by larger events.
PEED is that it is not fully automatic.
Reccrds were visually scanned by us to remove obvious mal-
ons. In & fully automated signal editor,
ol should be built into the signal editor.

As a Tesult of our post-mortem evaluation of SPEED, we
are proposing major revisions to obtain a fully automated

[

[7/]
b

2gnal editor which has the potential of performing at a

p—a

eavel comparable with that of a seismic analyst. In order

ot

O time and measure weak signals at levels below the most

)

Tobable occurring noise level, we propose applving a multi-

'

riate2 analytic detector capable of sensing the character

m

o) <4
bhy

such signals, i.e., frequency, bandwidth, duration, etc.

m
0

well as sensing positive power fluctuations. The multi-
variate analytic detector should be designed to detect, time,
and determine the duration of multiple arrivals at each sta-
on to be sorted out and interpreted by a post-detection
metwork validaticn strategy. Signal and noise paranmeters
shculd be measured by robust ordered statistical analysis
whlich is insensitive to occasional spikes and other inter-

t malfunctions. No prior assumption should be made

n
ol the signal duration. This parameter is highly signal

dent and should be determined effectively and efficient-

o

m measuraments of data. There is ne need to contiau-

ously upcat2 noise statistics as is dene for front-end de-
t28Clors;, nolse parameters should be assessed from noise
creceding the signal and assumed to apply over the subsequen:

i
{n

,  INdn §-13
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I the record. Network validation procedures need
sure that any signal extracted is rea-

cly consistent with what is expected from the known

T. Automated quality control will be performed to re-

mcve obvious maliunctioning stations and to condition mar-

ginzl data subject to intermittent malfunctions. Finally, .

bly acceptable autcmatic signal editor should ef-

- -2 ar -
=g dvely iza

2 T232s590na

o.

e-03Z false alarms for improved detection of
w23ix signals from small events.

Cis ANALYSIS OF AN ADVANCED ANALYTIC DETECTOR

1. Generalized Analytic Signal and Noise Model

The ambient noise model will be generalized to include
the effects of system malfunctions. Based on Unger's (1978)
study of noise envelope fluctuations, normal noise envelope
fluctuations are presumed to be consistent with oT close to
a2 Gaussian noise model. System malfunctions will appear as

severe departures of extreme values from such a medel. This

o s
I}

neralized noise model provides a basis for building autc-
1c quality control into the autcmatic signal editor.

The generalized signal mecdel also will have a system
meliunciion component to avoid contamination of automatic
siznzl measurements by occasional intermittent system mal-

wnfticns.  The signal model is generalized bevond that of

“nger's (which presumes a single signal arrival) to include
multizle signal arrivals. These will include multiple sig-
nals Irom complex events (i.e., muls iple explosions or

SN Cl, TXC. S-14
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Sguakes), secondary propagation phases, regional phases,
T2 ~hases, mixed event signals and local events, and
Tecelver scattered phases unique to a particular seismic sta-

e 1se mocdel will include effects caused by
Fixes and glitches, dead spots and cli ipp

sT ing.
I Multivariate Amplitude and Phase Statistics
Ve define, on an exacting pnysical basis, a set of

stendard multivariate signal amplitude and frequency measure-
S. These are designed to achieve band-limited whitening
¢ seismic signals of any type which can be reasonably expect-

[{]

<. Spectral moment operators are applied for this purpose.
Measurement of variates related to the bandwidth of observed
signals and measurement of the dominant frequency of observed
signals are used for feed-back control of post-bandpass fil-
teTs to improve extraction of band-limited pre-whitened seis-

mic signals,

Al important factor in implementing Unger's theorvy of
tnase Zetectors is the error and stability problem of com-

-, -

———y

ate phase and frequency measurements. The prob-
by the interdependence between random frequency
mocdulations of seismic noise and signals. 7o
Problem we will transferm the daza to an gsyvachren-
I envelope peaks. On that basis, our

Drecise measurements of the magnitude

ct

0
ina.rsis indicates that we can condition the data to obtain

d

g
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grcund metion, <regquency, arrival time, and
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wilth associazted with =ach envelope peak. In order to achieve

g-limiveg pre-w“i:ening of any conceivable type of signal,

v ectral moment (diZference operators) for

that purpose., In this way any plausible seismic source is
arched for wnitened bands where the source

v measured. For example, if the frequency.

S3n Sea accurazel i

f2lls ¢Zf as £-2 above the corner frequency then a second
[ . . . =i

derivative operator with spectrum £°° whitens the source

I Interpretation of Basic Ground Motion Measurements
of Noise; Data Conditioning

From the analysis of Rice (1954), we can detect the

Jresence of strong almost periodic noise interference as
significant departures from expected Gaussian noise statis-
l tics. A technique was derived for demcdulating such noise
! 0 separate the desired broadband data from the interfering
I nearly periodic noise. Where such problems are encounters

we Will demodulate the desired data from such interfering
ccmreonents.

sed on a relationship observed by Unger relating zhe
Zrequency of seismic envelope modulations to the standard
cn of phase measurements, we expect to see a2 la

decendence between the magnitude fluctuations of seismic
noise2 or signals and the frequency or spectral bandwid:ih of
sush envelope peaxs. A theory for correcting noise for c¢b-

served magnitude and frequency fluctuations was developed.
.2 result of applying such correcticons to noise data is

12Zicantly reduce the variance of observed

g
PR G

(st
(@]
)
[

P
93]

1

[
[on)

bl Sl Gt



magnitude and frequency fluctuations of noise. This, combined
with the removal of periodic noise components ic expected to
nificantly enhance the detection of weak signals by inde-
cendently applying magnitude and frequency measurements.

The application of such corrected independent detection
tatistics will be applied to the five moment operators de-

[¥]]

signed for band-limited whitening of seismic signals. This
will result in the definition of a ten component multivariate
measurement or seismic envelope peaks. In general, and es-
pecially for weak signals it is not expected that all of the
components will be detected. Those detected, however, will
be measured. Those not detected will be classified as noise
which will be measured as control for subsequent network
analysis of signal measurements (i.e., to obtain unbiased es-
timation of magnitude).

5. Detection of Apparent Signals

A theoretical treatment is given of the problem of re-
ducing basic ground motion measurements to statistically in-
dependent magnitude and frequency fluctuations. The input
data to such a process are observed magnitude fluctuations
corrected to remove any frequency dependence and observed
frequency fluctuations corrected to remove any magnitude de-
pendence. A linear rotational transformation operator Q is
applied to transform I statistics of corrected magnitude
fluctuations and I statistics of corrected frequency fluc-
tuations to independent unit variance measures of magnitude
fluctuations of noise and frequency fluctuation of noise.
Significant deviations of signals from these distributions
provide an independent basis for detecting a signal based on
its change of frequency or its change of magnitude from
values expected from noise.

[43]
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Pulse width measurements of noise are related to the measured
average time interval between noise envelope peaks. Rice (1954)
showed that this statistic can be used to estimate the bandwidth
Of an ideally filtered Gaussian process. By performing this
calibration we can use our basic pulse width measurement of
envelope peaks to estimate the bandwidth of a Gaussian process
; whitened by the spectral moment operators. This is extremely
valuable information because the observed dominant frequency
‘ and the associated bandwidth provide a basis for feedback con-
trol orf a bandpass filter optimally designed to extract the
band-limited whitened Gaussian process. This will be applied
to marginal detections of weak signals to confirm their de-
tectlion status and to extract those signals with minimal seis-
Mmic noise interference.

' 9. Detecting Complex Signals

i The problem of detecting signals as a single significant-
ly unusual envelope peak is generalized to that of detecting
f i strings of such outlier envelope peaks. The latter envelope
f peaks would be expected to be replicas of the same signal pro-
l cess which would be expected to yizld the same magnitude and
frequency fluctuations. Thus by observing repeated anomalous
! peaks which vary little from each other, we can apply the like-

3 lihood detection criteria proposed by Unger (1973) which should
: ennance the detection of very weak but persistent complex sig-
|

3 nals.

The detection of signals as strings of envelope peaks
r Provides additional event information. The start time of
f the signal is taken as the measured start time of the first
| peak in the cluster of peaks. The end time is taken as the
end time of the last envelope peak of the signal process.

ENSCO, INC. S-18
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Measurements of complex signals will be accomplished by
ordered statistical analysis of envelope peak magnitude fluc-
tuations and frequency fluctuations within the time window
containing the clustered envelope peaks.

. Network Strategy for Retriving Signals from
Small Events

We expect to be faced with the problem of identifying
small events which are masked DY seismic noise. By applying
fixed constant false alarnm rate thresholds to constrain false
alarms, we may keep such false alarms to an acceptably low
level, but at the same time make it nearly impossible to ex-
tract weak signals, In the case of low magnitude signals,

W€ can employ a station variable false alarm rate strategy
which raises the expected ratio of retrieved signals to re-
trieved false alarms to an acceptable level. On the presump-

tion that an identification is required of all events analy:zed,

it is better to have at least one or a few signals combined
with some false alarms than to have only noise measurements
to identify the signal. This Strategy is made somewhat more
sensible by the fact that network validation procedures will
be able to eliminate at least some of the false alarms and

.
halla]
[SP9%

at network magnitude determinations will compensate to some
€Xtent for noisy determinations of the event parameters.

D. SUMMARY AND RECOMMENDATIONS

A concise description will be given for the design of a
multivariate analvtic detector used to extract short-period
seismic signals., From this we will be able to gauge the mini-
mum effort required to implement this srategy for retrieving
signal information. From this we eéxpect to develop the con-

cept of a baseline implementation of a multivariate analytic

ENSCO, INC. S-19
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detector which is sutficiently advanced to achieve our goal of
editing all possible weak signals from small events. The out-
PUt Of an automatic seismic signal editor is to provide the
maximum amount of additional data from known seismic events

to improve location of the event and to improve identification
of the source,

One of the functions performed by the automatic signal
editor is to extract all of the waveforms which can be possi-
bly interpreted as signals from the event. These extractions
include long-period surface waves, short-period teleseismic
P waves and secondary phases, and regional phases. This in-
formation will be automatically inserted into signal measure-
ment files which can be accessed for interactive seismic pro-
Cessing by seismic analysts,

Another function of the automatic signal editor is to

i reduce basic ground motion measurements to estimates of the

i °vent magnitude, the dominant frequency and frequency band,

I and the complexity of an event and its coda. Some advanced

1 applications of the signal measurements will be to derive source
discriminatnts, application of clustering theory to identify
anomalous events, and source region calibration to determine
precise magnitudes of normal earthquake events.

ENSCO, INC. 5-20




SECTION I

DESCRIPTION OF THE BASELINE FOR DESIGNING AN
AUTOMATIC SIGNAL EDITOR (ASE)

ur
‘un
. (1

ng records into compressed extractions of seismic signals

ckground of performing the Automaric Signal Editing

n
(43]

‘
-
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ba
ction was the Event Identification Experiment, Sax,
97

({7}
ot
m
,—l

®). There we trans<formed continuous waveform data

O
8}
o
O

and into a set of seismic measurements to be used for event
identification. The functions which were performed completely
under automatic control were to:

° Access seismic records containing the desired seis-
mic signals from events of known location and mag-
nitude.

° Utilize an automatic detector to detect and

accurately time the signals.

) Generate files of compressed seismic signal wave-
forms.
. Generate files of signal measurements.

The files generated by the ASE were then accessed by an inter-
active seismic processor which transformed the signal measure-
Meénts to a set of event measurements characterizing the source
2% the seismic event. From the eévent measurements, we gen-
ereted discriminants and performed adaptive statistical anal-
S to identify obvious earthquakes and to identify anomalous
seismic events such as explosions.
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A.  PURPOSE AND GENERALIZED PROCEDURES ASSOCIATED WITH THE ASE

Some obvious benefits of speed, efficiency, and objec-
tivity are obtained by automatically reducing the flow of
continuous waveform data to the essential data required to
rerZorm event identification. Why this rapid reduction of
cata is a useful goal can best be illustrated by the follow-
ing scenario of world-wide seismic data collection.

) Events of m >4 are expected at the average rate of
one per hour.
. A network employed to measure the events includes
- 10 short-period (SP) vertical component single-
sensors
- 5 nineteen element, SP, vertical component ar-
rays
- 10 SP, three-component, regional sensors
- 25 long-period (LP), three-component sensors.
° The input data flow of this network is

- 10 million words per event of SP data
- 90 thousand words per event of LP data.

Since most of this data collected by thes network is seis-
mic noise, considerable reduction of data is possible by sav-
ing only data containing visible signals. To estimate the
scale of this reduction consider that an event would typically
consist of 12 detected short-period signals per event and ¢
cetected long-period signals per event. Since signal durations
aTe expected to vary between one and ten seconis, the com-
Pressed edit of each signal, allowing sufficient space for
coda and noise preceding the signal, can be accomplished with



W0 werd records of data sampled at 20 words per second.

i

i ‘nls assumes that an automatic detector can Teliably detect
and time the seismic signals.

The transformation of continuous waveform data to a set

(@]
[ N

compressed signal records results in a reduction of data
Zrom 10 million words per event to 10 thousand words per
¢vent of short-period signal data. A further reduction of
cdata oI 10:1 is possible by reducing each detected signal

¢ a set of signal measurements such as the arrival time,
measurements of magnitude, complexity, etc. This latter
eduction of data to one thousand words PET event i’ @ dif-
icult step to take, exclusively, because of the problem of
agreeing on data processing standards and the need for wave-
form data to maintain historical data files. At some future
time, at least for events of lower priority, one could

I anticipate reducing the event data base exclusively to sig-
nal measurements.

v

(X}

8y reducing continuous waveform data to compressed sig-
nal records and signal measurements, it will then become
Zeasible to perform analyst-interactive processing on large
data bases. These will either be world-wide or from targeted

(D

gicns. Our experience with the Event Identification Experi-
7

3]
o

Indicated that the critical element controlling the

ct

¥

l1ity of results obtainable by this automated approach is
the performance of the automatic detector used to detect and
time seismic signals. Given this goal of developing a capa-
5ility for fast and reliable event identification, we will
conzentrate on developing suitable procedures and algorithms
Xtracting and measuring signals from known events.
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The VSC system should provide suf Zicient noise informa-

3

rl

Irom nen-detecting stations for networking algorithms

e
O
v

m
(94
(@]

1 as those For estimating unbiased event magnitudes.

e |
O
[

Ty RMS noise measurements are suficient to provide a

(B}
(D
m

scnable basis for estimating the relative noise at dif-

N
()
1

en

ot

stations of the network. Such hourly RMS noise

L 99
.‘-

gures could be routinelvy provided as event header informa-
[ .

ot
N

en with only 50 words per event. It would be preferable
2 also provide frequency dependent noise estimates. This

(4]

culd be done on a daily basis. Such network noise infor-

(g

mation could be most efficiently provided by autocorrelation
unction estimates of seismic noise; by 64 lags at 133 words
per event.

Providing this important noise information would be less
than 200 words per event. It will not add significantly to
the amount of storage required in files containing historical
seismic signal data.

This reduction of the seismic data flow to sets of de-
tected signals, signal measurements associated with the event,
and hourly network noise update information provides all the
information needed to rapidly identify earthquakes and to
maintain historical seismic event data files required for
future event studies. The purpose of this study is to ex-
2lore the critical procedures and algorithms needed for this
automated approach to signal editing and measurement for
Zuture application to the VSC Ssystem. We will describe some
°Z the existing algorithms used in the Event Identification
Zxperiment with which we found problems. We will describe
thcse problems along with the modifications needed <or
satislactory operation of the automated VSC svstem.

- T T —
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DESCRIPTION OF SEISMIC EVENT ENITING PROCEDURES
USED FOR EVENT IDENTIFICATION

The automated editor carried out four basic analysis
orocedures. These are to:

. Access signal time-windows

) Zxtract the signal waveform

) Measure detected signals

° Measure noise at non-detecting stations.
1. Accessing Signal Time Windows

a. Short-period signals

Short-period signals are accessed from the computed ar-
rival time of events located and timed by the VSC system.
The initial location, depth, and timing of the event may lead
to substantial errors in timing the arrival of seismic signals.
The Zfront-end process for performing this function is shown
schematically on Figure I-1. Less than the desired precision

in locating the focus of events stems from the following
factors.

) Multiple transmission of signals due to complex
Source, path, or receiver effects

. Large uncertainsy of correctly associating the same
phase out of sets of multiple arrivals at ¢ or more
stations

° Occasional mixing of event-signals

cNSCo, TNE. I-3
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o Phase association difficulties due to magnitude

variation between stations and multiple transmissions

o Noise masking some of the multiple transmissions

[ Difficulty of timing emergent and complex phases.
~§ & result of these uncertainties and difficulties in as-
sociating phases and making Preliminary focal determinations;
als as a Tesult of the present state-of-the-art of automatic

o,
sociation/location DTrocess; occasional large event location
and timing errors are to be expected. Therefore, in order to
cesign a robust ASE, it should be made capable of correctly
retrieving event- -signals, even under such adverse circumstances.
?robably at least several percent of the preliminary locations
will be in arror by as much as 10° epicentral distance. Thus
in searching for signals with Possibly large location errors,
tie initially selected time- -window should be at least 2 minutes
in duration. Also, at least one minute additional is needed

to assure sufficient noise preceding the signal. Another one
minute interval is needed for coda following the signal. Thus,
we recommend that the editor search a 4 minute time window for
each desired signal. This was the time interval used by us in
tle EZvent Identification Experiment. This larger window pre-
vented most of the serious Problems our automated system would
have encountered in Tetrieving signals of mislocated events.

Cn the other hand, searching this larger initial time window
increases the chance of encountering mixed events. These odds
are estimated to be about 3% to 6%. As a consequence we will
Tequire more sophisticated application of post-detection in-
formation to correctly select out the valid event- signals.

Qur performance in automatically retrieving signals for the
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Zvent Identification Experiment suffered from the lack o'f
Suca post-detection processing to validate each retrieved

1 S situation needs to be improved and will be
cussed later under recommended modifications.

D. Long-period signals

Due to the long duration of long-period surface wave
signals, we saw no need to search for them with a detector.
‘nls is because the predicted signal time interval is small
compared to the duration of such signals. Analytical rela-
tlonships were derived for the broad-region dispersion of
surface waves by Unger (1978). These are shown in Figure I-2
ZIor the Asian continent and North American continent.
Although sone minor difference is indicated, a slightly
broader envelope can be used to Tetrieve the narrowband passed
surface wave groups. In the Event Identification Experiment,
we determined a positive signal detection status to be 12 dB
above the mean noise envelope preceding the predicted signal
Start time. We found this procedure to be satisfactory in
almo-t all cases.

Regarding the retention of long-period surface wave data

=]

v

1 permanent read-only files for advanced waveform analysis,
e found that the short-period limit for extracting useful

[¥)]

ignal information was 12 seconds period. For an average
c

w
o

epicentral distance, approximately 900 seconds of data

o
3]
®

required to sample Love waves and Rayleigh waves. A

)

igital sampling period of 3 seconds most adequately covers
he

ot

bandwidth required for wave groups of 12 seconds period

O
]

longer. Thus, two records of 300 words each are sufficient
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Tezt2 permanent read-only files for retention of long-
eriod waveiorms. 3roadband and narrowband filtered noise
evel measurements of detected signals would be provided as

neader information provided with signals so that users can
etermine the detection status of signals. Network noise

information can be provided by the procedure described for
shcrt-period signals.

OQur experience with the Event Identification Experiment
indicated that long-period surface wave signals could be
successfully extracted from the data stream by deterministic
timing of the signals using Unger's broad-region dispersion
Telationship. The software, LPEED, used for that purpose can
orobably be transferred with only minor modifications to the
VSC system.

By contrast, short-period signals are of short duration
compared to the much wider time window initially accessed.
It is therefore necessary to apply statistical decision
criteria to time and extract these short waveforms £from that
much longer time window containing noise. This problem is

O

aused by the need to extract weak signals of short but
unknown duration from ambient noise by the diverse and complex
character of signals to be extracted, by multi-phase trzns-
mission of signals, and also by strong interference due to

)

eceiver scattering. To cope with these problems, we applied

m
o

1 autematic detector to the task of timing and extracting
e

fose short-period waveforms possibly associated with a given

t

[§)]

vent. This will be described in the nex:t subsection.
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on of Automatic Detectors to Extract the
iod Waveforms of Xnown Seismic Events

once an event is located and timed by an automatic
issociation/location process, the next step is to access time
windows containing signals from the event. Data within signal
tine-windows are examined to determine the detection status of
the desired signals. Those signal windows with good data but
without detectable signals are reduced to a set of noise
measurements. Those with bad data are flagged as inoperative.
3ut when signals are detected, the system sxtracts the signal
waveiorm Zor present and future quality control and maintenance
oz data bdases. Also detected signals are reduced to a set of
signal measurements for the on-going real-time operation of
the VSC system. The decision tree required to perform this
autcmatically is shown in Figure I-3. The data reduction
accomplished by the decision tree is shown in the left margin
o the figure.

In the Identification Experiment, we utilized a detector
designed by Unger (1978) to detect and time short-period signals.
Unger tested his detector against an analyst's detections
finding that ninety percent of the signals detected by both
an analyst and the automatic detector were timed within + 0.5
conds of the analyst's pick. Slowly emergent signals were
c several seconds late. This compared favorably for

~

d
timing with the more conventional I detector of 3windell and
Snell (1977). By comparison, the I detector times signals
1.70 seconds late on an average with a standard deviation of
.20 seconds. For that reason, Unger's detector was selected
Zor the Event Identification Experiment to automatically time

INC, 156
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short-period P wave signals Zrom the long Zfour

fos

. o

Mindte Tecoras initially accessed. Our experience indicated
=hat wnere signals were detected, thev were accurately timed

ly negligible false alarms. We noted however, that

+
"
ol
1%
)
jo |

sive signals much shorter than the selected detection

)
3]

‘U
=
[
U
b

nd slowly emergent signals were often missed by the

[
cl
[{]}
f

(]

detactor. In some cases, even very obvious signals were
missed Decause or spikes and glitches occurring in the warm-
up nnise preceding the signal window. Another serious problem

a

s also observed in using Unger's detector for automatically

4]
0.
(&3

} 4.

ng signals. Extremely grave editing errors were caused

-
-

O uq

v

o

(]

yo
. .

neously selecting mixed events and multiple phases.

i

nis stemmed from the lack sf post-detection validation and

[

too simplistic detection strategy.

We consider problems caused by missed signals and editing
blunders to be a very serious flaw in our present software for
automatically editing signals. We also believe that these
Problems are clearly in focus, can be and should be solved.
That goal will be a principal objective of this design study.
An

(1]
s
ct

ens.ve modification of Unger's detector will be pre-

o
.

o}
[{1]

sen in a later section of this report. This new version
0 an automatic editor should Correct the observed faults and
will be recommended for future implementation into the VSC

s¥stem. One important lesson learned from the Event Identifi-

cation Experiment was that this detector was an important factor

liniting our event identification per<ormance.
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SECTION II
CRIPTION OF UNGER'S ANALYTIC DETECTOR

&)
m
(V4]

AL THEORETICAL 3ACXGROUND

The basic concept of an analytic detector is to represent

ct
'

‘me data as the real Part of a sampled complex exponential

unction. 3y this means one Can measure signals and noise as
modulated amplitude and Phase time series. For example, com-
Plex seismic sensor noise can be represented as a sequence of

Ry = N; Exp 10, (G =1,2,...,0. (II-1)

Similarly a seismic signal occurs within at least one subset

-

O points on the record as

Sj = I8, Bxp i\u_i (K<j<K+D), and

3
3

0 elsewhere (II-2)

where D is the nominal duration of the seismic signal. The
measured seismic data, xj, is the sum of signal-plus-noise.

xj = Nj Exp idj ¥ Sj Exp iwj . (II-3)

The dezection problem is to time the start of the signal,
X, and tc extract and measure the signal. This reépresentation

A - = - -
=nSC0, INC. Il-
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was applied to the detection and measurement of seismic sig-
arnbach (1975) and Unger (1978). One of the earliest
eatments oI this method was given by Dugundji (1958).

“he application of this tvype of phasor representation of
d noise is practically accomplished by applying a
2igizal filter to observed data. The filter passes signal and
se energy without any change in the amplitude but with a
07 change in the phase angle spectrum. This operator, called

[0
I
'-l
=
O
5]
ct
ct
8}
b ]
o}
/]
th
(0]
8]

m is described by Bracewell (1963).

is operation can be performed efficiently bv means of
a Tast Fourier!Transform (FFT). It essentially interchanges
the real and imaginary parts of the FFT. This is followed by
inverting the data spectrum back to the time domain. Alter-
natively, Quadrature filtering is a much more computationally
efficient procedure. With unit amplitude response it shifts

1{1]

ach frequency 90°. This more practical operator yields re-
sults almost identical to the Hilber: transform.

The time series, yj, produced by the Hiltert transform
°T cuadrature filter is treated as the imaginary part of the
data. The data, X, is itself considered to be the real part
cZ the complex phasor record, :j’ where

-; = X, *+ 1iv.. (I1-4)

3v thls means, the record of data is transformed into an
crthogonal sequence of rectangular complex coordinates. These

™

of

0 time series Xj and yj are then transformed into a polar
ccrdinate representation.

(R]



-, = A, EXp g2: (II-3)

<

A, = X3 % Yj and $. = tan .

[
Fal

ries Aj is a measurs of the instantaneous envelope
5 the instantaneous phase.

e
¢Z the Zata; the time series, o,
The zime derivative of @j is a measure of the instantaneous

dcminant Irequency of seismic data.

In using this method to compute the instantaneous fre-

suency, a serious stability problem was pointed out by Farnbach

w

nd Unger; especially when the envelope is small. This can be
seen by deriving an expression for the instantaneous frequency

as follows,

h

]

- 1 d . d -
5 = :2. [ xj vz yj yj o xj } . (II-6)
J

“rom the above expression, it is seen that estimates of £,
become uns-able when Aj becomes very small. It can be further
seen tha: rolative variation of £ are three times those of the

envelope.
¢t - 3A
kS RN
Thus, 0% point-to-noint independent fluctuations of the

envelope czculd result in a 30% error in £frequency estimates.

i3 problem of precise frequency measurement must be solved

B
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> 2Zfectively utilize phase measurements in the design of
rs. This will be discussed in a

B. UNGER'S CRITERIA FOR TIMING SIGNALS

n

er (1978) constructed a remarkably simple model upon

base his analytic detector. He analy:zed the problem
cZ detecting weak signals as one of detecting effects produced

o
)
0

v the intevrference between signal and noise phasors. The sig-
the time windoaw of duration, D, is represented by ¢
fixed signal amplitude level and initial phase. The noise is

lso represented as a fixed level but with random point-by-

S }
'Y
)

-

a
voint transitions of phase.

X N Exp i¢j « S Exp ion Tj (K<j<K+D) (EI=7)

.

N Exp i¢j, elsewhere on the record (j=1,2,...,J)

‘ane Zixed phase of the signal is arbitrarily set to zerc. For
e purpose of analyzing detections this is without any 1loss
CI generality. Although it simply models the problem of detec-

g
iing a weak signal added to noise, it is also an extreme over-
plification in that the random fluctuations of the envelope
are neglected. Also, the phase of short-period seismic signals
s generally more complex than a single simple deterministic

shase modulaved pulse.
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arding the design of detectors, Unger demonstrated

twd important points with the above model. The probability
¢s esnvelope measurements, Aj, exceeding the fixed noise level,
ollows. In the signal gate (X<j<K+D),

1- 2 cos™t () (0<2<2)

A, -
gL - (II-8)

(=1

-
b
-

us, iZ the signal level is twice the noise level Aj can be
xpected to always exceed the noise level.

[{1]

Even more interestingly, if the signal phase changes are
uniZorm as indicated in equation (II-7) or indeed can be pre-
dicted by any deterministic model, then the signal can be
detected as a stationary initial phase condition. Unger gives
the probability of an observed stationary phase condition in
terms of measured phase fluctuations, A¢, occurring within
prescribed limits.

1 -1 .S S
- . 1l - F COoSs (\—I) (O<v<1)
?('T < AOJ <-'7) =
1 <1 . (I1-9)

The expected probability of meeting the above detection

o]
jo |
n.
"
ot

c ions under noise is 0.5 for both equations (II-8) and
(II-8). Under these equal likelihood of detection conditions,

N
(]
ot
(1]

ctlon gain advantage of 6 dB is obtained by such a phase
¢r, provided that some deterministic phase model can be

ined Zor short-period seismic signals. Unger (1978) at-
d this with a quadratic phase versus time model; but

—

[ s |
]
(¥1]
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Ziuné that seismic signals commonly jdemonstrated random phase

Ztuc-uations not too dissimilar from seismic noise. As a Te-
suls, Unger applied equation (II-8) as the model for design,

nis analvtic detector which will be described in the next sub-
e

C. THE DESIGN OF UNGER'S ANALYTIC DETECTOR

As a baseline for utilizing an analytic detector in an
utomated edit process, we will jescribe the "design of Unger's

'

0

eractor and its application as an automatic signal editor in
-he Event Identification Experiment. There, the detector
package was inserted in a supervisory rtoutine (SPEED) which
directs automatic control of signal timing and extraction to 2
detector and subsequently to a set of signal measurement

algorithms.

First the short-period record is filtered with a broadband
iiter to subdue high frequency effects such as spikes and

(2 1
3

m
’.—l

iasing and low frequency effects such as data offsets and
- This was done without distorting signals by placing the
ar cutoff points at 0.3 Hz and 9.9 Hz for 20 Hz sampled
2 and at 0.3 Hz and 4.9 Hz for 10 Hz sampled data. This pre-

i
'Iv
th

.

p—
rt

(9 rh
fo
ct

II.

iltering was followed by application of the Unger (1978) de-
ector

f'

The procedure of detecting and timing the onset of short-
period (SP?) signals is as follows (Figure II-1). First, over
2 speciiied warm-up period (e.g., 40 seconds), the peak noise
is established. This peak envelope is

'gd
(1]
Y

0 b
ax
cosine tapered over subsequent wavefsrm points, with a
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ed time constant (e.g., with a 60-second time constant,
the criginal peak value is halved at 50 seconds and equals

0 seconds). An envelope value exceeding the tapered
lue established a new noise peak, unless a signal de-

s declared; in that case no noise peak update takes
2iice until the signal is declared to be terminated.

(=)

A signal detection is called whenever, in a forward look-
ing (leading) time window of specified length (e.g., 4 seconds),
the probability that the envelope is greater than the tapered
peaX noise envelope, D(lr d )|>[n|mat) exceeds a spedified
threshokd, TH1 (e.g., THl 0.3). When this probability

reaches its maximum the algorithm starts looking for the first

lll

ignal envelope peak. When the ratio of first signal envelope
peak and tapered noise envelope peak exceeds a second specified
threshold, the SNR threshold THZ (e.g., TH2 = 2 to 3 dB), the
ignal detection is confirmed and a frequency-dependent step-

\n

back is performed to determine the signal onset time.

The stepback procedure (Figure II-2) is based on the ob-
servation that in most cases the first signal envelope peak

- -
~ %

w

) 2ccurs within one signal period, and frequently at

s 1

approximately 3/4 period, after the signal onset (at to). in
a2 1igh-SNR waveform the signal onset time is most accurately
fc"nd by detecting the first maximum or minimum of the signal's

ED
e

stantaneous value (at t. 3), and stepping back 1/4 period

—
"
(o]
IJ

5/instantaneous freauency at t. ) For low-SNR waveforms
st

ot
R

ma
=

-
-

quarter period may be obscured by noise; in that

£

e

x
(0]

()

step back 3/4 mean period (=0.75/mean frequency at t4)

s
om the first signal envelope peak at t

1y
18}

4+ The mean frequency

25 the closed-Zorm derivative of the phase regression polynomial
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. The search fcr the first quarter period
5§ szzrted at t,, i.e., at 0.8 mean period before t,; the

riod is detected when its maximum or minimum

= 1 dB), the

e
exceeds, by a third threshold, TH3 (e.g., TH3
preceding noise in the one-second time interval

d
updated with what at first was believed to be the signal

pe peak. Thereafter, the noise peak is updated as usual,
until the next supposed signal detection, etc.

The signal end time is found as the moment of the first
alls

max) £

bDelow its threshold, or after the signal duration exceeds a

envelope minimum occurring either after P(I;s(t)|>lﬁl

specified maximum, whichever is first. If this envelope 1is
updated with this value, the noise peak updating and signal
detection resume as normal. In principle this procedure
enables the detection and timing of later phases and other
signals in the coda.

from the previously described model, several important
advantages can be cited. For signals less than 6 dB over
noise, peaks of estimates of the P(Ai>N) correspond to maxima
¢ §/N<2. Thus, these indicators of weak signals satisfy the
maximum likelihood condition independently of the statistical
noise distribution. For signals greater than 6 d8 over the
noise, the detector saturates. Thus, the detector provides
a robust means of detecting and initially timing the larger
signals. In principal, this detector should optimally time

INSCO, INC. II-10
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iTrival of short-period P waves. It should be robust,
cause in estimating the probability of the envelope

neise, it counts the number of times that the sig-

ds noise in a leading time window containing the

nal. IZ properly implemented, it is potentially insensitive

¢ unusually large and occasionally erratic envelope fluctua-

lons in the noise or signal windows. 3y careful design, it

nould be insensitive to spikes, glitches, and other large

mplitude errors.

POST-MORTEM EVALUATION OF UNGER'S ALGORITHM AS AN AUTOMATIC
+ SIGNAL EDITOR

Our analysis of errors in applying Unger's automatic de-

t2Cctor as a short-period signal editor lead us to suggest the

(R 1Y

(43

ollowing requirements for acceptable performance.

. Maintain a specified acceptable false alarm rate in
retrieving signals associated with a known event.

) Detect, time, and validate almost as many signals
as a seismic analyst.

) Separate signals of a known event from mixed signals
oI other events and other seismic phases.

one was met by our Event Identification Experiment ex-
erience. Therefore, the above requirements for automatic

g necessitate a re-design of the analv:tic detector
lgerithm. The following brief post-mortem evaluation is
oV
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l¥tic det2ctor produced negligible false
st 2ll of the validated detected signals were
¥ timed including many cases of barely visible sig-
e St Trequirement of an acceptable false
i.arm rate and part of the second requirement of accurate
*§ was satisfied by Unger's analytic detector.

Missed signals caused a very serious problem in identify-
=g weax events. The detector algorithm operated only on

Obe measurements of the seismic data, whereas, an analyst
implicitly sperates on gz much more diverse set of signal char-

istics. Given a Teasonadble Zalse alarm rate we estimate
that Unger's detector could only detect at 3 level of 70% of
& Iypical analys: detection Capability. For this reason,
wWé recommend that detection of signals be based on a more
diverse set of multivariate amplitude and frequency measure-
ments of ground motion,

Ve observed another reason why some signals obviously
visible to an analyst were missed by the automatic detector.
MCst seismic detector algorithms were optimized as an unknown
Somplex transient added to stationary Gaussian noise. On

at pasis an envelope threshold is set to detect signals and
S2nirol false alarms. Given such a model, such an optimum
detector should he stable and the operating characteristics
would then be determinable. 1In practice often such idealized
dSSUMPtions are not true. For example very large amplitude

& Vigt igns cccasionally occur <rom environmental effects such

ct
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=
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)
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or from electronic malfunctions. Because Unger's
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“Ihm gauges the maximum envelope of observed noise to
min
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e the nominal noise level such large glitches or



Tve to effectively shut-o0sF the detector. In

e ;
S only wvery large events can be detected. Only sig-
rger than the noise glitch would be detected.

d to us enough times in the Event Identification

0 recommend modifying Unger's procedure of gauging

tie interfering noise level and replacing it by a more robust
0

Zven when the noise data were of excsllent quality we
Sicountered numerous cases of missed visit o signals. This
was one oI many problems caused Oy the diverse nature of seis-
mic signals, in this case by emergent seismic signals. Unger's
detector is designed to be optimum when signal starts at some
Foint X and maintains a fixed level for duration D and then
shuts 0% or gradually decays. This assumption is not at all
optimum Zor detecting emergent seismic signals. 1In that case,
Unger's maximum noise level estimate will be sequentially up-
dated when the emergent signal rises above the noise but re-
mains below the detection threshold of a signal. As a result,
the threshold is continuously raised. A gradually emerging
signal is then either missed altogether or detected with a
er large time delav. This is another example where Unger's
Clse level updating procedure is not suffiziently robust to
detect emergent signals. It is recommended that the presently
?Plled noise level updating procedure be replaced by a more
TCbust noise estimation procedure which is less sensitive to
glitches and spikes and to interference effects produced at
iie beginning of emergent signals.

‘n this regard, we point out thas Unger's algorithm was
originally designed as a front-end continuous waveform

AL



SECTION III
ANALYSIS OF AN ADVANCED ANALYTIC DETECTOR

In the preceding section, our post-mortem evaluation of
er's detesctor indicated excellent performance in timing sig-
s. That is for signals which both the automatic detector
and analyst detected. However, in the case of emergent com-
clex seismic events, accurate timing presented a problem which
needs to be solved. But the real problem with the detector is
the missed signal problem.

The automatic detector misses some large signals obvious
to an analyst and many more small signals which can be detec-
ted by a seismic analyst. Some of the more obvious automatic
detector misses could have been avoided by minor modifications
to the detector.

The severity of the problem was such that for about 40%
of the events, 710 signals were detected by the automatic de-
tector. In those cases, discriminants had to be derived by
networking noise estimates. This was to put upper limits on
magnitude measurements which were derived to compute discrim-
inants. Although this approach produced good results, it be-
came obvious that signals missed by the automatic detector
were primal in limiting event identification performance.
Clearly, more than minor modifications to Unger's detector
would be required to achieve a satisfactory level of perfor-

mance.

SNSECO, INEC. 0 =)
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0f the signals examined in the Event Identification
Ixperiment, it is estimated that 10% of them which were
nissed by the automatic det:.ctor were obviously large sig-
nals easily detected by an »ialyst. These signals probably
ould have been detected autumatically by relatively minor
meéifications of Unger's detector. Suggested modifications
are as Zollows:

o Use ordered statistics to gauge noise thereby
avoiding influence of occasional large glitches
and spikes.

. Combine Unger's detector with a conventional X

detector to detect impulsive earthquakes and ex-

plosiocns.
: ° To avoid missing or late timing of emergent signals,
count strings of ascending envelope measurements as
i above threshold if terminated by at least one en-
1 velope value above the threshold.

Even with these changes in Unger's detector algorithm we
would still expect to miss about 20% to 30% of the events
which could be detected by an experienced seismic analyst.
This follows from the fact that Unger's algorithm detects on
sustained signal power over some nominal signal duration, D.
As such it is no different than most seismic detectors which
to detect signals solely by their enhanced broadband
A

expected to detect more than 70% to 30% of the low
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reasonable false alarm rates, such detectors can-
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al-to-noise rate signals detected by seismic analysts,
Swindell and Snell (1977).
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oridge this gap of automatically detecting weak sig-
zls with the something approaching the efficiency of a seis-
12c analyst, we will analyze the design of a new multivariate
etector. This will be discussed in the following

s

AL GENERALIZED ANALYTIC SIGNAL AND NOISE MODEL

The theoretical background for the design of analytic
detectors, described in Section II, is generalized to encom-

'y

ass the diverse types of seismic signals expected from earth-
guakes and explosions. These include multiple transmissions
due to a complex source or to different Dropagation paths,
variable length duration of signals, multiple pulse content

o signals, and the fading coda scattering associated with
signals,

Ambient noise preceding the time window searched for sig-
nals is generalized to possibly include spikes and glitches
due to intermittent system malfunctions, environmental effects
at the receiver site, and local seismicity.

1. Ambient Noise Model

Zach record accessed by the automatic signal editor will
in at least two minutes of short-period data to be

d for signals. One half to one minute of noise data
provided to gauge the noise statistical distribution.

¢ noise statistics will be presumad to be fixed over the

(6}
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._A
m

nce of the record possibly containing the desired signal.
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2on (II-1) describes the complex seismic sensor noise at
the station. This ambient noise model is generalized to



include spixes, glitches, and local events. These will oc-
sts of energy which complicate the signal

ion Zunction. The noise model is generalized

22 inclucde large non-stationary energy fluctuations in the
noise., For this we obtain
k
N
n, = (N, + Z G,5. ,) Exp io, i=1,2,...,J) (III-1)
j j o Xl. 273-2 ]
: : 1=k,
wilere
dn=l for m=0 or :terc elsewhere; and
| k”""’kV are N random energy spike occurrences.

Unger (1978) performed a study of the distribution of Nj
for seismic noise. Normalizing the noise fluctuations by
dividing by the standard deviation, he interpreted the seismic
noise trace as a stationary Gaussian distribution. In that
case, the envelope of that ncise would be a Rayleigh distribu-
tion. Since measurements of signal envelope are primarily
used to derive magnitudes, he alsc determined the distribu-
tion w = loglon; the noise magnitude distribution.

3ased on the analysis of one hour of seismic noise at the

crean Seismic Research Station (XSRS) broken down into 102.4
second data segments, Figure III-1 shows Unger's results in
ting measured noise magnitude distributions to the distri-

(0]
(ot
ot
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n derived from a stationary Gaussian noise assumption.
Unger tested the significance of the fit of measured noise to
i Rayleigh distribution. At the 3% significance level 80% of

the measured distributicns were consistent with the Gaussian
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ncise hvpothesis. OQf the 10% of rejections, the Gaussian
s slightly underestimated the number of large magni-
ons. Thus, these rejected samples appeared as

Ty
ussian distributed.

3ased on the Gaussian noise assumption, certain facts
Sin e ascertained about magnitude measurements of seismic
ncise, Some of these were given by Unger (1978) others were

Zrom graphical analysis of his results. The most

[
>
-

o
(o)

d
able occurrence of magnitude is at the loglo(RMS) of seis-
mic noise. The standard deviation of large noise fluctuations
apove the loglo(RMS) of noise is approximately 0.20 magnitude
units. Measurements at seven Seismic Research Observatory
(SRO) stations (Strauss and Weltman, 1977; Weltman, et al.,
1979) indicated that peak one-second noise amplitude measure-
ments had estimated magnitude standard deviations between

0.17 and 0.23; and four stations, between 0.13 and 0.16.

The shape of the distribution of seismic magnitudes
based on Unger's observations as well as on the Gaussian
noise assumption is highly skewed. Only one third of the
envelope measurements are expected above the RMS noise (the
most probable noise magnitude). Of the two thirds of the
envelore measurements below the RMS noise level, the RMS of
tlese negative magnitude fluctuations is approximately 0.5
magnitude units. On this basis it is estimated that in 20%
o2 a2 tinme window containing the seismic noise envelope mea-
surements are lower by more than a half magnitude than the
ncise RMS level,

At latervals of time where such low level noise envelopes
are encountered, a sxilled analyst can possibly recognize and
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Oy intermittent changes in the charactgr, such
is DY changes of Zrequency and the duration of such changes.
ht explain, in part, the 20% of signals which
by skilled analysts; but which are always

or algorithms based solely on the signal
level. It suggests that weak signals might sometimes

Sy stations at levels as much as one hal<
han the expected signal magnitude. If fur-
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ests that the algorithm for automatically editing and
S be based on more than energy level criteria

. Design robust noise parameter estimation techniques
which are insensitive to occurrences of spikes,
glitches, and local events.

° Automatically detect and flag malfunctioning sta-
tions.

The Zirst step in this analysis 1is to access the one
minute window containing seismic noise. This noise data
pvrecsdes the three minute window possibly containing signal

coda. As is usual in robust estimation procedures,
n0ise measurements are analyzed by application of ordered
statistics. This is to avoid influencing the result by
neavily weighting large deviations due to spikes, glitches,
and lccal seismic events, as shown on equation (III-1).
Znvelope measurements of the noise are sorted from smallest
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tc largest. 3v taking the logarithm to base ten of the noise
¢ measurenents, the envelope measurements are trans-
et of ordered noise magnitude measurements.
T's derived distribution Zor lug-envelopes,
ercentiles are determined by interpolating the
s

The 66 percentile level of smaller magnitudes cor-
responds to logig(RMS) of the noise trace and cor-
responds to the most probable occurring envelope
magnitude.

. The 88 percentile level minus the 66 percentile
corresponds to the standard deviation of positive
noise magnitude fluctuations, expected to be ap-
proximately 0.20 magnitude units.

. The 66 percentile minus the 20 percentile level
corresponds to the standard deviation of negative
noise magnitude fluctuations, expected to be ap-
proximately 0.50 magnitude units for Gaussian
noise.

The expected values of the positive and negative fluctua-
tions oI noise magnitude were observed by Unger at KSRS, and
Correspond to what is expected for ideal bandpass filtered
Gaussian noise. By contrast, noise from ocean generated
microseisms is characterized by a single sharp spectral peak
Scetween 0.15 and 0.35 Hz. Rice (1954) analy:zed this situation
cf a periodic process added to random Gaussian noise. If the
iodic process is large, the noise distribution of envelope
urements shifts from the Rayleigh distribution (the envel-
distribution of Gaussian noise) to a normal distribution
witl standard deviation of the RMS of the additive Gaussian

e e e |
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nolse. The mean of the normal distribution is centered at
the amplitude of the periodic process. This is shown in

gure III-I. Thus, unless the influence of the microseismic
7eax Is minimizes by filtering or some other means, Unger's
tion of the Guassian noise model would have to be

2
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modiZied. In the case of a large nearly periodic component
in the seismic noise, noise magnitude fluctuations would be
mearly symmetrical oT positive and negative deviations and

cst normally distributed. For a spectral peak at three
times the RMS Gaussian noise, the standard deviation of
envelope magnitudes would be about 0.15 magnitude units. The
SRC noise magnitude measurements suggest that at least some
eismic stations would be close to this alternative noise
model. In those cases, techniques would need to be applied
to minimize the effect of sharp spectral peaks occurring in
the noise to optimize detection performance.

A systematic procedure for applying ordered statistics
to magnitude measurements is given by Sax, et al. (1979) and
is illustrated in Figure III-3. Based on Unger's envelope
study, the percentiles applied to noise data which is nearly
Gaussian are given above. By applying this procedure, magni-

“ude measurements of seismic signals and noise are reduced
iprroximately to homogeneous normal statistics. The dis -

)

rimination operating results, after using this normali:za-

ct
$3

n procedure shown on Figure III-3, could be closely pre-

Q)
42

c
cted by application of normal error theorvy. For this rea-
on

9
-

“w

should be applied to the problem of detecting sig-

-

als, where the distribution of noise and signal magnitudes

.
>

may be highly skewed.
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, o LEVELS OF VARIATION

-

Lyt 8% of D, s’ 5% Level
, Mi: 50% of D<M 50% Level

| Lii 15% of D.<L”  15% Level

o PARAMETERS FOR NORMALIZATION

MEDIAN : Mi
POSITIVE DEVIATION: o; = IL; - M, |
NEGATIVE DEVIATION: oy = L] - M,

) NORMALIZATION OF Di TO APPROXIMATE UNIT NORMAL STATISTICS

D.-M; ¢. i M
5y T 2' = where ci =
§ c

D.>
Di<M

th

i

FIGURE III-5
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This ordered statistical analysis can be used to obtain
tn@ mestT probable cccurrence of noise measurements and the
siandard deviation of positive or negative fluctuations.

v ]
[

)
n
]
(1]
6.

d
uces deviations from the most probable noise oc-
t

(1]
o

(]
{

tH
&1
({3
o

o unit normal statistics. In singal windows a set

nificant deviations from a unit normal distribution

[§]
b,
wn
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used to detect and time signals.

(8]
[
)
o

Unusual deviations can also detec- and diagnose auto-
matically those stations which are malfunctioning. Note that
unusually large envelope fluctuations, Gk’ in equation (III-1)
can be seen as unusually large noise magnitude deviations,
out will not influence *he noise parameters used to detect
signals.

In validating a properly functioning station, the median,
positive, and negative standard deviations can be checked
against historical data. If these parameters fall within
acceptable limits, e.g., falls within a 99% acceptance re-
gion, the station noise data are further checked for large
intermittent errors, Gk‘ IZ the average of observations
above the one standard deviation limits is more than two
standard deviations, then those measurements closest to the

outlier average are counted as noise spikes or glitches, Gk'
Jositive G< S may indicate spikes or clipped data. Negative
G< S may indicate zero returns or intermittent dead spots

IZ the number of G 's exceed an acceptable value, the station
sclassified as a3 malfunction.

As part of the quality control built into the automatic
eciting detector, the noise window is searched for sparselv
Z¥SCO, JIMC, ITI-12
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sczurring spikes, Sy .. IZ more than a specified number of
ccur above three standard deviations, these are in-
terpreted as sparse occurrences of spikes. In that case,
the amplitude and phase measurements of the record are
smoothed (similar to 'liftering' in cepstral analysis) to
ninimize the effect of sparse occurrences of Gk' This will
usually have small distortional effect on signals since
their duration will be at least one half second or greater.
ame time it will minimize the influence of sparsely

s
occurring spikes or much smaller duration.

The above quality control criteria is merely a prelim-
inary specification of the procedures needed to validate
preperly functioning stations and to condition data collected

, by marginally functioning stations. Obviously, these criteria
need to be tested on stations exhibiting various types of

I malZunctions. Such tests will result in modified optimized

. 1 procedures for validating stations and conditicning accessed

1 signal records. In the Event Identification Experiment this

) quality control was done by human analysts. In the VSC svs-
tem, we anticipate that the station editing quality control

i will need to be done automatically in order to quickly re-
duce the volume of seismic data to manageable propcertion.

. Generalized Signal Model

Having passed -hrough noise quality contrnl, signal data
are Processed to detsct and time seismic signals. In order
t0 obtain valid signal measurements, such detections need to
Se modeled with sufficient generality to verify that mea-

surements will be made on proper P wave signals. The




nal model must therefore include effects

seneralized si
2Tocuced Sy multiple phase reception of the signal, scattered

coda characteristics, and instrument malfunctions.

The multiple signals accounted for by the model should
include the Zollowing.
° Complex source signals and depth-phases, each

propagating world-wide as first-motion P waves

&

° Surface- and core-reflected phases propagating
world-wide as later phases of each P wave signal

o Long-distance propagated PXP and PKIXP core phases

0 Localized multiple transmissions and receiver-
scattered phases not correlated at other stations
of the network

° Mixed signals from another event.

This model describing signal phases which might be detected

i in signal time windows represents a complicated situation.
Therefore, the signal model is changed to handle this situa-
tion.

The simpler single phase signal model of equation (II-2)
is generalized to that of multiple phase transmissions from
a complex source. As in the noise model, we also include Gl
TC represent intermittent system noise in the accessed signal
ow. The generalized signal model is given by equation

=2).

3
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0 elsewhere (III-2)

wnere

amil,. ..M, n=1,...,N.

The model is generalized to MN signal source-transmissions
Propagated to each seismic station. This model indicates a
complex source generating a sequence M signals over a time
interval of one or two minutes. Each signal is propagated
as a2 primary P wave (n=1) followed by a sequence of later
arriving secondary phases (n=2,...,N), provided that phases
such as P, PcP, etc. occur within the time frame of the ac-
cessed record. Thus, the sequence of start-times, Kmn’ can
be viewed in a network sense as a sequence of origin times,
each augmented by the propagation time delay of P waves or
secondary phases.

Complex explosion sources are realized by detonating a
sequence of explosions at the source. Complex earthquakes

'

¢ ccmmonly observed from some seismic regions. Sax (1979)

-
=3

eb

wn

erved such sequences, which from array processing were
prarently propagating as source delaved P waves in accord-

w

w

1ce with the above model. The duration of signals, D, is
also viewed as a source-dependent parameter which varies
ncminally between one half to ten seconds. Small, high
stress and high stress drop sources woulc tcnd toward the

R P



£ the duration range as simple and highly impul-
1 wavezorms, associated with large

)

a
cm highly heterogeneous source re-
igh end of the duration range.

s. The situation is further complicated in that
nitudes associated with a complex source may also
iderably, i.e., the magnitude of later source emis-
sions may be larger than earlier ones.

This obviously complicates the detection validation
problem of correctly associating independent edits at one
station to those at other stations of the network. This
problem of validating station detections is considerably
simplified by using the criteria of a maximum acceptable
travel time anomaly between the arrival of an elemental
source phase at any two stations of the network. It is im-
portant to validate signal edits not only to assure propaga-
tion characteristics consistent with the given event location
but also provides a sound relatively easy basis for auto-
matically shifting the event focus to a position which =ini-
mizes observed travel time anomalies.

In addition to utilizing this criteria of propagation
tency to validate automatically edited signals, we will
ilize magnitude consistency. The difference in magni-

o
tude of network associated phases should be maintained within
aximum acceptable toleranze. A.lthough source magnitude

consistercy is a weaker criteria than propagation consistency

)
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cause °I the variability of magnitudes between stations,

ts very important to utilize it to avoid large blunders
caused by Zalse associations of an event with large receiver-
ed phases or mixed signals.

To complete the analytical signal model we include a
teérm to encompass other apparent signals which can be de-
tected at a station. These signals do not correlate across
the network and therefore cannot be validated by means of

o

PTopagation consistency criteria. In some cases, signal
measurements of these uncorrelated phases could be very
misleading.

These uncorrelated signals from the source can in some
Cases be associated with the desired event. There could be
one or two delayed secondary images of the source caused by
rapid upper mantle increases in the propagation velocity.
Such phases can be large but would be seen osnly in a narrow
distance band from the source and therefore would not be
generally correlated across the network. Also, strong sig-
nals could be produced from an inhomogeneous source medium
as higher order multipole components. These would only be

n
]

en in narrow azimuth bands and also not generally be cor-

'q

elated across the network.

Other uncorrelated signals are not directly related to
tie source and can be caused by large envelope fluctuations
ue o recelver scattering by interfering signals from some
other known event, singular cbservations of an unknown event,
1.2., local or regional, or noise false alarms. In the
latter case, we may have two ~vents with overlapping records

INC. III-1i7
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meé stations. It is importan: that these signals from
€ froperly sorted cut bv our post detaction

As for representing these detectable signals which oc-
cur singularly and cannot be verified as propagation con-
sistent, we will generalize the signal model of equation

R

(-1I-21) as Zfollows.
s, = (S.+ I sz. i) EXp 1 ¥j + U Exp i QV (III-3)

where

(Kmngijmn+D), (KngvsKn+D’).

The start times K are of false signals. These cannot be
verified ezuher as PTOpagation consistent or as source mag-
nitude consistent. They will generally be rejected as noise.
One of the advantages of this model is that the decision
threshold can be set much lower to detect weak signals. By

EPlyving post detection analysis, false alarms from ambient
o

n
}—

s }

I"‘

se and other undesireable detections can be weeded out of

(f

le automated signal editing process. The purpose of rep-
esenting false signals of type U in equation (III-3), is
=0 establish criteria for 1dentv‘y~nc such signals by the

'i

lack of network propagation cons:.st.encv source magnltude

Consistency, or other criteria and to keep such false detec-
tions

tth

Tom contaminating the signal measurements to be used
or event discrimination.
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3. MULTIVARIATE AMPLITUDE AND PHASE STATISTICS

Multivariate statistics are needed to effectively re-
si

ct
[

triave small gnals below the RMS level of seismic noise.
his need stems Zrom the often observed gap between the sig-
trieval capability of a seismic analyst compared to

e
that of an automatic algorithm which is based solely on power

In using Unger's algorithm to time, measure, and retrieve
signals in the Event Identification Experiment, we failed to
retrieve one or more signals for about 40% of the events

lvzed. 1In several percent of the cases, we not only missed
ieving signals of a desired event but committed the more
rious error of retrieving much larger signals from some

other unknown event occurring on the same seismic record.

About 25% of these missed signals and most cf the serious
editing blunders could have been avoided by modifying Unger's
algorithm; in effect using more robust techniques to imple-
ment the algorithm and performing post-detection analysis to
validate signals. Yet, at reasonable false alarm rates, ap-
croximately 30% of the signals detected by seismic analysts
simply cannot be retrieved by automatic detector algorithms
cased solely on large power fluctuations. Unfortunately,
most, 1if not all conventional automatic seismic signal detec-
tion algorithms £all into this category. For this reason,

we decided that simply making small modificaticns of Unger's

algorithm would not result in a sufficiently improved level
cf signal retrieval performance. To achieve that, his
decision algorithm would need to be generali:zed to operate

on the basis of multivariate amplitucde and phase measurements.
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The goal of utilizing a multivariate automatic signal

o retrieve signals of known events with the ef-
f a seismic analyst. As previously discussed,
surements of seismic noise are highly skewed.
gnitudes computed as the logarithm of envelope mea-
s, as is done by Unger's algorithm, occur most fre-
quenzly at the RMS level of the seismic noise. The standard
ieviation about the most probable occurring noise magnitude
is 0.5 magnitude units for negative deviations; and 0.2 mag-

1itude units for positive deviations.

As a result of this skewness, small seismic signals up
to 0.5 magnitude less than RMS noise can be expected tu be
larger than the noise in 10 to 20% of the signal windows
examined. This provides an analyst, skilled in recognizing
signals by their waveform character, a reasonable opportunity
of detecting at least one or two weak signals from a network.
We expect that by discerning change of signal frequency as
well as amplitude over the expected duration of a possible
signal, the analyst can extract, time, and measure signals
well below the threshold of an automatic power detector.

Such small signals would always be missed by a power detec-

Tor.

Given the task of automatically retrieving signals of
known events, we will generalize the detector so it can
recognize signals based on a multivariate set of observa-
tions ¢f frequency and amplitude. By doing this, there 1is
2t least some possibility of attaining the level of signal

serformance expected from a seismic analyst. This
to vield as much as 0.3 magnitude units of en-
ude capabilitv of extracting small signals.
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i, Dedfinition of a Standard Set of Multivariate Seis-
mic Amplizude and Phase Measurements

The basic problem of defining a set of standard multi-

cz2riate measurements 1s to encompass the physical character-
stics of earthquake or explosion seismic sources. The first
ster in achieving this 1s to transform seismic measurements

(€3]

multivariate set of ground motion measurements. In

crincipal, this theoretically whitens the source between two
scurce dependent frecquencies. By sensing the range of peak
c

The multivariate set of ground motion measurement will
be based on the system response removal function now being
implemented into the VSC seismic system. The seismic record
will be transformed into measurements of the integral of the
ground displacement, ground displacement, velocity, accelera-
tion, and the derivative of the acceleration. From Randall
(1873), the asymptotic behavior of earthquake source models
in terms of normalized frequency, x=f/fc, where fC is the
corner ZIrequency, are given as £follows for the displacement

(O]

mplitude spectrum in the form Q(w)=Q(0)F(x).

a. A function derived by Keilis-Borok (1959)
equated to the low- and high-£frequency
asymptotes intersecting at the corner frequency,

F(x) o, (0<x<l)

=x 7, (x>1).
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L

ne function considered by Brune (1970),

- o wn o B L
F(x) = (i+x7) .

c. The spectral shape for either of the source
models of Randall (1966) and Archambeau (1968),

1 -7 . 1 Lk N
Bl = 3°x7° [51n(:fx) - 3%xcos (:fx)] .

d. A function given by Randall (1973) defined
asymptotically like function 1 but assuming a
w-2 high frequency behavior,

F(x) =1 (0sx<1)
e. Two mcdels given by Aki (1967) were derived by

Haskell's method from the spatial and temporal
correlation of the velocity of a fault dis-

location,
2y -k 2 % 2

F(x) = (l+ax") * (1+x") %, w" model
2 2 5!

F(x) = (1+ax") (1+x") , w~ model.

th

Mueller (1969) derived the displacement ampli-
tude spectrum of explosion sources from the
Latter, et al. (1959) model,

- 1 6 4 2 -ig

F(x) = x° (x *a,X *+a,x +a3) * &
Aandall (1873) showed that expressions derived to compute
$élsmic energy and characteristic stress are independent of

assumptions as to source model. Thus, all of the models

SNECBy INE, L i=a2
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creviously lis:ted orovide a reasonable basis Zor designing
oroadband ground motion filters to extract the spectral

characteristics of seismic signals. These are shown sche-

“he models illustrated in Figure III-4 show that moments
¢ e signal spectrum are generally whitened over a portion
¢z the Zrequency band controlled by the source. In practice,

¢zzect scmetimes will be masked by path absorption and
Teceiver scattering requiring source region-station calibra-

- th - C e s
The k spectral moment of the normalized displacement
amplitude distribution as a function of frequency, F(x), is

My T i xk F(x) dx .
‘ 0

~e

. : - . . th

Time domain estimates of By can be obtained by taking the k"

erivative of the seismic record, detecting and timing the

gnal, and measuring the magnitude of the signal. By mea-
in

.

g the Zrequency corresponding to envelope peaks, an

. . T - 3 th
€Stimate can de obtained of the frequency band of the k
stectral moment.

ine time domain operators which whiten the signal models

-

- = . th . . , 5
-3 rfigure III-4 are the kX" derivatives where k=-1,0,1,2,3.

Frequency and magnitude measurements of these derivatives
siould in principle completely speciiy the source character-
1stics of the seismic event.
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The set of k™7 derivatives (-1,0,1,2,3) of the displace-

e

o3

1 gTcund motion, each reduced to measurements of magnitude

1

’
& ITequency, will result in ten multivariate statistics

({1}
.
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enting each event. To utilize these measurements, mag-

3

and frequency measurements of each derivative need to
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ibrated as a function of event magnitude since the cor-

o
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Tequencies are magnitude dependent. Also, the calibra-
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needed to correct for path absorption and site charac-
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A difficult problem is anticipated in separating the
whitened signal bands from seismic noise; especially for the
ground displacement (Oth derivative) and the integral of the
ground displacement (-lth <erivative). As pointed out in
the discussion of noise models in Section IT, the existance
of nearly periodic peaks mixed with nearly white Gaussian
noise will tend to change the skewed statistical distribu-
tion of noise magnitudes to a more symmetrical normal dis-

tribution of much lower standard deviation. If the observed

tty

Tequency of noise peaks of the kth derivative trace are out-
de the anticipated signal frequency band, e.g., such as

w
b

i

-
b

croseisms peaking at 0.2 Hz. Filtering to extract the
earl

o |

¥ periodic noise component and applying amplitude and

"3
e

ase demodulation techniques to minimize the interference

oZ microseisms, it should be possible to improve measurements
oI weak signals.
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Ge SASIC GRCUND MOTION MEASUREMENTS

ection II, we discussed errors associated with the
use oI the analytic technique of Unger and Farnbach: espe-

e prodlem of making precise estimates of the fre-
guency oI signals. In that case, the error increases without
it envelope approaches zero. More generally, if
changes over the time interval of the frequency
estimate, then the frequency estimate is biased or will lack

S

For this reason, Unger's point-by-point technique of
measuring signals as the logarithm of the envelope contained
in a 4 second window is modified as follows.

. Seismic records are transformed into sequences of
measureable envelope peaks

. Data associated with each envelope peak are
- magnitude of ground motion
- <ZIrequency
- arrival time.

[f a seismic peak is encountered, we will have timed
the envelope minimum preceding the peak and that following
the peak. BY symmetry considerations, it can be shown from
Rice (1954) that most probab.e occurrences of envelope mini-
ma o a Gaussian time series are approximately 0.3 of the
SMS of the time series; of envelope maxima, 1.5 times the

(S ]
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n

tinguish signal envelope peaks, the envelope level

w
-+ 0q

:I the maxima must be 1.3 to 3 times the adjacent ainimum

S. After applying this criteria, the magnitude of the
mic signal peaks will be computed as the common logarithm
Pius 3 transmission 3-Zactor to correct for propagation from

& scurce cf known locaczion.
The prodlem o determining accurate frequency measure-
ments Is minimi:zed by avoiding determinations at times where

there are large negative magnitude fluctuations. The fre-
Guency measurements are optimized by determining the fre-

0

ency at maxima of the envelope peaks. Figure III-5 shows
. th
th and (i+1) data

an envelope peak occurring between the i
point on a seismic record.

By interpolation, the envelope peak shown in Figure
III-5 can be modeled by a cosine modulation.

E(t) = E cosw,t .
0

2

This adequately rerresents the time variation of the envelope

in the immediate neighborhood of the interpolated maximum at

toint, x, shown in Figure III-5. Similarly by iaterpolation,
t)

the seismic data, x(t), is interpolated between points i and

P

~lt) = E(t) sin (w_t + ¢o)

w.t 3 s e 3 w T
E,cos w,t [cos 9,8in w t + sin ¢ _cos w_t]
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$E lcos o [sin(w +w,)t + sin(w_-w,)t]

- sin o [cos(wo~w2)t + cos(w-wz)t] i,

ee that even under these ideal conditions of measuring
Ireguency at the envelope peak, time varying phase angle
gstimates of the Irequency could be seriously in error due
t0 envelope modulations of angular frequency, w,. Nonethe-
-2ss, at the interpolated maximum envelope peak an unbiased
ITeguency estimate can be obtained by combining envelope and

e angle measurements with the time derivative of the seis-
trace, as

x'(o) =

dxgt) _ - .
= W, E cosg .

dt It=0 0
Since the Hilbert transform or quadrature filtered seismic

trace, y(t), is x(t) phase shifted 900; the time derivative
is
-wOE051noO .

. at It=0

aus, an unbiased estimate of the Zrequency is ottained,

: . Vx'(o)® + vi(e)? (III-4)

o] 27
0

)
try

27 the interpolated maximum envelope peak. This requires
time derivatives of the seismic trace and its Hilber:

(23]
(n
o)
O
1
%
(@]
—
+—
—
'

)

0

el 0t 3 S



crm and measurements of the envelope at that point.
3v zpplyving the preceding analvsis, it can be shown that by
ling envelope modulations at inflection points as a con-

stant envelope value £y plus a sinusoidal modulation
T, the slope at such a point is given as

e ! = = = £ 4 o A ’
(o) . |t=0 E W, cosd AEwosine .

ce AEOw i1s the derivative of the envelope function at t=0,
we see that computing frequencies at points other than the

ak of the envelope function yields bias due to the slope
of the envelope function. Thus, equation (III-4) should be
used to compute frequency at interpolated envelope peaks to
avoid bias due to envelope modulation.

The problem of phase modulation caused by random inter-
ference of other frequencies is another source of error.
Near peaks and troughs of the random phase angle modulation,
the correct frequency will be given by equation (III-4).
Near czero crossings, maximum positive or negative deviations
Zrom the correct frequency are caused by phase modulations.
Unforzunately, if we only measure frequency at envelope peaks,
we are exposed to this source of error. But, if we initially
estimate the frequency by equation (III-4), data conditioning
can be carried out to minimize this source of error.

The time series containing the envelope peak, can be
interpolated ané filtered by a handpass filter of sufficient
bandwidth to pass the peak without distortion. This is given
oy Rice (1954) both for an ideal (square) bandpass filter and

W

o eguivalent bandwidth Gaussian bandpass fil=er. Such

ENSCO, INC. III-30
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Iiltering about the initiallvy estimated frequency will re-
2iuc2 phase modulation errors.

Further reduction of phase modulation errors is possible
5y averaging the frequency measurements over a time span
covering that portion of the time series exceeding the most
rrobable occurring envelope from some hypothetical Gaussian
input giving rise to the observed envelope peak. This can
Se determined approximately and robustly by measuring the
firequency at points about the envelope peak which ares above
the median envelope level. To avoid errors due to envelope
modulation, the filtered data x(t) and the Hilbert transform

v(t) are transformed to minimize the effect of envelope
moculation.

u(t) = x(t)(E,/E(t))

v(t) = y(t)(E,/E(t)) .

The time series u(t) and v(t) are substituted for x(t) and
v(t) in equation (III-4). Since envelope modulation effects
are reduced by this process, the frequency can be measured
at all points in the neighborhood of the envelope peak above
the median of the envelope function defining the peak. By
applying this procedure to measure the frequency associated
with each observed peak envelope we expect to obtain more
Precise estimates of frequency than those previously obtained
ov Unger and others. Our frequency estimates will be more
Precise and minimally biased by minimizing errors caused by
eénvelope and phase modulation.
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3v measuring seismic ground motion with the above tech-

nizue, we expect to obtain accurate magnitudes corresponding

10 obtserved envelope peaks. In addition, estimates of the
Zominant Zrequency of ground motion will be associated with
e 2

n
bserved envelope peak. The arrival time of each peak
e taken as the time of the first envelope minimum
crecading the observed envelope peak.

The iaput to such a basic ground motion measure package
g B th . : P .
weuld be the n derivative of ground displacement
s

(n=-1,0,1,2,3); the output of a sequence of envelope peaks,
each specified by

° Magnitude
° Frequency

o Arrival time.

Seismic records will be converted sequentially into five
derivative ground motion time series. In turn, each of these
derivative ground motion traces will be transformed into a

8]
3}
(£}

sponding set of the basic ground motion wmeasurements
described above.
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D INTERPRETATION OF BASIC GROUND MOTION MEASUREMENTS OF
NOISE; DATA CONDITIONING

‘ne Zirst step in dssociating basic ground motion mea-

-

ignals from a known event is to distinguish
Possible signals from magnitude peaks associated with seis-

-

mic noise. Each record accessed after locating and timing

S
surements with s

& seismic event will contain approximately one or two minutes
oI seismic noise data starting about 2 or 3 minutes before
the sxpected signal first arrival time and ending about 1
minute before eéxpected signal arrival time. The purpose of
applving a 1 miaute guard gate is to avoid mixing signal data
with that which is to be interpreted as noise. Since ordered
statistics will be used to derive the noise Parameters needed
to detect signals, mixing of a small fraction of signal in-
formation with noise should not seriously affect the deter-
mination of noise parameters. The advantage of the crdered
statistics approach is their robustness. By neglecting
eXtreme large and small deviations effects produced by inter-
mittent malfunctions such as spikes, signals mixed in noise,
e€tC., will be minimized.

Following the Gaussian noise model described in Subsec-
tion A, tie magnitude level bounding 20% of the smallest mag-
es, 56% and 88% are used to derive the most probable

cccurring noise magnitude, as well as the standard deviation
oI pcsitive and negative magnitude deviations. Under the

al Guassian assumption, the negative standard deviation is
e d to be about 2.3 times larger than the positive devia-
t:on and the most probable envelope peak megnitude is expected
Occur at 1.5 times the RMS of the noise. £, however,

ENSCOn, INGE. I =58
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ely bdroadband Gaussian noise is mixed with an extremely
narrowpand (zlmost periodic) component (Rice, 1954), the ratio
¢ negative to positive standard deviation is close to one.
Should this condition pe detected, and should a narrowband of
irequencies be indicated by the ordering of frequency statis-

tics (e.g., 70% of the observed frequencies between the octave
and 0.2 and 0.4 Hz), then the data must be conditioned to re-

move this noise source.

Data conditioning applied to demodulate useful seismic
data from data containing an interfering nearly periodic
noise component is illustrated by Figure III-6. The equations
Ior separating a desired broadband process, Ax(t), from the
mixed data xu(t) are as follows.

By inspection of the illustration and the definition of

variables in Figure III-6, we have the following equations
for demodulation of the small broadband data component Ax(t).

§(t) = m-y(t) - Gf(t) g

3y law of cosines,
1
AR(t) = [Ru(t) * Rgl®) - IR (1) Ry(t) cOs(Ae)]-
where
ie(t) = eu(t) - @f(t)
2 2 )
A2(t) " + Ro(t)° - RU(t)'
cosv(z) = TRt ER(T)
ENSCa, NG III-34
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ay (t)

0 R(#E)
Complex seismic data as seen in x-v plane from 0
Unfiltered data (mixed process)

u
Yy Hilbert transformed unfiltered data
Ru Envelope of unfiltered data

eu Phase angle of unfiltered data

' Similarly (x., Yo Rf, and ef) are complex seismic data
points from the filtered narrowband process

2R Envelope of demodulated data (effect of interfering
narrowband component removed)
1 3 Phase angle of demodulated data

] ix(t) Demodulated broadband data obtained by removing the

strong interfering spectral component x.(:) from
untiltered data xu(t) -

FIGURE III-6

SEPARATION OF A BROADBAND PROCESS FROM THE EFFECT OF A
STRONG INTERFERING NEARLY PERIODIC COMPONENT

s -y
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1x(2) = AR(t) cosé(r) . (III-5)

ing rid of the strong almost periodic component by
iltering is often insufficient because the modulation
all broadband noise component effectively broadens
th of the interfering narrowband process. This
difficult to see signals at Zrequencies near the
interiering spectral peak. This can be seen intuitively by
examining Figure III-6. The broadband data containing much
ner Irequencies moves around point P many cycles while the
strong low frequency interference component moves point P
very slowly. This has the effect of modulating the envelope
Rf, between Rf-AR and Rf+AR. It also modulates the phase FIc
between 0. ttan’l(AR/Rf). These broaden the bandwidth of the
spectral peak. A broader band filter is required to remove
this periodic component.

Having thus conditioned the data, we are in a position

O

$ generating and interpreting noise statistics. At least as
Teasonable approximation, the noise can be interpreted as a

IR

aussian process.

On that basis, we use ordered statistics to robustly de-

Termine the most probable occurring noise magnitudes. This
is done separately for each of the nth derivative seismic

ot
'
m
(@)
[t
n

Although the distributions are skewed, we use a method

th

ae

8]

~
A s

malization which divides positive deviations by a



FOS-t.ve standard deviaticn; negative deviations by a negative
stancard deviation. For the purpose of multivariate analysis,

this ultimately reduces all of the signal detection variables

(3]
[8]
[

lomogeneous set of unit normal noise statistics.

For each n° derivative ground displacement seismogram,
we start with a set of three 3asic Ground Motion measurements.
nNese are the arrival time of an envelope peak, the magnitude,
cZ the envelope maxima, and the dominant frequency.

-
-
- .

m ordered statistical analysis oi the noise data

0
Preceding the window containing signals, we generate statis-
s of magnitude and frequency fluctuations.

One of the main purposes of using a multivariate detector
t0 time and measure signals is to improve our ability to auto-
matically time and measure small signals. These presumably
could be detected as statistically significant deviations of
the frequency or magnitude from values expected of seismic
noise. These would be expected to persist for a duration of
0.5 to 10 seconds (the expected duration of a seismic phase).

For that purpose, we separately determine relationships
Zor positive and negative deviations from the most probable
eccurring noise magnitude. Let AM and fi be the normalized
magnitude fluctuation and corresponding frequency of the ith
cbserved noise envelope peak. Equation (III-6) shows the
equations for determining a statistical noise prediction

model for positive magnitude fluctuations.
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AM=- log I+ a. = m (III-6)

n

observiations
of noise peaks

<
-
1

f

| -

where 1 is a vector of one's; M+, positive magnitude devia-
tions; and £+, the associated frequency of positive magnitude
deviations.

The purpose of (III-6) is to derive a systematic rela-
tionship between positive noise magnitude deviations and
their associated frequency. The relationship is used to pre-
dict the most probable magnitude of noise, m, a constant vec-
tor. Its value is equal © the most probable noise magnitude
derived from srdered statistical analysis of the observed
noise magnitudes.

Similarly equation (III-7), determines a noise predic-
tion error operator b for negative magnirtude fluctuations
which utilizes the Irequency of observed noise peaks to
minimize their deviation from the most probable observed

..._‘
._l
[
o
—

1
1AM~ log £ b, - m (II1I-7)
b
R v v L ¥
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onale for this approach is seen in Figure
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(1877) observed a linear relationship between
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dominant Zrequency and phase; or equivalently, the frequency
stancard deviation or bandwidth of seismic signals. This is

w

nown schematically in the hypothetical relationship in

.

Te III-7., Note that negative magnitude fluctuations are

)
w  yq
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ot
=8

lated as broader bandwidth (higher variance) pulse
. The possible association of higher magnitude £luc-

t
{:
W
ot
'l-

ons as more coherent lower frequency noise pulses of
eguivalent seismic energy seems to be a plausible concept

cr the noise prediction error model of equations (III-6)
and (III-7).

Given that the noise prediction error model works as
expected, it will significantly reduce the variance of noise
magnitude fluctuations. This results in more reliable extrac-
tion of signals of known seismic events. Even small magnitude
fluctuations caused by weak signals can then be more reliably
associated with known events, timed, and measured. The ap-
plication of equations (III-6) and (III-7) is expected to re-
sult in sufficient reduction of the standard deviation in the
magnitude of noise peaks, that small signal pulses greater
than two standard deviations of the noise peaks will reliably
De detected by Unger's algorithm discussed in Section II.

An important part of our signal extraction strategy is
se frequency measurements as a dependent variable for
detecting weak signals which are as much as a half magnitude
Selow the noise level. We do this by applying ordered sta-

S to measurements of the frequency of noise peaks.
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Linear Relationship 3etween Positive
Magnitude Fluctuations and FTequency

Asymptote of Spectral Peaks
Of Noise Pulses Causing
Magnitude Fluctuation

Linear Relationship Between Negative
Magnitude Fluctuations and Frequency

« logf =~
! = Most frequently obseived magnitude of noise
M = Noise magnitude
AM® = M-m  if Sgn (M-m) > 0
M- = M-m 1if Sgn (M-m) < 0

log £ = Log of dominant frequency of envelope peaks

FIGURE III-7
AYPOTHETICAL MODEL SHOWING MAGNITUDE FLUCTUATIONS OF NOISE:

HIGHER FREQUENCY ENVELOPE PEAKS ASSOCIATED WITH 3ROADER
3ANDWIDTH AND LOWER AMPLITUDE; LOWER, WITH NARROW

BANDWIDTH AND HIGHER AMPLITUDE
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that purpese, we
tive and negative
Since we do
v Zluctuations to
The

skewed. median

probable occurring frequency of noise envelope peaks.

:
huim /O

dered Zrom lowest to highest frequency.

e.

-
- -

equency,

F,

separately determine relationships
deviations of the frequency of

not have a statistical model of
draw on, we assume that the dis-

is taken as

tive and negative standard deviations are then at the

percentile of observed frequencies of noise

Let Afi be

cbserved frequency fluctuation and Mi the associated
Following the methodology resulting in equation

(III-6), we have the corresponding equations for observed

20sitive

-

(I

-

frequency fluctuations.
1 1 <y
CH
Af-b M* -
Ca
b o
v v

tioRns .
1 1 1 dl
d,
1 AZT M7 =
= DU a
3
¥ ; 3 - -
L -
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(I11-8)

Following the methodology of equation (III-7), we have a cor-

Testonding equation for observed negative frequency £fluctua-

(III-9)

[ T e |



The purpose of (III-8) and (III-9) is to derive a sys-
eguency zZluctuations and the

ct
({7}
23

a

b

-
[} -

. ¢ relztionship between fre
magnitude measurement associated with each observed frequency
Iluctuation. The physical motivation was shown in Figure
I2I-7. This procedure is expected to minimize the variance
¢ Irequency Zluctuations of noise peaks. This technique

maxes It possible to detect weaker signals.

For some signals we expect that it will be preferable
T2 time, extract, and measure signals based on significant
magnitude fluctuations. In other cases, we expect it will
be perierable to use Irequency measurements as the dependent
variable for this purpose. Unger (1978) showed that phase
angle criteria is at least 6 dB more sensitive in detecting
weaX signals than is amplitude. Since frequency is a phase
modulation measurement, it should be a more sensitive cri-
teria for detecting those signals of significantly different
frequency than is noise. For example, it is commonly ob-
served that regional Lg phases can be most easily recognized
by abrupt frequency changes. For these reasons, we will ap-
tlv both the magnitude and the frequency criteria to time,
extract, aad measure weak seismic signals.

The operators a, b, ¢, and 4, in equations (III-6)
through (III-9) are derived from the analysis of noise data
ovided at the front end of each record. These are optimum
eritors for removing the effects of frequency fluctuations
Ircm magnitude measurements and magnitude fluctuations from
Ireguency measurements. DPositive and negative fluctuations

separately treated. Letting the matrix ocrerator G or H,

represent noise observations and the vectors g or h, one of

e T e — bbb U R .




zne desired operators for removing the effect of fluctuations;

least squares solution as follows. For
e

¢t a (III-10)

Zor estimating frequency,

A= (HH)THTE . (III-11)

As was done for scaling discriminants in the Event
Identification Experiment, more robust determination of g and
2 can be obtained from small samples subject to occasional
large errors. This is done simply by altering the rules for
vector dot multiplication by replacing x°y with N times the
median of {xiyi}, where i=1,2,...,N. Since matrix multiplica-
tion involves a set of vector dot products, robust determina-
tions involve a set of sort operations for median determina-
tions. It is noted that if statistical deviations are normal-
ly distributed and N is very large, robust determinations of
the cperators are equivalent to least squares estimates.

The purpose of applying the operators to measursments of
envelope peaks i1s to obtain minimum noise variance estimates

of magnitude, m, and frequency, F. These, obtained from each

th

of the n derivative ground motion measurements, are desig-

nated . Fn. The weak signal extraction problem gets down

tc distinguishing the ten element multivariate vector

(m_., F_5, My FO,...,mS, FS). It is perhaps worth noting
that m; versus F; has been used as an effective discriminant
(referred to as the third moment method) between earthquakes
ENECO,; INE. I1I-43
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ind explosions. It is not unreasonable to expect this
muliivariate signal extraction process to distinguish various
trres of events as well as distinguish signals from noise.

E. MEASUREMENTS ON ENVELOPE PEAKS; POST-FILTERING

5 Statistically Independent Estimates

g and

2 Zor obtaining m and F. m is the magnitude fluctuation as-

In Subsection D, we derived correction operators

sociated with an envelope peak corrected for its apparent
Irequency devendence; F the frequency fluctuation corrected
Zor its magnitude dependence. The corrections were designed
to minimize the variability of noise fluctuations. The pur-
pose of this correction was to maximize the sensitivity for
automatically detecting, timing, and meaéuring weak signals
occurring in some unknown position of the accessed time
windows of a known event. Any statistically significant de-
viations of m and F from values expected for noise can then
oe interpreted as possible onsets of seismic signals.

The first step in analyzing noise measurements of m and
¥ is to normalize m and F to unit normal variates by applica-
icn of ordered statistics. By subtracting the most probable
cccurrence from each variate and dividing by the appropriate
Positive or negative standard deviation, m and F are reduced
“0 approximate unit normal statistical variates Z(m) and I(F).
The observations of i(m) and I(F) are operated upon by rota-
tioral transformation operator, Q, which transforms them to

=NECO, INC. III-44



2'im) and I'(F) which are statistically independent. This
oreration is shown by equation (III-12).

X ol ] — ]

=Z 1 1 Q 1 1

==

S zm) (R - Z'(m) Z'(F) (I1I-12)

.:_;

E=

= ¥ ¥ v %

A S

=ZL J . 4

where Q is a 2x2 matrix. By taking the transpose of the ob-
servation matrix and applying it to both sides of equation
(III-12) we obtain a least squares determination of Q .

[var(zcm)} cov{z(m),Z(F)} 1.0 0
RQ = Q| = (LEL=XS)
tcov{Z(m), Z(F)} var{Z(F)} 0 1.0

The solution for Q is simply obtained as the inverse of
the covariance matrix, R, of magnitude and frequency fluctua-
tions. Q, by definition, and when applied to observations
<(m) and I(F), produces Z'(m) and I'(F) which are statistically
incdependent variables for detecting signals by significant
magnitude or frequency £fluctuations from noise. Since m and
F have been pre-conditioned to remove any obvious dependencies,

1 will be a very stable operator. The

it is expected that R’
rotation operator Q is applied to remove any apparent depen-
dency between m and F so that the assumption of independent

Gaussian statistics is val:.d.
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As desired, we now have formulated two independent
s fcr detection signals. I'(m) is an approximate
ormal statistic for detecting signals by their unusually

n
ot
(8]

| &4
8}
[N
ct
e |

magnitude fluctuations from noise. 2'(F) detects small
s based on unusually large changes in frequency from the

ct
'y b

robable frequency occurrence of noise.

1. Bandwidth of Envelope Peaks and Post-Filt ering of
Signals

: : : - . . th
Cur rationale in separately searching for signals in n
erivative ground motion traces of a record containing signals

1II-4. The basic idea was to whiten signals between pairs of
corner frequencies governing the spectrum of a signal. For
example, a Brune model source can be considered to be a low
pandpass white source of ground displacement (0th derivative)
UD to near the corner frequency and a high bandpass white
source of ground acceleration (an derivative) above the
corner frequency. Suppose such a source was measured with
seismic data which are band limited between f and f,. Then
tie bandwidth of ground displacement would be expected to be
12 (depth) = fC 1? where fc is the corner frequency; of
ground acceleraticn, Af(accel) = fz-fc. By separately analy:z-
ing all five motion derivatives between -1 and 3 we expect to
obtain physically meaningful band-limited white representation
cf the source in different portions of the spectral band. By
measuring one or more detected envelope peaks; their magnitude,
-Tequency and bandwidth; we expect to obtain useful source-
related information.

ENSCO, INCs ITI-46
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Rice (1€33) analyzed the problem of determining the rate
a elcpe peaks are passed by a band limited white
Guassian iaput. If the average time between envelope peaks
o AT seconds, then the effective bandwidth of the
nCise process, AS, is derived by Rice as

dTaT = 1.8@ . (III-14)

aus, 1I we observe noise envelope peaks occurring on an aver-
age interval of A' seconds, then the effective bandwidth of
the ncise process can be approximated as 1. ;6/AT Since
Unger (1978) demonstrated that seismic noise envelone measure-
ments can be reasonably modeled as a Gaussian process, this
should be a reasonable assumption for samples of noise of long
duration.

A more interesting parameter, which can be applied to
observations of individual envelope peaks is the relationship
between the measured pulse width of envelope peaks. Our basic
envelope peak measurements include the start time as the first
significant aminimum preceding the envelope peak and the end
time as the first significant minimum following the envelope
peak. Definiag the measured pulse width of noise, Tn’ as the
average pulse width of noise envelope peaks, then we can de-
termine a constant, a, which relates measured pulse width to
\Lnas a Tn' This yields a relationship between effective
bandwidth and measured pulse width as

a7 * aat . (III-13)
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ne rurpose oI measuring the effective bandwidth of an envelope
cuencs oz envelope peaks is to post-filter weak sig-
Ne Zilter will enhance the signal-to-noise ratio of
als as part of the signal extraction process and to
nd to enhance the quality of subsequent signal mea-
. Figure III-8 shows examples of post-filters ap-
slied to extracting weak signals. Af is the full bandwidth of
Iilter designed to pass weak signals. For the trapezoidal
zilter, A2, is obtained from equation (III-14). For the Gaus-
i i r, £, it was derived by Rice (1954) and is shown
ov equation (III-16).

AfAT = 0,67 . (III-16)

Rice's derivation was on the basis of the bandwidth passing
the same average amount of power as an ideal bandpass filter.

The approach toward applying post-filtering is to initially
set a high false alarm rate threshold to detect weak signals.
If such weak signals are detected, post-filtering will be ap-
plied. This will be followed by applying a more exacting
tareshold permitting acceptable network operating characteris-
tics for extracting signals.

NG, ITI1-48
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DETECTING COMPLEX SIGNALS

1. Random Signal Characteristics

Due to strength heterogeneity of the source region and
other complicating factors, the signal does not always prop-
agate as a single envelope peak. Such a source can be more
generally characterized as a randomly distributed source
which can be modeled as a cluster of delayed transmissions
over the signal duration, D. Over a longer time scale the
scurce density decays and the signal gradually fades out.

Observations by Aki (1969) of long-time terms of coda
well below the signal level indicate that such coda can be
explained by source and receiver back-scattering at £frequen-
cies dependent only on travel-time from the source. This

ffect can be viewed as an illumination of the medium aear
the earth's surface, all along the path from the seismic
source, and due to multiple scattering of waves observed well
after the signal arrival and at much lower levels than the
signal. The time-frequency scattering function observed near
the source by Aki indicates that the effect fades rapidly due
to spreading, dispersion, and absorpt .on. There he observed
a Zfading amplitude with the dominant period shifting rapidly
to longer periods with time elapsed £rom the event origin
ine. The same dominant periods are seen at a simultaneous
time delay from the origin time of the scurce, at different

81
(]

ceiver sites, at varying distance from the source.
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A completely different coda model is relevant to the
ignals. It stems from the concept of a seismic
tad randomly in time and space. Here our con-
etermining a B-Zfactor correction applicable to
Zading coda measurements. We view the signal as a uniformly
ed random source modeled as shot noise over the sig-
on, D. This will be characterized as a cluster of
peaks oI approximately the same magnitude and of
ar spectral characteristics. For times greater than D,
ntinue to see delayed replicas of the signal, the only
T
u

time. This differs from Aki's model in that it pertains to
short-term time delays at initial magnitudes close to that
oI the signal. This particular model was used to simulate
earthquakes by Shoup and Sax (1974). It realistically pre-

n.

icted the time-span of visible signals over a wide range of
magnitudes. The fading shot noise coda model B-factor cor-
rection is given by equation (III-17).

ABCCT) = a log (/D) + c, (t>d) (I1I-17)

wihere T is the elapsed time from :he start of the signal.
This is in contrast tc Aki's model., where he computes decay
with time as the elapsed time from the origin time of the
event. This model is considered valid only for short-term
decay of signals where Aki's model is valid for the long-
tern decay occurring well after the arrival of the signal.
ne initial evidence for the coda B-factor correction of
eguaticn (III-17) was obtained from an attempt to calculate
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consistent magnitude estimates from measurements of frequency-
wave number peaks.

An example is shown on Table III-1, where data were ex-
tracted from measurements of spectral wave number peaks de-
tected by the program FKCOMB by Smart (1972). There, the
peaks were measured with varying time windows of 3.2, 6.4,
and 12.8 seconds. The data were treated as a stationary
random process with each spectral component averaged over the
respective time window. The effect observed was consistent
fading of the average amplitude as progressively longer time-
windows were analyzed. Note on the bottom of Table III-1
that the B-factor increases by 0.1 for each doubling of the
time window used to sample the earthquake.

Consistent with observing a number of events, the re-
lationship of equation (III-17) is a simple coda decay model
reflecting these results. The parameters a and ¢ in equation
0.15. This im-
plies a model where the coda amplitude, Ac(t), drops to about

n

(III-17) were estimated at a = 0.33 and ¢

0.7 of the signal amplitude after duration, D, and decays with
the dimensionless factor (/D) raised to the -0.33 power.
This 1s shown by equation (III-18).

Acle) = 0.7 (/D)7 0073, (2>D). (I11-18)

This decay model was observed to be consistent with modified
3-factors computed empirically for determining magnitudes
rom spectral wave number peaks. It is considered applicable

Ht,

rh

or the decay immediately following a signal of duration, D.
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TABLE III-1
TIME WINDOW EVALUATION

P-Wave, 3ack Azim = 114.5, A = 44,89,
Start 163/1226 56.4, End 163/1927 10.

NOA MB 5,0

LASA My 5.1

£f-X Peaks
3, 1971

Sub-Array F-4, LASA

PERIOD (SECQ)

WINDOW (SEC)

TIMI

| 3.AZIM. 3.2 [2.3 1.8 1.5 1.5 1.1 Jo.o la.8 [0.7 Jo.s
5.2 [ 111 |--- -0 110 [--- ‘108 |110 illé EER
4 {
| 6.4 98 [--- |--- 111 [114 '118 (112 (114 '116 |110
n 12.8 | --- 115 101 |101 |115 l--- 113 (112 -~ 111
dt/da |
5.2 3.43)--- .-~ 19.20]--- [6.40[7.047.66 --- |---
6.2 7.46]--- 1--- 17.3017.33'10.6/7.25 7.40 6.2316.40
| 12.3 "-- (5.14 7.46 6.92[7.34 - 17.60!7.14 --- !6.12
LE:Stat | '
3.2 84 [--- --- 204 --- |137 1194 | 95 - ..
! ‘ ‘.
6.4 77 |eee --- |248 |189 | 88 l160 | 87 194 (242
12.8 --- (105225 (250 193 '--- 108 | 99 --- i132
MAG
3.2 5.1 '-es -es 5.2 ce- 4.9 5.2 5.2 aon oon
6.4 5.0 f--- --- 5.1 13.1 4.7 5.2 5.1 4.8 id4.9
12.38 === /5.0 5.0 (5.0 4,9 ;--- 35,2 5,2 --- 4.3
1 2.8 ) (3.2 Sec. Time Window)
MAG' = Log (P%/T) + 2.¢ ? (6.4 Sec. Time Window)
5.0 | (12.8 Sec. Time Window)
INSCS, INC. e
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It was Zurther observed with FXCOMB that spectral wavenumbers
in the coda Zollowing a signal peak indicated frequency peaks,

azimuths, and dT/dAs  consistent with those observed at the
nitial signal peak. This provides some support for the shot
1 to describe the initial strong motion character-

stic of earthquake coda.

A8 Onset Time and Duration of a Propagated DPhase

'y
[\

rt of the random characteristics of signals is taken
care of by the assumption of the sudden onset of clustered

1 peaks persisting for duration D, followed by a decay-
oda. For more completeness we need to also consider the
ence time of a signal onset. Since we are detecting

ls on segmented records, there is no need %o continuousl;
update the noise statistics. Therefore, there is no problem
of missing emergent events; only a problem of accurately
timing the beginning of such events. A criteria for the
model of an emergent signal is a sequence of monotonically
increasing envelope peaks. Also, a model for the end of a

nal duration D is a sequence of monotonically decreasing

n
e

1
-

n

nal peaks. Thus, at the onset of a possible signal, the

W g v

wn
ct

81
ct

0 the time window is held stationary as monotonically
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ding peaks are sensed. If the maximum peak of such a

n
1}

cuence passes signal detection threshold criteria, then the

in

tarting point of the emergent signal is correctly ascertained.
Conversely, the end of the signal window is similarly deter-
mined by similarly operating on a monotonically decreasing
sequence oI envelope peaks. If the minimum envelope peak of
such a seguence passes signal rejection criteria, then the

th

end of the signal window is accurately ascertained. In short,
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(,

treating monotonic envelope sequences as single maximum

8]

minimum envelope peaks, signal windows, including those

O

O
by

emergent events, should be accurately timed.

3. Measurement of Propagated Phases

After detecting a propagated phase as a cluster of
nvelope peaks, we determine a time window of onset time, T,

;
fH

nc duration D. The detection status and the magnitude, fre-
uency and bandwidth of each spectral moment is determined

0

y

T each detected signal. Network processing consists of

3

etrieval of this information for all detected phases on the
records associated with the preliminary event location under
consideration. Absorption corrections can be performed at

: some of those stations where signals are detected at anomal-

! ously low frequencies. Unless these absorption corrections

are applied and are sufficient to obtain frequency band con-

vergence, the use of uncorrected data could reduce the

i earthquake/explosion discrimination power of the data. Next,

time anomaly and magnitude consistency criteria can be applied

to refine the process of associating rropagating phases and
upcdating the location of the event. Finally, the measure-
ments <f signals and noise can be analyzed to determine un-
biased estimates of the magnitude of the event and event dis-

¢riminants.

G NETWCRKX STRATEGY FOR RETRIVEING SIGNALS OF SMALL EVENTS

g Ry 3 (I IR S oy, W
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Ve expect to be faced with the problem of identifying
4 small events which are masked by seismic noise. 3y applying
: =NSCO, INC. ITI-33
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Zixed conscan: ‘al

se
alarms, we nmav eep

but at

weakX signals.

is better to have at least

anzlv:ed, it
ccmbined with some false alarms than to
This

omewhat more sensible by the fact that

i

ements to identify the signal.

lll

rocedures will be able to eliminate at

'U

Hl

alse alarms and that network magnitude

compensate to some extent for noisy determinations of

event parameters.,

trieved false alarms to an acceptable level.

alarm rate thresholds to constrain false
such false alarms to an acceptably low
the same time make it nearly impossible to ex-
In the case of low magnitude signals,

c employ a station Variable False Alarm Rate (VFAR)
strategy which raises the expected ratio of retrieved signals

01 the pre-

that an identification is required for all events

one or a few signals
have only noise mea-
strategy is made
network validation
least some of the
determinations will
the

This type of post-automatic association network level

signal analysis eff

surements

t0 more accurate event measurements.

ectively reduces independent signal mea-

It provides

a network view to check the consistency of associated signals.

Signals with reasonable identifiable source and propagation

dsurements can be eliminated.
surenents as well as
identify and weed
outside

seismic phases, and regional phases.
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liracteristics can be passed on while other

"false' signal

Array and polarization mea-
travel times can be used in this contex:
out obvious local events and to identi Iy
the normal teleseismic range, later tele-
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i1 this 2hase of applying network strategies, we define
Sur objective as that of detecting small signals; possibly
even below the most frequently occurring noise level or by

(O]
‘T

vlving multivariate waveform Tecognition procedures. It
is expected that the norrally high automatic detector false
arm rate will be reduced by such multivariate analysis of

W
b

.

nese small signals., Furthermore, network strategies applied

ot

i these measurements such as measurement of travel time
anomalies and magnitude deviations will further reduce such
false alarms to a level which will allow accurate phase
association and location. As previously pointed out, VFAR
tireshold strategies can further reduce false alarms and im-
PTove network multivariate magnitude measurements for event
discrimination.
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SECTION IV
CONCLUSIONS AND RECOMMENDATIONS

A concise description was given for the design of a
multivariate analytic detector to be used as an editor of
short-period seismic signals. The output of such an auto-
natic seismic signal editor could provide additional data
to improve the reliability and efficiency of event identi-

cication.

One of the functions performed by the automatic signal
editor is to extract all of the waveforms which can be pos-
sibly interpreted as signals from the event. These extrac-
tions include long-period surface waves, short-period tele-
seismic P waves, secondary phases, and regional phases.

This information could be automatically inserted into signal
measurement, files and accessed for additional interactive

seismic processing by seismic analysts.

Another function of the automatic signal editor is to
reduce basic grcund motion measuremen.s to multivariate source
discriminants such as event ground motion or spectral moment
magnitudes, including their dominant frequency, bandwidth
and complexity. These signal measurements can be clustered
to identify anomalous events and to calibrate normal earth-
quakes from various source regions. These spectral moment
magnitudes can be interpreted physically, after appropriate
attenuation corrections, as conventional magnitude measure-
ments (log A/ (Dominant Period)) of ground motion; 1i.e., dis-
placement potential, displacement, velocity, acceleration and
jerk. These are band-limited whitened source data in appro-
priate roll-off portions of the signal spectrum. Thelr use
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avoids many problems, including source size-scaling associated

application of narrow bandpass filters to
compute source discriminants

with the arbitrary
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