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Abstract

Solutions of the equation $\varepsilon^2 u^{(4)} + zu^{(2)} + \alpha u^{(1)} + \beta_1 u - \beta_2^2 zu = 0$, where $\alpha, \beta_1, \beta_2^2$ are constants, $\varepsilon^2 \ll 1$, and $z$ is the independent variable are obtained using the Laplace integral technique. This equation describes the propagation of high frequency electrostatic waves near plasma resonance in a magnetized plasma with a longitudinal density gradient and is a generalization of an equation studied by Wasow and by Rabenstein in the context of boundary layer phenomena. The solutions of this fourth order equation in which the associated second order equation (i.e., $\varepsilon^2 = 0$) exhibits both a singularity (at $z = 0$) and a turning point (at $z = \beta_1/\beta_2^2$) fall readily into two classes. One class resembles Airy functions and exists only for $\varepsilon^2$ not equal to zero. In the other class, the solutions are related to confluent hypergeometric functions and can be viewed as solutions of the second order equation with small corrections proportional to $\varepsilon^2$. Using the integral representations of solutions it is demonstrated that each class of solutions can generate the other when the independent variable crosses the singular point. This is the physical phenomenon of mode conversion. Asymptotic descriptions of both classes of solutions are given and the form of the solutions near the singular point is expressed as a power series.

PACS number: 52.35.Fp
1. Introduction

This paper investigates the solutions of a fourth order differential equation which arises in the description of high frequency electrostatic waves near plasma resonance in a magnetized plasma with a zero order density gradient along the magnetic field. The behavior of the electrostatic potential is described by Poisson's equation, which can be written as

\[ \nabla \cdot \kappa \cdot \nabla \phi = i(\omega/c) \nabla \cdot \kappa \cdot A, \quad (1.1) \]

where \( \kappa \) is the plasma dielectric tensor, \( \phi \) the electric potential, \( A \) the vector potential, \( \omega \) the angular frequency of oscillation and \( c \) the speed of light. A harmonic time dependence of the form \( \exp(-i\omega t) \) is assumed. In (1.1) the term containing the vector potential can be viewed as a driving source term, which can be physically identified with an externally launched electromagnetic wave, as might be the case in a laboratory or ionospheric experiment. From this point of view (1.1) can be solved for interesting physical applications by obtaining the appropriate Green's function, a task which requires knowledge of the solutions of the associated homogeneous equation

\[ \nabla \cdot \kappa \cdot \nabla \phi = 0. \quad (1.2) \]

When thermal corrections associated with the motion of plasma along the magnetic field are retained, the plasma dielectric tensor becomes a second order differential operator and (1.2) can be written in dimensionless form as

\[ \varepsilon^2 u^{(4)} + zu^{(2)} + au^{(1)} + \beta_1 u - \beta_2^2 zu = 0. \quad (1.3) \]
To obtain (1.3) it is assumed that the plasma has a linear density gradient with scale length $L$ along the magnetic field direction. This assumption is appropriate for many physical applications and retains the important physical processes. In (1.3) $u$ is the electric potential suitably normalized, and $z$ is the distance along the magnetic field normalized to the density scale length $L$. The small parameter

$$e^2 = (k_D L)^{-2},$$

in which $k_D$ is the Debye wave number. For typical ionospheric plasmas the parameter $e^2$ can be less than $10^{-6}$. The other parameters in the plasma have the values

$$\alpha = 1;$$

$$\beta_1 = (k_i L)^2 \Omega_e^2 / (\omega^2 - \Omega_e^2);$$

$$\beta_2^2 = (\omega/\Omega_e)^2 \beta_1,$$

where $\Omega_e$ is the electron cyclotron angular frequency and $k_i$ is the fixed wave number perpendicular to the magnetic field. In obtaining solutions of (1.3) we do not restrict ourselves to the parameter values given in (1.5)-(1.7). We do, however, assume that all parameters are real and that $e^2$, $\beta_1$ and $\beta_2$ are positive. These assumptions apply to a plasma in which the wave frequency is larger than the electron gyrofrequency (i.e., $\omega > \Omega_e$).
Equation (1.3) supports two distinct classes of solutions: thermal modes and cold modes. The first of these classes represents short wavelength modes in the sense that these solutions exist only when \( \varepsilon^2 \) (and hence \( k_D^{-2} \)) is not zero. The prototype equation for this class is obtained from (1.3) by setting \( \beta_1 \) and \( \beta_2^2 \) equal to zero,

\[
\varepsilon^2 u^{(4)} + \mu u^{(2)} + \alpha u^{(1)} = 0. \tag{1.8}
\]

Equation (1.8) approximates (1.3) whenever the term \( \varepsilon^2 u^{(4)} \) is large in comparison with \( (\beta_1 u - \beta_2^2 u) \). In this situation the solutions of (1.3) can be obtained from the solutions of (1.8) by adding corrections proportional to \( \beta_1 \) and \( \beta_2^2 \). In the WKB sense the thermal class solutions are short wavelength because the term \( \varepsilon^2 u^{(4)} \) in (1.3) can be large in comparison with \( \beta_1 u \) and \( \beta_2^2 u \). As shown in Sec. 3, the solutions of (1.8) are related to Airy functions since they are proportional to the \((\alpha - 2)\) derivative of Airy functions of negative argument when \( \alpha \) is an integer.

The second class of solutions associated with (1.3) is comprised of cold plasma modes in the sense that these solutions exist even when \( \varepsilon^2 \) (and hence \( k_D^{-2} \)) is equal to zero. The prototype equation for the cold mode class is obtained from (1.3) by setting \( \varepsilon^2 = 0 \),

\[
\mu u^{(2)} + \alpha u^{(1)} + \beta_1 u - \beta_2^2 u = 0. \tag{1.9}
\]

The solutions of (1.9) are related to confluent hypergeometric functions. When the term \( \varepsilon^2 u^{(4)} \) is small, solutions of (1.3) can be obtained from solutions of (1.9) by adding small corrections proportional to \( \varepsilon^2 \). In the WKB sense the
solutions in the cold mode class are long wavelength in that \( c'u(u) \) is small in comparison with the other terms in (1.3)

Solutions in the two classes are generally distinguished by the disparity in their wavelengths. However, near plasma resonance \((z = 0)\), the WKB wavelengths of the two modes become comparable and mode conversion occurs. That is, solutions of one class generate solutions of the other class. This mode conversion process is clearly exhibited by solutions obtained in this study.

The second order equation (1.9) obtained from (1.3) by setting \( c^2 = 0 \) exhibits both a singularity at \( z = 0 \) and a turning point at \( z = \beta_1/\beta_2^2 \). The existence of the turning point distinguishes (1.3) from an equation previously studied by Wasow\(^2\) and by Rabenstein.\(^3\) The results obtained by these authors can be recovered in the limit \( \beta_2 \to 0 \). In the plasma application the singularity corresponds to plasma resonance and the turning point to upper hybrid resonance. As shown in Sec. 5 the existence of the turning point profoundly affects the structure of the cold plasma modes and allows for the existence of solutions which exhibit no mode conversion for certain restricted parameter values.

The paper is organized as follows. In Sec. 2 we introduce integral representations for the solutions of (1.3) and describe the contours associated with the solution set. In Sec. 3 the solutions corresponding to the thermal modes are obtained. In Sec. 4 expressions for the solutions corresponding to the cold plasma modes are derived. In Sec. 5, the mode conversion process and the linear independence of the solutions is discussed. Finally, in Sec. 6 the principal findings are summarized.
2. General Properties of Solutions

Since all of the coefficients of \( u \), and its derivatives in (1.3) are linear in the independent variable \( z \), general solutions may be found in the form of Laplace integrals. Following Coddington and Levinson,\(^4\) but using the kernel \( \exp(-sz) \) in the Laplace integral instead of \( \exp(sz) \), we obtain solutions of (1.3) in the form

\[
\begin{align*}
    u(\alpha, \beta_1, \beta_2, \epsilon^2, z) &= \int_C \left\{ \frac{e^{-sz}}{P(s)} \right\} \exp\left[ -\int Q(t)/P(t) \, dt \right] ds , \\
    \text{where} \\
    P(t) &= t^2 - \beta_2^2 ; \\
    Q(t) &= \epsilon^2 t^4 - at + \beta_1 .
\end{align*}
\]

The contours \( C \) in (2.1) are chosen such that, at the endpoints of the contours, the following condition is satisfied

\[
e^{-sz} \exp\left[ -\int Q(t)/P(t) \, dt \right] = 0 .
\]

Using (2.2) and (2.3) we obtain

\[
\begin{align*}
    \int (Q/P) \, dt &= \int \left[ \frac{\epsilon^2 t^4 - at + \beta_1}{t^2 - \beta_2^2} \right] \, dt \\
    &= \epsilon^2 (s^3/3 + \beta_2^2 s) - (a/2) \ln(s^2 - \beta_2^2) \\
    &\quad + \beta \ln[(s - \beta_2)/(s + \beta_2)] ,
\end{align*}
\]

(2.5)
where
\[ \beta = \frac{\epsilon^2 \beta_2^3 + \beta_1 / \beta_2}{2} . \] (2.6)

Inserting (2.5) into (2.1) the solutions can be written as

\[ u = \int_{C} (s + \beta_2)^{\alpha^+} (s - \beta_2)^{\alpha^ -} \exp[-\epsilon^2 s^3/3 - s\tilde{z}] \, ds \] (2.7)

where

\[ \tilde{z} = z + \epsilon^2 \beta_2^2 , \] (2.8)

\[ \alpha^+ = \alpha/2 - 1 + \beta , \] (2.9)

\[ \alpha^- = \alpha/2 - 1 - \beta . \] (2.10)

The endpoints of the contours \( C \) are chosen to satisfy the condition

\[ (s + \beta_2)^{\alpha/2} + \beta (s - \beta_2)^{\alpha/2} - \exp[-\epsilon^2 s^3/3 - s\tilde{z}] = 0 . \] (2.11)

It is worth noting that the basic equation (1.3) is invariant under the transformation

\[ (\alpha, \beta_1, \beta_2, \epsilon^2, z) \rightarrow (\alpha, -\beta_1, \beta_2, -\epsilon^2, -z) . \] (2.12)

Thus another family of solutions of (1.3) is given by

\[ \phi(\alpha, \beta_1, \beta_2, \epsilon^2, z) = u(\alpha, -\beta_1, \beta_2, -\epsilon^2, -z) \]

\[ = \int_{C'} (s + \beta_2)^{\alpha^-} (s - \beta_2)^{\alpha^+} \exp[\epsilon^2 s^3/3 + s\tilde{z}] \, ds , \] (2.13)

where the endpoints of the contours \( C' \) satisfy the condition

\[ (s + \beta_2)^{\alpha/2} - \beta (s - \beta_2)^{\alpha/2} + \exp[\epsilon^2 s^3/3 + s\tilde{z}] = 0 \] (2.14)
In the following we investigate the functions \( u \) as defined by (2.7) in detail and use the transformation (2.12) to obtain the functions \( \Phi \).

The condition (2.11) that must be met at the endpoints of the contours can be satisfied at large \( s \) by choosing the real part of \( \epsilon^2 s^3/3 \) to be positive. Since we have chosen \( \epsilon^2 \) real, this requirement becomes, with \( j = 1, 2, 3 \),

\[
2\pi(2-j)/3 - \pi/6 < \arg s < \pi/6 + 2\pi(2-j)/3.
\]  

(2.15)

Thus as shown in Figure 1, there are three open sectors in the \( s \)-plane of angular width \( \pi/3 \) centered about \( 2\pi/3 \), \( 0 \), and \( -2\pi/3 \) in which the contour may go to infinity and satisfy the condition (2.11). Since we have stipulated that \( \alpha, \beta_1, \beta_2 \) and \( \epsilon^2 \) are real and positive, the quantity \( \alpha/2 + \beta \) is real and positive. Thus the condition (2.11) can also be satisfied at the point \( s = -\beta_2 \) because the quantity \( (s + \beta_2)^{\alpha/2+\beta} \) is then always zero. Since the quantities \( \alpha_+ \) and \( \alpha_- \), while real, are not necessarily integers, the points \( s = \pm \beta_2 \) are, in general, branch points. If the \( s \)-plane is cut from \( \beta_2 \) to positive infinity and from \( -\beta_2 \) to negative infinity along the real axis as shown in Figure 1, the multi-valued function \( (s - \beta_2)^{\alpha_-} - (s + \beta_2)^{\alpha_+} \) in the integrand of (2.7) can be written as

\[
(s - \beta_2)^{\alpha_-} - (s + \beta_2)^{\alpha_+} = (r_1 e^{i\theta_1})^{\alpha_-} - (r_2 e^{i\theta_2})^{\alpha_+}
\]

\[
= \exp[\alpha_- \ln r_1 + i\alpha_- (\theta_1 + 2\pi n) + \alpha_+ \ln r_2 + i\alpha_+ (\theta_2 + 2\pi m)],
\]

(2.16)

with \(-\pi < \theta_2 < \pi\) and \(0 < \theta_1 < 2\pi\). In (2.16) the various branches of the \( \ln \) functions are represented by the integers \( m \) and \( n \) which denote various sheets of the Riemann surface. Each sheet of the Riemann surface can thus be labeled by the pair of integers \((m,n)\). The \( s \)-plane represented in Figure 1 corresponds to the principal branches of the \( \ln \) functions \( m=n=0 \) and is labeled by \((0,0)\).
The endpoints for contours corresponding to solutions of (1.3) must be chosen to satisfy the relation given in (2.11). This condition can be met by choosing the contours that begin and end at infinity in any of the sectors \( j = 1, 2, 3 \) or contours that begin at the branch point \( s = -\beta_2 \) and end at \( s = -\beta_2 \) or, alternatively, proceed to infinity within the numbered sectors. Contours which correspond to solutions in the thermal mode class are shown in Figure 2. These contours begin at infinity in one sector and end at infinity in another sector. The solutions obtained from (2.7) by integrating along these contours are labeled \( A_j \) where \( j \) refers to the sector opposite the contour. For example, the contour beginning in sector 2 and ending in sector 1 corresponds to the solution labeled \( A_3 \). The contour for the solution \( A_2 \) begins in sector 1 and crosses the branch cut along the negative real axis before proceeding to infinity in sector 3. The part of the contour for the solution \( A_2 \) lies in the \((1,0)\) Riemann sheet (i.e., the sheet with \( m = 1, n = 0 \)) and is thus shown as a broken line in Fig. 2.

Contours corresponding to solutions in the cold plasma mode class have at least one end point at \( s = -\beta_2 \) and are shown in Figs. 3(a) and 3(b). The contour corresponding to the solution labeled \( B_0 \) starts at the point \( s = -\beta_2 \), encircles the point \( s = \beta_2 \) in the counter-clockwise direction and ends again at \( s = -\beta_2 \). The contour for \( B_0 \) crosses the branch line along the positive real axis and thus crosses onto the \((0,1)\) Riemann sheet (i.e., \( m = 0, n = 1 \)). The portion of the contour lying in the \((0,1)\) sheet is shown as a dashed line. Contours corresponding to solutions labeled \( B_j \) where \( j \) corresponds to the sector in which they proceed to infinity are illustrated in Figure 3(a). These contours start at the point \( s = -\beta_2 \) and proceed to infinity in sector \( j \) in such a fashion that the radius vector from \( s = \beta_2 \) to a point on the contour moves in the
clockwise direction as the point proceeds to infinity. Thus the contour for the solution \( B_2 \) passes above the point \( s = \beta_2 \). Contours for solutions labeled \( B_j \) are shown in Figure 3(b). These contours also start at \( s = -\beta_2 \) but the radius vector from \( s = -\beta_2 \) to a point on the contour moves in the counter-clockwise direction as the point proceeds to infinity in sector \( j \). Thus the contour for \( \tilde{B}_2 \) passes below the point \( s = \beta_2 \). Note that the contour for \( \tilde{B}_1 \) shown in Figure 3(b) crosses the branch cut along the positive real axis and thus passes onto the \((0,1)\) Riemann sheet. The portion of the contour on the \((0,1)\) sheet is again shown as a dashed line. While not illustrated in Figure 3(a), the contour for the solution \( B_3 \) would similarly cross the branch cut along the positive real axis but in a clockwise direction and thus would pass onto the \((0,-1)\) Riemann sheet. The contours for the solutions \( B_j \) and \( \tilde{B}_j \) \((j = 1,2,3)\) proceed to infinity along the same asymptotic direction in sector \( j \).

Although illustrated only for the principal sheet, the contours corresponding to solutions \( B_j, \tilde{B}_j, B_0 \) and \( A_j \) may begin on any sheet of the Riemann surface. In order to distinguish among functions corresponding to contours on different sheets of the Riemann surface we introduce the notation \( X(m,n;p) \), where \( X \) is any of the solutions \( A_j, B_0, B_j, \tilde{B}_j \), \( m \) and \( n \) are integers specifying the sheet, and \( p \) denotes dependence on the parameters \( \alpha, \beta_1, \beta_2, \varepsilon^2, \zeta \). In this notation the values \( m \) and \( n \) indicate the sheet on which the contour begins. As described above some contours begin on one sheet and end on an adjacent sheet. Thus \( A_2(0,0;p) \) indicates the contour beginning in the sheet with \( m=0, n=0 \) but, as shown in Fig. 2, it ends in the sheet with \( m=1, n=0 \). For brevity of notation we omit the dependence on \( m \) and \( n \) or other parameters unless they are needed to clarify the discussion. Furthermore, if the values of \( m \) and \( n \) are not explicitly indicated the principal values \( m=0, n=0 \) are to be assumed. As an illustration
we have drawn in Figure 3(a) the contour corresponding to the function $B_3(0,1)$. The contour begins on the sheet $(0,1)$ (and is thus shown dashed) and passes onto the principal sheet when it crosses the branch cut extending from $\beta_2$ to positive infinity. Finally, functions corresponding to contours on different sheets are simply related. Employing the notation described above and using (2.16) one can write

$$x(m,n) = e^{i2\pi\alpha} e^{i2\pi\beta} x(0,0).$$

(2.17)

Since the integrand in (2.7) is analytic throughout the entire $s$-plane except at the points $s = \pm \beta_2$, Cauchy's theorem can be used to establish relationships among the various solutions $A_j$, $B_0$, $B_j$, and $\tilde{B}_j$ by using combinations of the appropriate contours. In order to facilitate the derivation of relations among the solutions all of the contours in Figs. 2 and 3 have been combined into Fig. 4. Refering to Fig. 4 and using Cauchy's theorem the following relationships can be established

$$B_2 = B_1 - A_3$$

(2.18)

$$\tilde{B}_1 = \tilde{B}_2 + A_3(0,1)$$

(2.19)

$$B_1 = \tilde{B}_3(1,0) - A_2$$

(2.20)

$$B_3(0,1) = B_2(0,1) - A_1$$

(2.21)

$$\tilde{B}_3 = \tilde{B}_2 - A_1$$

(2.22)

$$\tilde{B}_j - B_j(0,1) = B_0; \quad (j = 1,2,3)$$

(2.23)
The relations (2.18), (2.20) and (2.22) can be readily verified by referring to Fig. 4. To verify the remaining relations it is helpful to picture the contours for \( \tilde{B}_2 \) or \( B_2(0,1) \) as crossing the branch cut which extends from \( \beta_2 \) to infinity. The relations (2.18)-(2.23) prove useful in obtaining, among other things, analytic continuations of the functions \( B_j \) and \( \tilde{B}_j \). Having determined the set of contours which yield solutions of (1.3) in the integral representation (2.7) we next proceed to evaluate these solutions in detail. We first examine the solutions \( A_j \) before proceeding to investigate the solutions \( B_0, B_j \) and \( \tilde{B}_j \).
3. The Solutions \( A_j \)

The functions \( A_j(z) \) are defined by the integral representation (2.7) in which the paths of integration are given by the contours \( C(A_j) \) as illustrated in Fig. 2. In this section we first discuss the asymptotic behavior of the functions \( A_j(z) \) for \(|z| \gg \epsilon^{2/3} \) and then derive a power series expansion which is particularly useful for small argument, \( z \to 0 \). In both cases it is convenient to introduce the transformation

\[
\sigma = \epsilon^{2/3}s; \quad \eta = \epsilon^{-2/3}z; \quad \sigma_0 = \sigma(b_2) = \epsilon^{2/3}b_2, \quad (3.1)
\]

where \( \tilde{z} = z + \epsilon^2 b_2^2 = z \) when \( \epsilon^2 \ll 1 \). Making use of (3.1) in (2.7) we obtain the integral representation

\[
A_j(n) = \epsilon^{-2(\alpha-1)/3} \int_{C'(A_j)} (\sigma - \sigma_0)^{\alpha-1} (\sigma + \sigma_0)^{\alpha+1} \exp[-(\sigma^3/3 + \sigma \eta)] d\sigma, \quad (3.2)
\]

where \( C'(A_j) \) is the image of the contour \( C(A_j) \) under the transformation (3.1).

To evaluate (3.2) asymptotically we employ the saddle point method of integration.\(^5\) We note that the derivative of the exponent \( f'(\sigma) = -(\sigma^3/3 + \sigma \eta) \), namely \( f'(\sigma) = -(\sigma^2 + \eta) \), when equated to zero yields two roots, or saddle points, at \( \eta_s = \pm i\eta^{1/2} \). For our purpose we discard the minus sign and choose the saddle point

\[
\sigma_s = i\eta^{1/2}; \quad \eta = |\eta|e^{i0}; \quad |\eta| \gg 1, \quad (3.3)
\]
from which we deduce that, when $\theta = 0$, $\sigma_s = i\eta^{1/2}$ with $\eta$ real and positive; when $\theta = \pi$, $\sigma_s = e^{i\pi} |\eta|^{1/2} = -(-\eta)^{1/2}$ with $\eta$ real and negative, and finally, when $\theta = 2\pi$, $\sigma_s = e^{3\pi i/2} |\eta|^{1/2} = -i\eta^{1/2}$, with $\eta$ again real and positive. These values of $\sigma_s$ represent the principal saddle points and their location in the $\sigma$-plane is illustrated in Fig. 5. The principal saddle points at $\theta = 0$, $\pi$ and $2\pi$ correspond respectively to the contours for $A_3$, $A_2$, and $A_1$. The other choice of sign, $\sigma_s = -i\eta^{1/2}$, yields nothing new.

The contours $C'(A_j)$ in (3.2), as shown in Fig. 5, are asymptotic to the rays with phase $0$, $2\pi/3$, and $4\pi/3$. Accordingly, making use of (3.3) one has the following argument ranges

$$2\pi(2-j)/3 + 2\pi/3 < \arg \sigma_s < 4\pi/3 + 2\pi(2-j)/3;$$

$$4\pi(2-j)/3 + \pi/3 < \theta < 5\pi/3 + 4\pi(2-j)/3.$$  \hspace{1cm} (3.4)

As shown in Fig. 5, we can use (3.4) to trace the path of the saddle point with $|\eta|$ fixed as $\theta$ varies from $-\pi$ to $3\pi$, or $\arg \sigma_s$ varies from $0$ to $2\pi$. It is seen from Fig. 5 that the chosen saddle point $\sigma_s$ in (3.3) corresponds to the functions $A_3$, $A_2$, and $A_1$ and traces a circle of radius $\sigma = |\eta|^{1/2}$. However, we note that $\sigma_s$ starts just above the right hand branch cut of Fig. 1 and traces a semi-circle in the upper half of the $\sigma$-plane, at which point $\sigma_s$ crosses the left-hand branch cut from the principal sheet onto the adjacent sheet of the Riemann surface, $m = 1$, $n = 0$ in accordance with (2.16), and traces a semi-circle on the lower half of the $(1,0)$ sheet.

We observe from (3.4) that the path of steepest descents for $A_3$ lies entirely on the principal sheet of the Riemann surface and therefore the saddle point integration of (3.2) is independent of the branch cuts, which is to say that the multivalued factors $(\sigma - \sigma_o)^{\alpha-}$ and $(\sigma + \sigma_o)^{\alpha+}$ in the integrand of (3.2)
are assigned their principal values. For \( A_2 \) the path of steepest descents starts at infinity on the principal sheet and terminates at infinity on the adjacent \( m = 1, n = 0 \) sheet thus crossing the left-hand branch cut. However, since the saddle point also crosses onto the \((1,0)\) sheet, the saddle point integration is carried out assuming that the multivalued factors in (3.2) vary continuously as the saddle point crosses the branch cut. Finally, as regards the path of steepest descents for \( A_1 \), we note that it is also independent of the branch cuts but now lies entirely on the \( m = 1, n = 0 \) sheet and, therefore, the saddle point integration of (3.2) evaluates \( A_1(1,0) \). The multivalued factor is evaluated according to (2.16) with \( m = 1, n = 0 \).

Next, we wish to determine the direction of traversal through the chosen saddle point \( \sigma_s \). In the vicinity of \( \sigma_s \) we can write \(-x^2 = \frac{1}{2} f''(\sigma_s)(\sigma - \sigma_s)^2 + \ldots\), where \( x \) is real and positive \((x > 0)\) after passing through the saddle point. In the present instance \(-\frac{1}{2} f''(\sigma_s) = \sigma_s = \text{in}^{\frac{1}{2}}\). Hence, extracting the square root and putting \( w = \sigma - \sigma_s \), we have \( x = \pm(\frac{-1}{2} f''(\sigma_s))^{\frac{1}{2}} w = \pm(\sigma_s)^{\frac{1}{2}} w \). Ignoring the plus sign, writing \(-1 = e^{-i\pi}\) and putting \( \arg x = 0 \) yields

\[
\arg w = \pi - \arg (\sigma_s)^{\frac{1}{2}} = 3\pi/4 - \theta/4
\]

which says that, for \( A_3 \) and \( \theta = 0 \), \( \arg w = 3\pi/4 \); for \( A_2 \) and \( \theta = \pi \), \( \arg w = \pi/2 \), and for \( A_1 \) and \( \theta = 2\pi \), \( \arg w = \pi/4 \). We note that (3.5) gives, for \( A_3 \) and \( A_1 \), the correct direction of traversal through the saddle point in accordance with the arrows drawn in Figs. 2 and 5. However, for \( A_2 \) the direction of traversal is opposite to the direction of the arrow, which gives a minus sign to be attached to the final result for \( A_2 \).
Asymptotically, \(|z| \gg \epsilon^{2/3}\) and with \(\epsilon^2 \ll 1\) yields \(\tilde{z} = z + \epsilon^2 \beta_2 = z\)
and \(n = \epsilon^{-2/3} z\). Furthermore, from (2.6) \(\beta = \epsilon^2 \beta_2^3/2 + \beta_1/2\beta_2 = \beta_1/2\beta_2 = \beta_0\),
from which instead of the exponents \(\alpha_+\) and \(\alpha_-\) defined by (2.9) and (2.10)
we introduce

\[
a_+ = \alpha/2 - 1 + \beta_0 ; \quad a_- = \alpha/2 - 1 - \beta_0.
\]

(3.6)

After this preamble, we can now apply the familiar leading term formula of the
method of steepest descents to compute an asymptotic representation for the
functions \(A_j(n)\) given by the integral representations (3.2). Thus we obtain,
for the saddle point \(\sigma_s = in^2\) and \(j = 1,2,3\), the leading terms:

\[
A_j(y,0;\eta) \sim \sqrt{\pi} \left( -i \right)^{j/2} e^{-2(\alpha-1)/3}(\sigma_s - \sigma_o)^{\alpha_-}(\sigma_s + \sigma_o)^{\alpha_+} \exp\left[ f(\sigma_s) \right] \frac{(1+O(\sigma_s^{-3}))}{[-f''(\sigma_s)/2]^{1/2}}
\]

\[
= \sqrt{\pi} \left( -i \right)^{j/2} e^{-2(\alpha-1)/3}(im^2+\sigma_s)^{\alpha_-}(im^2+\sigma_s)^{\alpha_+} \frac{e^{-i\xi}}{[m^2]^{1/2}} (1+O(1/\xi))
\]

(3.7)

where

\[
\xi \equiv (2/3)n^{3/2} = (2/3)\epsilon^{-1}z^{3/2} ; \quad \bar{\gamma} = \frac{1}{2}[1 - (-)^j] \gamma,
\]

(3.8)

and

\[
\gamma \equiv \begin{cases} 0 & \text{Im}(\sigma_s) > 0 \\ 1 & \text{Im}(\sigma_s) < 0 \end{cases}
\]

(3.9)
We have introduced the factor $\gamma$ to insure the continuity of the function $A_\tau$ as the saddle point crosses the branch cut along the negative real axis. The general solution $A_j(m,n;\eta)$ can be found from (3.7) by using (2.17).

From (3.8) we deduce that for $j = 3$ and $\theta = 0$, $-i\zeta = -(2/3)\eta^{3/2}$ with $\eta$ real and positive; for $j = 2$ and $\theta = \pi$, $-i\zeta = -(2/3)(-\eta)^{3/2}$ with $\eta$ real and negative, and finally, for $j = 1$ and $\theta = 2\pi$, $-i\zeta = (2/3)\eta^{3/2}$ with $\eta$ again real and positive. Finally, to conclude our asymptotic leading term presentation we translate (3.7) into a function of $z$. Recalling that $A_\tau = e^{2/3}\beta_2$, we obtain, after some algebraic manipulations,

$$A_j(\gamma,0;z) = (-)^j(iz^{1/2}/\epsilon - \beta_2)^{a_+}(iz^{1/2}/\epsilon + \beta_2)^{a_-} \sqrt{\pi} e^{-i\zeta} \left\{1 + O(1/\epsilon)\right\}, \quad (3.10)$$

where the multivalued factor is evaluated as discussed above.

In (3.7) we have retained the term $\sigma_\tau$ even though we have assumed $|\sigma_s| >> \sigma_\tau$ (i.e., $|z| >> \epsilon^2\beta_2^2$) in order to preserve the topological structure of the cut $\sigma$-plane. It is useful to obtain a form for $A_j$ in which $\sigma_\tau$ is ignored in comparison with $\sigma_s$ but this procedure will alter the topology of the cut $\sigma$-plane. Ignoring the $\sigma_\tau$ term in (3.7) is formally equivalent to setting $\sigma_\tau = 0$ so that there is a single branch point at the origin rather than two branch points. The multivalued factor in (3.7) becomes $\sigma_s^{a_-}\sigma_s^{a_+} = \sigma_s^{a_-2}$. Taking the branch cut to lie along the positive real axis and the principal sheet to have argument range $0 < \arg \sigma_s < 2\pi$, we see that the argument range for the multivalued factor $(\sigma_s - \sigma_\tau)^{a_-}(\sigma_s + \sigma_\tau)^{a_+}$ in (3.7) exactly coincides with that of $\sigma_s^{a_-}\sigma_s^{a_+}$ when $\sigma_\tau = 0$.

Noting from (2.17) that $A_1(1,0;\eta) = e^{12\pi a^+}A_1(\eta)$ we can then write
\[ A_j(n) \sim (-)^j \sqrt{\pi} p_j e^{-2(\alpha-1)/3} (i\eta^{1/3})^{\alpha-5/2} e^{-i\zeta}, \quad (3.11) \]

where the phase factors \( p_j \) are:

\[ p_3 = p_2 = 1; \quad p_1 = e^{-2\pi\alpha^+}. \quad (3.12) \]

In (3.11) the argument range of \((i\eta^{1/3})\) is from 0 to \(2\pi\).

As mentioned previously the functions \( A_j(n) \) are closely related to Airy functions. This relationship is best elucidated if we consider the case \( \sigma^o = 0 \), which is equivalent to setting \( \beta_2 = \beta_1 = 0 \), with the result that (1.3) reduces to (1.8). Putting \( \eta = \varepsilon^{2/3} z \) in accordance with (3.1) and writing \( \chi(n) \) instead of \( u(z) \), we obtain from (1.8) the equation \( \chi^{(3)} + \eta \chi^{(1)} + (\alpha - 1) \chi = 0 \). When \( \alpha \) is an integer, it can be shown that \( \chi(n) \) is proportional to the \((\alpha - 2)\) derivative of any Airy function of negative argument, i.e., any solution of \( v^{(2)} + \eta v = 0 \).

When \((\alpha - 2)\) is a negative integer the above statement must be interpreted as the \(|\alpha - 2|\) integral of \( v(n) \). The same conclusions follow from the integral representation (3.2) upon setting \( \sigma^o = 0 \); that is, \( A_j(n) \) in (3.11), when \( \alpha \) is an integer, is proportional to the \((\alpha - 2)\) derivative of the asymptotic leading term of an Airy function of negative argument, and hence is a solution of our basic equation (1.3).

We now proceed to discuss the small argument behavior of the function \( A_j(n) \). For this purpose we make use again of the scale transformation (3.1) and the integral representation (3.2) wherein \( \alpha^+ \) and \( \alpha^- \) have their original definitions (2.9) and (2.10). To evaluate (3.2) we first construct the power series expansion

\[ (\sigma - \sigma^o)^{\alpha^-} (\sigma + \sigma^o)^{\alpha^+} = \sigma^{\alpha-2} \sum_{m=0}^{\infty} c_m w^m; \quad |w| < 1, \quad (3.13) \]
where \( w = \sigma_o/\sigma \) and the expansion coefficients

\[
c_m = \sum_{n=0}^{\infty} (-1)^n \binom{\alpha-}{n} \binom{\alpha+}{m-n}
\]

(3.14)

are given in terms of the familiar binomial coefficients. The expansion on the right of (3.13) is absolutely convergent for \(|w|<1\) because it arises from the multiplication of the two absolutely convergent binomial expansions corresponding to the factors \((\sigma-\sigma_o)^\alpha-\) and \((\sigma+\sigma_o)^\alpha+\). This result follows from Cauchy's Theorem on the multiplication of absolutely convergent series. Since the power series (3.13) is absolutely convergent for \(|w|=1-\delta\), where \(\delta\) is an arbitrarily small number, it also follows that the series in question is uniformly convergent \(^7\) for \(|w| < 1 - \delta\). Hence, we can replace the product \((\sigma - \sigma_o)^\alpha-\(\sigma + \sigma_o)^\alpha+\) in the integrand of (3.2) with the uniformly convergent series (3.13) and integrate term by term to obtain, for \(j = 1,2,3\),

\[
A_j(n) = p_j e^{-2(\alpha-1)/3} \sum_{m=0}^{\infty} c_m \sigma_0^m g_j(n,\alpha-m)
\]

(3.15)

where the phase factors \(p_j\) are given by (3.12), and where

\[
g_j(n,\alpha) = \int_{C'(A_j)} d\sigma \sigma^{\alpha-2} e^{-\sigma^3/3-\sigma n}
\]

(3.16)

are the same functions introduced by Rabenstein. \(^8\) In (3.16) the contour \(C'(A_j)\) is chosen such that \(|\sigma| > \sigma_o\) everywhere along the contour, which is the condition for the convergence of the series (3.13).
A convenient expression for the functions \( g_j(n,\alpha) \), \( j = 1, 2, 3 \), is obtained by expanding the factor \( \exp[-\sigma n] \) into a power series

\[
e^{-\sigma n} = \sum_{k=0}^{\infty} \left[ (-1)^k / k! \right] \sigma^k n^k,
\]

which is uniformly convergent in the finite \( \sigma \) plane, \( |\sigma| < \infty \). Introducing (3.17) into (3.16) and integrating term by term we obtain

\[
g_j(n,\alpha) = \sum_{k=0}^{\infty} \left[ (-1)^k / k! \right] \sigma^k n^k \int_{C'(A_j)} d\sigma \sigma^{\alpha-2+k} e^{-\sigma^3/3}.
\]

Putting \( y = \sigma^3/3 \), the integrals in (3.18) become

\[
I_j(\alpha,k) = \int_{C'(A_j)} d\sigma \sigma^{\alpha-2+k} e^{-\sigma^3/3} = 3^{(\alpha+k-4)/3} \int_{H_j} dy e^{-y} y^{(\alpha+k-4)/3},
\]

where the contour \( H_j \) is the image of \( C'(A_j) \) under the transformation.

To ascertain the shape of \( H_j \) consider, for example, \( C'(A_3) \) which begins at infinity with \( \arg \sigma = 0 \) and proceeds to infinity with \( \arg \sigma = 2\pi/3 \). Under the transformation, \( y = \sigma^3/3 \), the contour \( H_3 \) begins at infinity with \( \arg y = 0 \), encircles the origin in the counter-clockwise direction, and proceeds to infinity with \( \arg y = 2\pi \). Therefore, \( H_3 \) is simply Hankel's contour and we can write

\[
I_3(\alpha,k) = 3^{(\alpha+k-4)/3} \int_{(0^+)} dy e^{-y} y^{(\alpha+k-4)/3},
\]

which can be evaluated in terms of gamma functions.
Proceeding in an entirely analogous fashion, we ascertain that the contour $H_2$ starts at infinity with $\arg y = 2\pi$, encircles the origin, and terminates at infinity with $\arg y = 4\pi$, whereas the contour $H_1$ begins with $\arg y = 4\pi$ and ends with $\arg y = 6\pi$. Thus, introducing the abbreviation

$$\rho = \rho(a,k) = (4-a-k)/3,$$  \hspace{1cm} (3.21)

and making use of a generalization of Hankel's integral representation, \(^9\)

$$I_j(a,k) = 2\pi i \exp[\pi i (1 - \rho)(7 - 2j)]/\{3^\rho \Gamma(\rho)\}.$$  \hspace{1cm} (3.22)

Making use of (3.18) and (3.19) we obtain the expansion

$$g_j(n,a) = \sum_{k=0}^{\infty} \frac{(-)^k}{k!} I_j(a,k) n^k,$$  \hspace{1cm} (3.23)

where the functions $I_j(a,k)$ are given by (3.22). Finally, using (3.15) we obtain the power series expansions

$$A_j(n,a) = p_j e^{-2(a-1)/3} \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} c_m \sigma_0^m \frac{(-)^k}{k!} I_j(a - m, k) n^k,$$  \hspace{1cm} (3.24)

where the $p_j$ are the phase factors given in (3.12). These functions, for $j = 1,2,3$, correspond to their asymptotic counterparts $A_j(\eta)$ given by (3.7) and are subject to the same argument ranges for $\eta$ as given by (3.4).
4. The Solutions $B_j$, $\tilde{B}_j$, and $B_0$

The functions $B_j$, $\tilde{B}_j$, and $B_0$ are solutions of (1.3) and are given by the integral representation (2.7), where the corresponding paths of integration are shown in Figs. 3(a) or 3(b). Since we are unable to directly evaluate these integrals, we resort to a perturbation expansion based on the fact that $\varepsilon^2 \ll 1$. Thus expanding (2.7) in a power series in $\varepsilon^2$ we show in the Appendix that, to first order in $\varepsilon^2$,

$$u(\alpha, \beta_1, \beta_2, \varepsilon^2; z) = u(\alpha, \beta_1, \beta_2, 0; z) + \varepsilon^2 \left( \varepsilon \frac{\partial u}{\partial \varepsilon} \right)_{\varepsilon^2=0},$$

where $u(\alpha, \beta_1, \beta_2, \varepsilon^2; z)$ is any of the solutions $B_0$, $B_j$ or $\tilde{B}_j$ and $u_0$ is the corresponding solution evaluated at $\varepsilon^2 = 0$. The expression for $h(u_0)$ is given in (A.2.6) in terms of $u_0$ evaluated at shifted values of the parameters $\alpha$ and $\beta_1$.

We observe that the functions $u_0(z)$ are solutions of the reduced ($\varepsilon^2 = 0$) second order differential equation (1.9) and are given by the integral representation

$$u_0(z) = \int_G (s - \beta_2)^{a_+} (s + \beta_2)^{a_-} e^{-sz} ds,$$

where $a_+$ and $a_-$ are given by (3.6) in terms of $\alpha$ and $\beta_0 = \beta_1 / 2\beta_2$. The contours of integration in (4.2) are those associated with $B_j$, $\tilde{B}_j$, and $B_0$ and respectively yield functions denoted by $b_j$, $\tilde{b}_j$ and $b_0$. Finally, if we introduce the transformation $u(x) = g(x) \exp(-x/2)$ with $x = 2\beta_2 z$ into (1.9), we obtain Kummer's differential equation.
\[ xg^{(2)} + (a - x)g^{(1)} - (a/2 - \beta_0)g(x) = 0, \tag{4.3} \]

which has two independent solutions that, for our purpose, we write as

\[ g_1(x) = M(\alpha/2 - \beta_0, \alpha; x); \tag{4.4} \]

\[ g_2(x) = U(\alpha/2 - \beta_0, \alpha; x), \tag{4.5} \]

where \( M \) and \( U \) are Kummer functions. Since the properties of these functions are well-known, we proceed to obtain expressions for \( b_j, \tilde{b}_j, \) and \( b_0 \) in terms of Kummer functions.

The function \( b_0 \) obtained from (4.2) by integrating along the contour associated with \( B_0 \) is related to the Kummer function \( M(b, c; z) \). This can be demonstrated by using the transformation

\[ s = 2\beta_2(t - \frac{1}{2}) \tag{4.6} \]

in (4.2) to obtain

\[ b_0 = (2\beta_2)^{\alpha - 1} e^{\beta_2 z} \int_0^{(1+) \infty} (t - 1)^{\alpha - 1} t^{\alpha +} e^{-2\beta_2 z t} \, dt. \tag{4.7} \]

The contour in (4.7) is the image of \( C(B_0) \) under the transformation (4.6). It starts at the origin, circles the point \( t = 1 \) in the positive direction and returns to the origin. The integrand in (4.7) is bounded everywhere along the contour for \( |z| < \infty \) so that an expression can be obtained for \( b_0 \) that is valid for the entire \( z \)-plane, as is shown in the following.
The integral representation for the Kummer function $M(b,c;z)$ for $\text{Re}(b) > 0$ is

$$M(b,c,z) = \frac{\Gamma(c) \Gamma(b-c+1)}{2\pi i \Gamma(b)} \int_0^{1+} e^{zt} t^{b-1} (1-t)^{c-b-1} dt.$$  \hspace{1cm} (4.8)

From (3.6) one has $a_+ = \alpha/2 + \beta_0 - 1$, where $\beta_0 = \beta_1/2\beta_2$ is $\beta$ evaluated at $\epsilon^2 = 0$, and since $\alpha, \beta_1, \beta_2$ are taken as real and positive, $\text{Re}(\alpha/2 + \beta_0) > 0$ so that (4.8) can be used in (4.7) to obtain

$$b_0 = (2\beta_2)^{\alpha-1} e^{\xi/2} \left\{ \frac{2\pi i \Gamma(\alpha-a)}{\Gamma(a) \Gamma(1-a)} M(a-a,\alpha,\xi) \right\}$$  \hspace{1cm} (4.9)

where $a = \alpha/2 - \beta_0$ and $\xi = 2\beta_2 z$. Finally using the Kummer transformation

$$M(b,c;z) = e^z M(c-b,c;-z)$$  \hspace{1cm} (4.10)

yields

$$b_0 = (2\beta_2)^{\alpha-1} e^{-\xi/2} \left\{ \frac{2\pi i \Gamma(\alpha-a)}{\Gamma(a) \Gamma(1-a)} M(a,a;\xi) \right\}.$$  \hspace{1cm} (4.11)

An expression for $B_0$, accurate to order $\epsilon^2$, can thus be obtained by combining (4.1), (4.11) and (A.2.6):

$$B_0 = (2\beta_2)^{\alpha-1} \frac{2\pi i \Gamma(a-a)}{\Gamma(a) \Gamma(1-a)} e^{-\xi/2} \left\{ \left[ 1 - (\epsilon^2 \beta_2 h) \beta_1 \right] M(a,a;\xi) \right.$$

$$- \left( \epsilon^2/12\beta_2 \right) \left[ M(a+1,\alpha+4;\xi) - M(a+3,\alpha+4;\xi) \right]$$

$$- \left( \epsilon^2/12\beta_2 + \epsilon^2 \beta_2/4 \right) \left[ M(a+2,\alpha+2;\xi) - M(a,\alpha+2;\xi) \right].$$ \hspace{1cm} (4.12)

From (4.12), the value of $B_0$ can be found to order $\epsilon^2$ for any $z$ with $|z| < \infty$. 
The solutions $B_j$ and $\tilde{B}_j$ are related to a linear combination of the Kummer functions $M(b,c;z)$ and $U(b,c;z)$. The contours associated with the solutions $B_j$ and $\tilde{B}_j$ go to infinity in the sector $j$ in accordance with (2.15) and the integrand of $u_0$ as given in (4.2) has the asymptotic value $s^{a-2} e^{-zs}$. In order to insure that the integrand remains bounded for all $a$ one must require that $|z| > |z_0| > 0$ (for some given $z_0$), and

$$-\pi/2 < \arg(sz) < \pi/2.$$  \hfill (4.13)

However, the subscript $j$ already implies an argument range for the variable of integration $s$ along the contours associated with the solutions $B_j$ and $\tilde{B}_j$. As given by (2.15) these ranges are, for the solutions $B_j$,

$$2\pi(2-j)/3 - \pi/6 < \arg s < \pi/6 + 2\pi(2-j)/3.$$  \hfill (4.14)

From (4.13) and (4.14) one finds that the solutions $b_j$ are well-defined only over certain regions of the $z$-plane, namely,

$$2\pi(j-2)/3 - 2\pi/3 < \arg z < 2\pi/3 + 2\pi(j-2)/3.$$  \hfill (4.15)

Using (4.2) and the transformation

$$s = 2\beta_2 (t + b_j),$$  \hfill (4.16)

yields

$$b_j = (2\beta_2)^{\alpha-1} e^{-\xi/2} \int_{-1}^{\infty} e^{i\theta} t^{a-(t+1)^{a+e^{-\xi t}}} dt.$$  \hfill (4.17)
where the angle \( \theta \) lies in the sector \( j \). The paths of integration given in (4.17) are the image of the contours corresponding to the solutions \( B_j \) under the transformation (4.16). Similarly, from the definition of the \( \tilde{B}_j \) contours, we have

\[
\tilde{b}_j = (2\beta_2)^{a-1} e^{-\xi/2} \int_{-1}^{\infty} t^{a-(t+1)^{a+}} e^{-\xi t} \, dt .
\]  

(4.18)

The integral representation for the Kummer function \( U \) is

\[
U(b,c;y) = (1/2\pi i)\Gamma(1 - b)e^{-b\pi i} \int_{0^+}^{(0^+)} t^{b-1}(1 + t)^{c-b-1} e^{-yt} \, dt .
\]  

(4.19)

In the integral of (4.19) the contour starts at infinity with argument \( \theta \), circles the origin in the positive direction (i.e., cuts the negative \( t \)-axis) and returns to infinity with argument \( \theta + 2\pi \). Since the integrand of (4.19) is analytic in the region between the origin and \( t = -1 \) the contour can be extended to include the point \( t = -1 \); hence

\[
\int_{0^+}^{(0^+)} = \int_{\infty e^{i\theta}}^{\infty e^{i(\theta + 2\pi)}} + \int_{\infty e^{i\theta}}^{(-1)} .
\]  

(4.20)

Using (4.20) and (4.17)-(4.19) yields

\[
\tilde{b}_j - b_j = (2\beta_2)^{a-1} \frac{2\pi e^{i\pi a}}{\Gamma(1 - a)} e^{-\xi/2} U(a,\alpha;\xi) .
\]  

(4.21)

Using (2.23) together with (2.17) one finds that

\[
B_j = \left[ e^{i2\pi a} - 1 \right]^{-1} \left\{ (\tilde{B}_j - B_j) - B_0 \right\} .
\]  

(4.22)
which, for \( \epsilon^2 = 0 \), becomes

\[
b_j = [e^{i2\pi a} - 1]^{-1} \left\{ (\tilde{b}_j - b_j) - b_o \right\}.
\]

(4.23)

Using (4.21) to replace the combination \( \tilde{b}_j - b_j \) in (4.23) and employing the identity \( \Gamma(a)\Gamma(1-a) = \pi/\sin(\pi a) \) gives

\[
b_j = (2\beta_2)^{\alpha-1} \Gamma(a)e^{-\xi/2} U(a,\alpha;\xi) - e^{-i\pi a} b_o \over 2i \sin(\pi a). \]

(4.24)

The relation (2.23) for \( \epsilon^2 = 0 \) gives

\[
\tilde{b}_j = b_j(0,1) + b_o = e^{i2\pi a} b_j + b_o.
\]

(4.25)

Using (4.25) to replace \( b_j \) by \( \tilde{b}_j \) in (4.24) gives

\[
\tilde{b}_j = (2\beta_2)^{\alpha-1} e^{i2\pi a} \Gamma(a)e^{-\xi/2} U(a,\alpha;\xi) - e^{-i\pi a} b_o \over 2i \sin(\pi a).
\]

(4.26)

With (4.11) the relations (4.24) and (4.26) can be used to express \( b_j \) and \( \tilde{b}_j \) entirely in terms of the Kummer functions \( U \) and \( M \),

\[
b_j(\xi) = (2\beta_2)^{\alpha-1} e^{-\xi/2}(\Gamma(a)U(a,\alpha;\xi) - \pi \exp(-i\pi a) \Gamma(\alpha-a) \sin(\pi a) \Gamma(\alpha)/\Gamma(1-a) M(a,\epsilon;\xi)) \}
\]

(4.27)

and

\[
\tilde{b}_j(\xi) = (2\beta_2)^{\alpha-1} e^{-\xi/2}(\Gamma(a)\exp(2\pi i a)U(a,\alpha;\xi) - \pi \exp(-i\pi a) \Gamma(\alpha-a) \sin(\pi a) \Gamma(\alpha)/\Gamma(1-a) M(a,\epsilon;\xi)),
\]

(4.28)

where again \( a = \alpha/2 - \beta_0 \) and \( \epsilon = 2\beta_2 z \).
Expressions for $B_j$ and $\tilde{B}_j$ valid to order $\varepsilon^2$ can be obtained by using (4.27) and (4.28) in the expansion (4.1) in the same fashion that the expression (4.12) for $B_0$ is obtained from (4.1) using $u_0 = b_0$. We do not write out the corresponding expressions for $B_j$ and $\tilde{B}_j$ here but only note that the functions $b_j$ and $\tilde{b}_j$ deduced from (4.2) are obtained under the restriction $|z| > |z_0| > 0$ and within the argument range (4.15). In other words, $B_j$ and $\tilde{B}_j$ can not be evaluated at the point $z = 0$ using the expansion in $\varepsilon^2$ technique. The problem of applying (4.1) at the origin for the solutions $B_j$ and $\tilde{B}_j$ arises because the function $U(a,\alpha;\varepsilon)$ in the expressions for $b_j$ and $\tilde{b}_j$ is singular at the origin ($z = 0$) for $\alpha \geq 1$. However, the behavior of the solutions $B_j$ and $\tilde{B}_j$ for $|z| \to 0$ for all values of $\alpha$ can be found by employing the relations (2.18)-(2.23). For example, multiplying (2.22) by $e^{i2\pi\alpha}$ and using (2.9), (2.10) and (2.17) yields

$$A_2(0,1) = -B_1(0,1) + e^{i2\pi\alpha}\tilde{B}_3.$$  \hfill (4.29)

Using (2.23) with $j = 1$ in (4.29) and (2.19) and (2.22) in the resulting expression gives

$$\tilde{B}_3 = [e^{i2\pi\alpha} - 1]^{-1} \{A_2(0,1) + A_1 + A_3(0,1) - B_0\}. \hfill (4.30)$$

The expression (4.12) can be used to evaluate $B_0$, for all $|z| < \infty$, while the power series expansion (3.24) can be used to evaluate the functions $A_j$ for small argument ($|z| \ll 1$). Thus, expressions such as (4.30) are particularly useful in evaluating $B_j$ and $\tilde{B}_j$ in the neighborhood of the origin. For large values of $|z|$, ...
on the other hand, $B_j$ and $\tilde{B}_j$ are more conveniently expressed using the $\zeta$ expansion of (4.1) in terms of $b_j$ and $\tilde{b}_j$, respectively.

Since the solutions related to the Kummer function $U(a,\alpha; \zeta)$ contain the combination $b_j - \tilde{b}_j$ [c.f. (4.21)] it is useful to construct the combination $B_3 - \tilde{B}_3$ in a form that can be evaluated as $|z| \to 0$. To do this we multiply (2.23) by $e^{-i2\pi\alpha}$ and use (2.17) to obtain

$$B_3 = \tilde{B}_3(0,-1) - B_0(0,-1). \quad (4.31)$$

Multiplying (4.30) by $e^{-i2\pi\alpha}$ and using (4.31) in the resulting relation gives

$$B_3 = [e^{i2\pi\alpha} - 1]^{-1} \{A_2 + A_1(0,-1) + A_3 - B_0(1,0)\}. \quad (4.32)$$

Finally, combining (4.30) and (4.32) yields the desired combination

$$\tilde{B}_3 - B_3 = [e^{i2\pi\alpha} - 1]^{-1} \{(e^{i2\pi\alpha} - 1)[A_2 + A_1(0,-1) + A_3] - (1 - e^{i2\pi\alpha})B_0\}. \quad (4.33)$$

Expressions similar to (4.33) involving $B_2$ and $B_1$ rather than $B_3$ can be found by using (2.18)-(2.22). The expression (4.33) can be evaluated at integer values of $\alpha$ by assuming that $\tilde{B}_3 - B_3$ is an entire function of $\alpha$ and then using l'Hôpital's rule to obtain

$$\tilde{B}_3 - B_3 = \left( [A_2(0,1) + A_3(0,1) + A_1 + B_0(1,0)]/2 ight. \left. + (1/2\pi i)(e^{i2\pi\alpha} - 1)\frac{\partial}{\partial \alpha} A_2 \right) \left. + (1/2\pi i)(e^{i2\pi\alpha} - 1)\frac{\partial}{\partial \alpha} A_3 \right|_{\alpha=n}. \quad (4.34)$$
where \( n = 0, \pm 1, \pm 2, \ldots \). The expressions (4.33) and (4.34) show that the combination \( \tilde{B}_3 - B_3 \) is finite and non-singular at the origin for all values of \( \alpha \).

On the other hand, the expression (4.21) with \( j = 3 \) indicates that \( b_3 - b_3 \) is singular at the origin for \( \alpha > 1 \). Thus the exact solutions of (1.3) are rigorously well behaved at the origin although the restricted expressions obtained by using an expansion in \( \varepsilon^2 \) indicate otherwise, which is a consequence of the singular perturbation character of this problem. Expressions for \( B_2 - B_2 \) and \( B_1 - B_1 \) are readily obtained from (4.33) using (2.18)-(2.23).

Finally, it is instructive to consider a special case in which the parameters \( \alpha \) and \( \beta \) have the values

\[
\alpha = \nu ; \quad \beta = \nu/2 + \mu ,
\]

(4.35)

where \( \nu \) is a positive integer and \( \mu = 0, 1, 2, \ldots \). In this case

\[
\alpha_+ = \nu - 1 + \mu ;
\]

(4.36)

and

\[
\alpha_- = -(\mu + 1) .
\]

(4.37)

In the integral representation (2.7) there is now only an isolated pole of order \( \mu + 1 \) at the point \( s = \beta_2 \). The points \( s = \pm \beta_2 \) are no longer branch points and the \( s \)-plane is no longer cut by branch lines, so that \( B_j(0,1) = B_j \) and (2.23) then gives

\[
\tilde{B}_j - B_j = B_0 .
\]

(4.38)
The contour $B_0$ now encloses the pole at $s = \beta_2$ and from Cauchy's Theorem we immediately have

$$B_0 = 2\pi i R(\beta_2),$$

(4.39)

where $R(\beta_2)$ is the residue of the pole at $s = \beta_2$. Using (4.36) and (4.37) one obtains from the integrand of (2.7) the expression

$$R(\beta_2) = \frac{1}{\mu!} \frac{d^\mu}{ds^\mu} \left[(s + \beta_2)^{\nu-1+\mu} e^{-\varepsilon^2 s^{3/3}} e^{-s^2} \right] \bigg|_{s=\beta_2},$$

(4.40)

Making use of Leibniz's Theorem the expression (4.40) can also be written as

$$R(\beta_2) = \frac{1}{\mu!} \sum_{j=0}^{\mu} \binom{\mu}{j} E_j \frac{d^{\mu-j}}{ds^{\mu-j}} \left[(s + \beta_2)^{\nu-1+\mu} e^{-s^2} \right] \bigg|_{s=\beta_2},$$

(4.41)

where $\binom{\mu}{j}$ is the usual Binomial coefficient and

$$E_j = \left. \frac{d^j}{ds^j} \left(e^{-\varepsilon^2 s^{3/3}} \right) \right|_{s=\beta_2}.$$ 

(4.42)

By defining the small quantity $\sigma_0 \equiv \varepsilon^2/3 \beta_2$ and letting $x = (s + \beta_2)z$, (4.41) becomes

$$R(\beta_2) = \frac{e^{-\sigma_0^{3/3}}}{\mu!} e^{\beta_2 z} \sum_{j=0}^{\mu} \binom{\mu}{j} \left[\sigma_0/\beta_2\right]^j z^{1-v-j} T_j \times \left. \frac{d^{\mu-j}}{dx^{\mu-j}} \left[x^{\nu-1+\mu} e^{-x} \right] \right|_{s=2\beta_2 z},$$

(4.43)
where the polynomials $T_j$ are given by

$$T_j = e^{\sigma_0^3/3} \frac{d^j}{dt^j} (e^{-t^3/3}) \bigg|_{t=\sigma_0} \tag{4.44}$$

and $T_0 = 1$. The expression (4.43) can be further simplified by using Rodrigues' formula for the Laguerre Polynomials

$$L_{\nu-1+j}^{\mu-j}(x) = \frac{1}{(\mu-j)!} e^x x^{1-\nu+j} \frac{d^\mu-j}{dx^\mu-j} (x^{\nu-1} e^{-x}) \tag{4.45}.$$

Using (4.45) in (4.43) one obtains from (4.39)

$$\tilde{B}_j - B_j = B_0 = 2\pi i (2\beta_2)^{\nu-1} e^{-\beta_2 \tilde{z}} e^{-\sigma_0^3/3} \times \sum_{j=0}^{\mu} \frac{(2\sigma_0)^j}{(j)!} T_j L_{\mu-j}^{\nu-1+j} (2\beta_2 \tilde{z}) \tag{4.46}$$

for $\mu = 0,1,2,\ldots$, and where $\tilde{z} = z + \sigma_0^3/\beta_2$. Using (4.44) to evaluate terms in (4.46) results in

$$B_0 = 2\pi i (2\beta_2)^{\nu-1} e^{-\beta_2 z} L_{\nu-1}^1 (2\beta_2 z) + O(\sigma_0^3). \tag{4.47}$$

Note that $\sigma_0^3 = \epsilon^2 \beta_2^3$, so that the correction terms to $B_0$ as given by (4.47) are of order $\epsilon^2$. 
5. **Application to Physical Problems**

In applying the solutions of (1.3) to a physical problem one needs to evaluate the solutions $A_j$, $B_0$, $B_j$ and $B_j$ in the vicinity of the real axis $(\text{Im } z \to 0^+)$. However, the expressions given in Secs. 3 and 4 for some of the solutions are valid only in certain sectors of the complex $z$-plane. Since some of these sectors contain only a portion of the real axis, the expressions given must be extended by means of analytic continuation to include the entire region of physical interest. The process of analytic continuation leads to a mixing of the solutions of the thermal and cold plasma classes. This mixing embodies the physical phenomenon of mode conversion.

In constructing analytic continuations of solutions we will take the imaginary part of the independent variable $z$ to be small and positive. This assumption leads to exponential decay of waves in the direction of propagation and is justified on physical grounds because it corresponds to adiabatic switch-on of the exciter at frequency $\omega$. The analytic continuation of the solutions of (1.3) can be accomplished by using the relations (2.18)-(2.23) which are derived by applying Cauchy's Theorem to the contours defining the various solutions.

The asymptotic expressions for the solutions $A_j$ as given by (3.7) are valid in sectors of aperture $4\pi/3$ as given by (3.4). Since the solution $A_1$ is defined in the sector $5\pi/3 < \theta < 3\pi$ ($z = |z| e^{i\theta}$), which includes the entire region of physical interest, it needs no analytic continuation. Just above the negative real axis $\theta = 3\pi - \Delta$, where $\Delta$ is a positive infinitesimal, the term $\exp(-i\xi)$ in the asymptotic expression (3.7) for $A_1$ varies as $\exp|\xi|$. Thus $A_1$ is exponentially growing near the negative real axis. Along the positive real axis where $\theta = 2\pi + \Delta$ the term $\exp(-i\xi)$ varies as $\exp |\xi|$ so that $A_1$ represents an outward propagating
wave in the WKB sense. The solution $A_2$ is defined in the region $\pi/3 < \theta < 5\pi/3$
which includes the region of physical interest only near the negative real axis
where $\theta = \pi - \Delta$. The term $\exp(-i\zeta)$ in (3.4) for $j=2$ then varies as $\exp(-|\zeta|)$ so
that $A_2$ is exponentially decaying for $\text{Re}(z) < 0$. To analytically continue $A_2$
we use the relations (2.18), (2.20) and (2.22) to obtain (see Fig. 4)

$$A_2 = -A_3 - B_2 + \tilde{B}_2(1,0) - A_1(1,0), \quad (5.1)$$

for $\text{Re}(z) > 0$. All of the functions on the right-hand side of (5.1) are defined
in sectors that include the region just above the positive real axis as can
be verified by (3.4) and (4.15). The relation (5.1) indicates that the solution
$A_2$ undergoes mode conversion when the $\text{Re}(z)$ changes sign. In this paper
we use the term mode conversion to denote a process wherein a solution
of one class produces a solution of the other class. For example, as indicated
by (5.1), a solution of the thermal class, $A_2$, near the negative real axis,
leads to solutions of the cold mode class as well as thermal mode class
solutions near the positive real axis. Finally, the domain in which
the solution $A_3$ is defined includes the region above the positive real axis but
not the region above the negative real axis. Near the positive real axis $\theta = \Delta$
for $j=3$ and $A_3$ varies as $\exp(-|\zeta|)$ thus representing, in the WKB sense, an inward
propagating wave. Using (2.18), (2.21) and (2.20) to analytically continue $A_3$
we find that (see Fig. 4)

$$A_3 = -A_1(0,-1) - B_3 + \tilde{B}_3(1,0) - A_2, \quad (5.2)$$
where all of the functions on the right-hand side of (5.2) are defined in the region just above the negative real axis.

The expressions derived for the solutions $B_j$ and $\tilde{B}_j$ are also valid only in certain sectors of the $z$-plane as indicated by (4.15). The solutions $B_3$ and $\tilde{B}_3$ are defined for the entire region above the real axis and need no analytic continuation. The solutions $B_2$ and $\tilde{B}_2$ are defined only in the region above the positive real axis and must be continued by using (2.21) and (2.22) from which we obtain

$$B_2 = B_3 + A_1(0,-1) \quad (5.3a)$$

and

$$\tilde{B}_2 = \tilde{B}_3 + A_1 \quad (5.3b)$$

Both functions on the right-hand side of (5.3a) and (5.3b) are defined in the region just above the negative real axis. $B_2$ and $\tilde{B}_2$ both undergo mode conversion when $\text{Re}(z)$ changes sign as indicated by (5.3a) and (5.3b) because they generate a solution of the thermal mode class in addition to a solution of the cold mode class. The solutions $B_1$ and $\tilde{B}_1$ are defined for the region just above the negative real axis and can be continued to include the region just above the positive real axis by using (2.18) and (2.19) to obtain

$$B_1 = B_2 + A_3 \quad (5.4a)$$

and

$$\tilde{B}_1 = \tilde{B}_2 + A_3(0,1) \quad (5.4b)$$
Again the solutions $B_1$ and $\tilde{B}_1$ undergo mode conversion when $\text{Re}(z)$ changes sign.

In addition to having expressions for the solutions in the region above the real axis a useful set of four linearly independent solutions must be selected from the general set in order to solve a well posed problem of physical interest. In particular, we have in mind applying the solutions of (1.3) to the inhomogeneous problem in which a driving source is present in the plasma. We thus shall discuss four linearly independent solutions that are convenient in constructing a Green's function for (1.3). The linear independence of a solution set can be formally established by evaluating the system Wronskian. Rather than perform this calculation we defer it to a later paper and only present here a heuristic argument for linear independence.

A Green's function must satisfy certain boundary conditions and we impose these beforehand in choosing our solution set. The boundary conditions we impose are: 1) wave-like solutions must correspond to transport of energy away from the source, and 2) solutions must be bounded as $|\text{Re}(z)| \to \infty$. Since the thermal mode and cold plasma mode classes of solutions have vastly different scale sizes away from plasma resonance, our strategy for identifying a linearly independent set is to select one pair of linearly independent solutions from each class. We are then assured of the linear independence of pairs of solutions from different classes because of their different scale sizes. From the cold mode class of solutions we choose the pair $B_2, \tilde{B}_2$ while from the thermal class of solutions we choose the pair $A_1, A_2$. 
From the solution pair $B_2, \tilde{B}_2$ we next construct a pair of linearly independent solutions, one of which is bounded as $z \to \infty$, while the other is bounded for $z \to -\infty$. This solution pair is

$$B_R = \left[ (2\beta_2)^{1-\alpha/2\pi i} \right] \Gamma(-\alpha) e^{-i\pi\alpha} (\tilde{B}_2(a,\beta_1,\beta_2,\epsilon^2,\zeta) - B_2(a,\beta_1,\beta_2,\epsilon^2,\zeta)),$$  

$$B_L = \left[ (2\beta_2)^{1-\alpha/2\pi i} \right] \Gamma(-\alpha) e^{-i\pi\alpha} (\tilde{B}_2(a,-\beta_1,\beta_2,-\epsilon^2,-\zeta) - B_2(a,-\beta_1,\beta_2,-\epsilon^2,-\zeta)).$$

Note that in (5.6) we have used the transformation (2.12) so that we are assured $B_L$ is a solution to (1.3). The normalization coefficients in (5.5) and (5.6) have been determined using (4.27) and (4.28) and are chosen so that the expressions reduce, when $\epsilon^2 = 0$, to the simple forms given below,

$$B_R = e^{-\xi/2} U(a,\alpha;\xi),$$

$$B_L = e^{+\xi/2} U(a - a,\alpha;\xi),$$

where $a = \sqrt{2} - \beta_0$. In the notation of Slater these two solutions are then

$$B_R = e^{-\xi/2} y_5,$$

$$B_L = e^{-\xi/2} y_7.$$
so that using (5.9) and (5.10) together with (4.1) we find that the Wronskian of \( B_R \) and \( B_L \) is

\[
W(B_R, B_L) = e^{i\pi(\alpha/2+\beta_0)(\xi)-\alpha} + O(\epsilon^2), \tag{5.11}
\]

where \( \xi = 2\beta_2 z \). In (5.11) we have again assumed that \( \text{Im}(z) \) is positive and have ignored contributions to the Wronskian arising from mode conversion. Mode conversion contributes terms to the Wronskian that are a product of cold and thermal terms and thus are rapidly oscillating. The function \( B_R \) is bounded as \( z \) approaches positive real infinity while \( B_L \) is bounded as \( z \) approaches negative real infinity.

The asymptotic form of the two thermal modes \( A_1 \) and \( A_2 \) has been discussed before. The function \( A_2 \) is exponentially decaying along the negative real axis while \( A_1 \) is exponentially growing. Thus \( A_2 \) and \( A_1 \) are clearly linearly independent. Near the positive real axis \( A_1 \) represents an outward propagating wave while from (5.1) we see that \( A_2 \), while undergoing mode conversion, contains an \( A_3 \) term which represents an inward propagating wave so that \( A_1 \) and \( A_2 \) are again linearly independent.

The solution set \( B_R, B_L, A_2, A_1 \) is convenient for constructing a Green's function. If we denote the source location by \( z' \) then the solution pair \( B_L, A_2 \) can be used exclusively for \( \text{Re}(z-z') < 0 \) because they are the only pair bounded at negative real infinity, while the remaining pair \( B_R, A_1 \) can be used exclusively for \( \text{Re}(z-z') > 0 \) because they are the only pair bounded at positive real infinity. While we do not construct a Green's function here we can use the solution set \( B_R, A_1, B_L, A_2 \) to illustrate the type of mode conversion that may occur in a plasma with a driving source.
As an illustration of mode conversion in a physical problem, consider the solution $B_R$ for $\text{Re}(z) > 0$. This cold mode solution as given by (5.5) depends upon $B_2$ and $\tilde{B}_2$ which can be analytically continued to the region just above the negative real axis by using (5.3a) and (5.3b) from which we obtain, for $\text{Re}(z) < 0$,

$$B_R = [(2\beta_2)^{1-\alpha/2\pi i}] \Gamma(-\alpha) e^{-i\pi \alpha} \left\{ B_3(\alpha, \beta_1, \beta_2, \epsilon^2, \xi) - B_3(\alpha, \beta_1, \beta_2, \epsilon^2, \xi) \right\}$$

$$- [(2\beta_2)^{1-\alpha/2\pi (1 + \alpha)}] e^{-i\pi \alpha} A_1(\alpha, \beta_1, \beta_2, \epsilon^2, \xi).$$

(5.12)

We have already indicated that $A_1$ is exponentially decaying near the negative real axis while the combination, $\tilde{B}_3 - B_3$, is defined in the region above the negative real axis and according to (4.21) is proportional to the hypergeometric function $U(\alpha, \alpha; \xi)$ for $\epsilon^2 = 0$. The expression (5.12) illustrates mode conversion in that a solution of the cold class on one side of plasma resonance consists of a combination of cold and thermal modes on the other side of resonance.

We note that in this particular example the amount of mode converted thermal mode is proportional to $1/\Gamma(1 + \alpha)$, and thus can be zero when

$$1 + \alpha = \alpha/2 - \beta = -\ell,$$

(5.13)

where $\ell = 0, 1, 2, \ldots$. When $\alpha$ is an integer, as is the case for a plasma, the condition (5.13) is identical to (4.35). In Section 4 we found that under these conditions the cold mode solutions were everywhere proportional to $B_1$ which in turn could be expressed as a sum involving Laguerre Polynomials [see (3.46)]. Thus at certain special values of the parameter $\beta$ the phenomenon of mode conversion does not occur in the sense that the amplitude of the thermal mode is zero and furthermore, at these values of $\beta$ the cold solutions are proportional to Laguerre Polynomials for $\epsilon^2 = 0$. 
The quenching of the mode conversion process does not occur for all possible solutions, e.g., the solutions $B_L$ for $\text{Re}(z) < 0$, corresponding to a source located in the region $z > 0$. Using (5.6) and the relations (5.3a) and (5.3b) with the proper parameter values, we obtain the analytic continuation, for $\text{Re}(z) > 0$,

$$B_L = \left[ (2\beta_2)^{1-\alpha}/2\pi i \right] \Gamma(2+\alpha_+) \ e^{-i\pi\alpha_+} \left\{ \tilde{B}_3(\alpha,-\beta_1,\beta_2,-\epsilon^2,-\zeta) - B_3(\alpha,-\beta_1,\beta_2,-\epsilon^2,-\zeta) \right\}$$

$$- \left[ (2\beta_2)^{1-\alpha}/\Gamma(1+\alpha_+) \right] \ e^{-i2\pi\alpha_+} A_1(\alpha,-\beta_1,\beta_2,-\epsilon^2,-\zeta) \right]$$

(5.14)

Since $\alpha$ and $\beta$ are positive, $1/\Gamma(1+\alpha_+) = 1/\Gamma(\alpha/2+\beta)$ is never zero and mode conversion always occurs in this case. Furthermore, the mode conversion process is not restricted to the generation of thermal modes by cold modes. The thermal modes also undergo the mode conversion process and generate cold modes. Although the solution $A_1$ does not undergo mode conversion when $\text{Re}(z)$ changes sign, the solution $A_2$ does as is illustrated by the analytic continuation of $A_2$ given in (5.1).
6. **Conclusions:**

By applying the Laplace integral technique we have obtained integral representations of the solutions of the fourth order differential equation (1.3). The solutions are distinguished by the contours along which the integral is evaluated. The solutions $A_j$ are obtained by integrating along contours having both end-points at infinity and have been identified as belonging to a class of solutions characterized by short scale lengths and thus are referred to as thermal modes. The solutions $B_0$, $B_j$, and $\tilde{B}_j$ are obtained by integrating along contours with at least one end-point at the branch point $s = -\varepsilon^2$ and belong to a class of solutions characterized by long scale lengths and are referred to as cold modes. The properties of the exact solutions $A_j$, $B_0$, $B_j$ and $\tilde{B}_j$ have been elucidated by expressing them in terms of more familiar functions using power series and asymptotic expansions.

The solutions $A_j$ have been evaluated for large and small values of the independent variable $z$ by using different techniques. A power series expansion in $z$ has been derived in (3.24) in order to determine the solutions $A_j$ in the neighborhood of the origin. The solutions $A_j$ are clearly finite and well behaved in the vicinity of the origin. For large values of $z$ the functional form of the solutions $A_j$ has been determined in (3.11) using the saddle point method of integration to obtain the leading term in an asymptotic expansion. For real values of the independent variable these asymptotic expressions represent either exponentially decaying or growing solutions or propagating wave-like solutions.

Expressions for the solutions $B_0$, $B_j$, and $\tilde{B}_j$ have been obtained by expanding the integral representation in powers of $\varepsilon^2$. This technique allows an expression to be obtained for the exact solutions $B_0$, $B_j$, $\tilde{B}_j$ in terms of the corresponding solutions $b_0$, $b_j$, $\tilde{b}_j$ of the second order differential equation obtained from (1.3) by setting $\varepsilon^2 = 0$. The expansion (4.12) obtained in this manner for the
solution $B_0$ involves the Kummer function $M(b,c;z)$ and is valid in the entire $z$-plane ($|z| < \infty$). In particular the solution $B_0$ can be evaluated in the neighborhood of the origin using (4.12) and thus is useful in evaluating other members of the cold mode solution class near the origin.

An expansion in powers of $\varepsilon^2$ can be obtained for the solutions $B_j$ and $\tilde{B}_j$ but involves the restriction $|z| > |z_0| > 0$. The expansion involves the corresponding solutions $b_j$ and $\tilde{b}_j$ which contain the Kummer function $U(b,c;z)$ which is not bounded at the origin for $\text{Re}(c) \geq 1$. The $\varepsilon^2$ expansion is helpful in evaluating the solutions $B_j$ and $\tilde{B}_j$ for large values of $z$. The solutions $B_j$ and $\tilde{B}_j$ can be evaluated in the neighborhood of the origin by using Cauchy's theorem to establish relationships among the various solutions as given in (2.18)-(2.23). Thus the solutions $B_j$ and $\tilde{B}_j$ can be expressed entirely in terms of various combinations of the solutions $A_j$ and $B_0$ as shown for $\tilde{B}_3$ in (4.30). Since expressions for the solutions $A_j$ and $B_0$ valid in the neighborhood of the origin have been obtained the solutions $B_j$ and $\tilde{B}_j$ can also be, in principle, evaluated there. Unlike the associated solutions to the second order differential equation, $b_j$ and $\tilde{b}_j$, which can have divergent behavior at the origin for $\alpha \geq 1$, the solutions $B_j$ and $\tilde{B}_j$ are always finite at the origin. The physical interpretation of this result is that the inclusion of thermal effects keeps the amplitude of the electric field finite at plasma resonance through the production of short scale thermal modes. The production of short scale waves near plasma resonance involves the process of mode conversion.

For certain values of the parameters, $\alpha$ and $\beta$, namely $\alpha$ a positive integer and $\beta = \varepsilon^2 \beta_2^3/2 + \beta_1/2\beta_2$ a positive half-integer, the topology of the integration plane is greatly simplified. While the sector structure in the integration
plane remains, there are no branch points but only an isolated pole. The quantities $\alpha_+$ and $\alpha_-$ have integer values under these conditions so that the phase factors $\exp(i2\pi\alpha_+)$ and $\exp(i2\pi\alpha_-)$ are unity and as indicated by (2.17) all solutions $X(m,n)$ are equivalent to the solution $X$ evaluated on the principal sheet. The combination of solutions $\tilde{B}_j - B_j$ is equivalent to the solution $B_0$ as indicated in (4.38). Furthermore, the solution $B_0$ can be expressed as a series of generalized Laguerre Polynomials as given in (4.46) which is convenient for numerically evaluating quantities for physical applications. Finally, we note that as shown in (4.34) the combination $\tilde{B}_3 - B_3$ generally contains an admixture of the thermal mode solutions $A_j$. For these special parameter values, however, the combination $\tilde{B}_3 - B_3 = B_0$, hence it contains no thermal mode solutions. Physically this indicates that mode conversion does not occur at these special parameter values.

The asymptotic expressions given for the solutions $A_j$, $B_j$ and $\tilde{B}_j$ are defined in certain sectors of the $z$-plane as given by (3.4) and (4.15). Not all of these sectors contain the region just above the real axis which is the region of interest in physical applications. The solutions can be analytically continued, however, and it is this process which gives rise to the phenomenon of mode conversion. A solution of either the thermal or cold mode class on one side of plasma resonance gives rise to a combination of both classes on the other side of resonance. Physically the mode conversion process serves to limit the amplitude of the solutions at plasma resonance. Specifically, the solutions of the purely cold plasma ($\epsilon^2 = 0$) which exhibit singularities at the origin now correspond to solutions which are finite at the origin but produce thermal modes through the mode conversion process which carry wave energy away from the resonance region. In addition, for special values of the
parameters, it is possible to construct cold mode class solutions which are finite at the origin without generating thermal mode class solutions. This quenching of the mode conversion process corresponds to a change in the topology of the integration plane in which the branch points become an isolated pole.
ACKNOWLEDGEMENTS

We are grateful to Professor Earl A. Coddington for illuminating discussions concerning integral representations. This work has been supported by the Office of Naval Research under contract number ONR N000014-80-C-0373.
REFERENCES


3. A.L. Rabenstein, "Asymptotic Solutions of $u^{iy} + \lambda^2(zu' + au' + \beta u) = 0$ for Large $|\lambda|$", Archives for Rational Mechanics and Analysis 1, 418 (1958).


7. Ibid., Sections 3.33 and 3.7.

8. See footnote 3.


12. Ibid., Section 6.11.2.


A.1 General expression for the derivatives of $u(z)$

The $n$th derivative of the function $u(\alpha, \beta_1, \beta_2, \varepsilon^2, z)$ with respect to $z$, which we denote as $u^{(n)}$, can be obtained from the integral representation (2.7).

$$u^{(n)}(\alpha, \beta_1, \beta_2, \varepsilon^2, z) = (-)^n \int_{C} s^n (s-\beta_2)^{\alpha_+} (s+\beta_2)^{\alpha_-} \exp(-s^3 \varepsilon^2/3 - s z) ds , \quad (A.1.1)$$

where $C$ is any of the contours discussed in Section 2. To find an expression for the first derivative we note that

$$s = (1/4 \beta_2) [(s + \beta_2)^2 - (s - \beta_2)^2] , \quad (A.1.2)$$

together with

$$u(\alpha+2, \beta_1+2\beta_2, \beta_2, \varepsilon^2, z) = \int_{C} (s+\beta_2)^2 (s+\beta_2)^{\alpha_+} (s-\beta_2)^{\alpha_-} \exp(-s^3 \varepsilon^2/3 - s z) ds ; \quad (A.1.3)$$

and

$$u(\alpha+2, \beta_1-2\beta_2, \beta_2, \varepsilon^2, z) = \int_{C} (s-\beta_2)^2 (s+\beta_2)^{\alpha_+} (s-\beta_2)^{\alpha_-} \exp(-s^3 \varepsilon^2/3 - s z) ds . \quad (A.1.4)$$

Using (A.1.1) with $n = 1$, the expression (A.1.2) together with (A.1.3) and (A.1.4) gives

$$u^{(1)}(\alpha, \beta_1, \beta_2, \varepsilon^2, z) = (-1/4 \beta_2)[u(\alpha+2, \beta_1+2\beta_2, \beta_2, \varepsilon^2, z) - u(\alpha+2, \beta_1-2\beta_2, \beta_2, \varepsilon^2, z)] . \quad (A.1.5)$$
The second derivative of \( u \) can be found in a similar fashion by using the expression

\[
s^2 = (s - \beta_2)(s + \beta_2) + \beta_2^2 ;
\]  
(A.1.6)

we then obtain

\[
u^{(s)}(a, \beta_1, \beta_2, \epsilon^2, z) = u(a+2, \beta_1, \beta_2, \epsilon^2, z) + \beta_2^2 u(a, \beta_1, \beta_2, \epsilon^2, z) . \]  
(A.1.7)

Repeated use of the expression (A.1.7) yields

\[
u^{(n)}(a, \beta_1, \beta_2, \epsilon^2, z) = \sum_{j=0}^{n} \binom{n}{j} \beta_2^2(n-j) u(a+2j, \beta_1, \beta_2, \epsilon^2, z) ,
\]  
(A.1.8)

where \( n = 0, 1, 2, 3, \ldots \) and \( \binom{n}{j} = n!/(n-j)!j! \), are the binomial coefficients. Application of (A.1.5) to (A.1.8) then yields

\[
u^{(2n+1)}(a, \beta_1, \beta_2, \epsilon^2, z) = \frac{1}{4} \sum_{j=0}^{n} \binom{n}{j} \beta_2^2(n-j-1)
\times [u(a+2(j+1), \beta_1-2\beta_2, \beta_2, \epsilon^2, z) - u(a+2(j+1), \beta_1+2\beta_2, \beta_2, \epsilon^2, z)] .
\]  
(A.1.9)

\section{A series expansion of \( u \) in powers of \( \epsilon^2 \)}

In this appendix we outline the procedure for obtaining a series expansion of \( u(a, \beta_1, \beta_2, \epsilon^2, z) \) in powers of \( \epsilon^2 \) and explicitly calculate the first two coefficients of this series. We first assume that the integrand of (2.7) is an analytic function of \( \epsilon^2 \) in the vicinity of \( \epsilon^2 = 0 \) and expand a portion of the
integrands in a Taylor's series about the point $\varepsilon^2 = 0$. We will discuss the validity of this assumption later. The integrand of (2.7) depends on $\varepsilon^2$ indirectly through the parameters $\alpha_+, \alpha_-$ and directly as $\exp[-\varepsilon^2(s^3/3 + \beta_2^2 s)]$. Thus part of the integrand in (2.7) can be written as

\[ (s + \beta_2)^{\alpha_+} (s - \beta_2)^{\alpha_-} \exp[-\varepsilon^2(s^3/3 + \beta_2^2 s)] \]

(A.2.1)

where we have explicitly shown only the first two terms of the Taylor series expansion. The parameters $\alpha_+$ and $\alpha_-$ are simply the values of $\alpha_+$ and $\alpha_-$ at $\varepsilon^2 = 0$, namely,

\[ \alpha_+ = \alpha_+(\varepsilon^2 = 0) = \alpha/2 - 1 + \beta_1/2\beta_2 ; \]
\[ \alpha_- = \alpha_-(\varepsilon^2 = 0) = \alpha/2 - 1 - \beta_1/2\beta_2 . \]

(A.2.2)

Using (A.2.1) in (2.7) we obtain

\[
\begin{align*}
\int_{\mathbb{C}} u(\alpha, \beta_1, \beta_2, \varepsilon^2, z) &= \int_{\mathbb{C}} (s - \beta_2)^{\alpha_-} (s + \beta_2)^{\alpha_+} e^{-zs} ds \\
&- \varepsilon^2(\beta_2^2) \int_{\mathbb{C}} s(s - \beta_2)^{\alpha_-} (s + \beta_2)^{\alpha_+} e^{-zs} ds + (1/3) \int_{\mathbb{C}} s^3(s - \beta_2)^{\alpha_-} (s + \beta_2)^{\alpha_+} e^{-zs} ds \\
&- (\beta_2^3/2) \int_{\mathbb{C}} \ln[(s+\nu)/(s-\beta_2)](s + \beta_2)^{\alpha_+} (s - \beta_2)^{\alpha_-} e^{-zs} ds + \ldots .
\end{align*}
\]

(A.2.4)
Noting that

\[
\int_{C} \ln\left[\frac{(s + \beta_2)}{(s - \beta_2)}\right] (s + \beta_2)^{a+}(s - \beta_2)^{a-} e^{-zs} \, ds
\]

\[
= 2\beta_2 \frac{3}{\beta_1} \int_{C} (s + \beta_2)^{a+}(s - \beta_2)^{a-} e^{-zs} \, ds ,
\]

and using (A.1.1) together with (A.1.9) we obtain

\[
u(a, \beta_1, \beta_2, \varepsilon^2, z) = u(a, \beta_1, \beta_2, 0, z)
\]

\[- \left(\frac{\varepsilon^2}{4\beta_2}\right) \left[\frac{1}{3}\right] u(a + 4, \beta_1 + 2\beta_2, \beta_2, 0, z) + \left[\frac{1}{3} + \beta_2^2\right] u(a + 2, \beta_1 - 2\beta_2, \beta_2, 0, z)\]

\[- \left(\frac{1}{3}\right) u(a + 4, \beta_1 - 2\beta_2, \beta_2, 0, z) - \left[\frac{1}{3} + \beta_2^2\right] u(a + 2, \beta_1 + 2\beta_2, \beta_2, 0, z)\]

\[- 4\beta_2^5 \frac{\partial}{\partial \beta_1} u(a, \beta_1, \beta_2, 0, z)\] + \ldots \quad (A.2.6)

Writing

\[
u_0 - u(a, \beta_1, \beta_2, 0, z) = \int_{C} (s - \beta_2)^{a-} (s + \beta_2)^{a+} e^{-sz} \, ds ,
\]

we can then express (A.2.6) as

\[
u(a, \beta_1, \beta_2, \varepsilon^2, z) = u(a, \beta_1, \beta_2, 0, z) + v^2 (v, u) \bigg|_{v^2 = 0} + \ldots
\]

\[= \nu_0 - \varepsilon^2 h(\nu_0) / 4\beta_2 + \ldots , \quad (A.2.8)\]
where $h(u_0)$ is a functional of $u_0$ and denotes the term in braces in (A.2.6). That is, once the functions $u_0$ (which are independent of the magnitude of $\varepsilon^2$) are known, the behavior of $u(\alpha, \beta_1, \beta_2, \varepsilon^2, z)$ can, at least in principle, be determined for any value of $\varepsilon^2$ provided the Taylor series expansion is valid.

For the Taylor series to be valid the functions $u_0$ must be analytic functions of $\varepsilon^2$ in the neighborhood of $\varepsilon^2 = 0$. Furthermore, the coefficients in the Taylor series must be bounded for all values of $z$. The functions $u_0$ are analytic functions of $\varepsilon^2$ only for the contours corresponding to the solutions $B_\alpha$, $B_j$ and $\tilde{B}_j$ because these solutions become solutions of the second order differential equation when $\varepsilon^2 = 0$. On the other hand, $u_0$ integrated along the contours for $B_\alpha$, $B_j$ and $\tilde{B}_j$ can be singular for certain values of $z$ and the coefficients of the Taylor series are not bounded as $z$ approaches these points. In the problem treated here, for example, singularities in $b_j$ and $\tilde{b}_j$ can occur at the point $z = 0$ for $\alpha > 1$. In this case the expansion in powers of $\varepsilon^2$ is valid only for $z$ bounded away from the origin, i.e., $|z| > |z_0| > 0$, for a given $z_0$, and for $\arg z$ restricted to the appropriate sectors, as given in the text by (4.15).
Figure 1. Contours corresponding to solutions of (1.3) must proceed to infinity in the shaded open sectors labeled 1, 2 or 3. The integration plane is cut along the real axis from $\beta_2$ to positive infinity and from $-\beta_2$ to negative infinity. The plane of the paper represents the principal sheet with $m = 0, n = 0$ in (2.16).

Figure 2. The contours for the solutions $A_1$, $A_2$ and $A_3$ begin and end at infinity. The contour for the solution $A_2$ passes onto the adjacent Riemann sheet with $m = 1, n = 0$ in (2.16) when crossing the branch cut.

Figure 3(a). The contours for the solutions $B_0$ and $B_j$ have at least one end point at $s = -\beta_2$. Contours that cross the branch cut pass onto the adjacent Riemann sheet on which $m = 0$ and $n = 1$ in (2.16) and are shown dashed. The contour for the solution $B_3(0,1)$ starts on the sheet $(0,1)$ and crosses onto the principal sheet.

Figure 3(b). The same as Fig. 3(a) but for the contours corresponding to the solutions $B_j$.

Figure 4. Contours for all of the solutions shown in Figs. 2 and 3 are combined to facilitate the derivation of the relations (2.18)-(2.23).

Figure 5. The position of the saddle point used to obtain an asymptotic representation for the solutions $A_j$ is shown as a function of $\theta = \arg(n)$. The saddle point starts just above the right hand branch cut for $\theta = -\pi$ and traces out a circular path, crossing onto the adjacent $m = 1, n = 0$ Riemann sheet to end just below the branch cut at $\theta = 3\pi$. The contour for the solution $A_1$ lies in the $(1,0)$ Riemann sheet.
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\[ \sigma = i \eta^{1/2} \]
\[ \eta = |\eta| e^{i\theta} \]
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