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1. Introduction

This article consists of three parts: a tutorial introduction to a computer program that proves theorems by induction; a brief description of recent applications of that theorem-prover; and a discussion of several nontechnical aspects of the problem of building automatic theorem-provers. The theorem-prover described has proved such theorems as the uniqueness of prime factorizations, Fermat's theorem, and the recursive unsolvability of the halting problem.

The article is aimed at those who know nothing about automatic theorem-proving but would like a glimpse of one such system. This article definitely does not provide a balanced view of all of automatic theorem-proving, the literature of which is already rather large and technical. Nor do we describe the details of our theorem proving system, but they can be found in the books, articles, and technical reports that we reference.

In our opinion, the limiting factor in progress in automatic theorem-proving is the quality of the mathematicians who are attempting to build such systems. We encourage good mathematicians to work in the field.

1Good places to start on the technical literature are (17) and (3).
2. Tutorial

2.1. From Proof-Checking to Fully Automatic Proof

A formal proof is a finite sequence of formulas each member of which is either an axiom or the result of applying a rule of inference to previous members of the sequence. Typical rules of inference are *modus ponens* and the substitution of equals for equals. A grammar for formulas, a collection of axioms, and a collection of rules of inference together define a logical theory.

For the usual theories of mathematics, e.g. set theory or number theory, it is a relatively modest exercise to write a program called a proof checker that will check, in a reasonable amount of time, whether a given sequence of formulas is a proof. For some theories, e.g. the propositional calculus, it is possible to write a computer program called a decision procedure that will determine whether any given formula has a proof in the theory. But for the usual theories of mathematics, it is theoretically impossible to write a decision procedure. On the other hand, it is theoretically possible to write a semi-decision procedure, that is, a program that will find a proof for any given formula if there is one, but may run forever if there is no proof. For example, one can write the practically useless program that will systematically generate all the proofs in a theory. The challenge of automatic theorem-proving is to write computer programs that find proofs in a reasonable or practical amount of time.

One of the main techniques used to meet this challenge is the invention of heuristic proof techniques — algorithms that analyze the problem at hand and pursue sound and plausible lines of reasoning. Unlike decision procedures, heuristics are not guaranteed to find a proof if one exists. Because the ordinary kinds of mathematical theories, such as
number theory and set theory, are undecidable, heuristics will inevitably be a part of any completely automatic theorem-proving system.

While automatic theorem-provers have occasionally contributed to the proofs of new results in mathematics\(^2\), the kinds of proofs discovered by today's programs would be considered trivial by most mathematicians. But an automatic theorem-prover need not be a first-rate mathematician to be useful. It would be a major accomplishment and have far-reaching practical consequences to produce an automatic theorem-proving program that could follow and detect errors in mathematical proofs described at the level of graduate mathematics textbooks. We will explain this remark when we discuss the applications of our theorem-prover.

2.2. Our Automatic Theorem-Prover

Our work on automatic theorem-proving can be regarded as an attempt to construct a high-level proof checker for elementary number theory and recursive function theory. The basic axioms of our theory are those of Peano arithmetic, plus similar axioms defining ordered pairs. The Peano axioms characterize the natural numbers as follows. 0 is a natural number; if i is a natural number, so is the "successor" of i, usually written s(i); s(i) is never 0; s(i) is s(j) iff i is j. In addition, we are provided with the principle of mathematical induction as a rule of inference: To prove that any formula P(n) is a theorem for all natural numbers n, it is sufficient to prove P(0) and to prove that for all natural numbers i, P(i) implies P(s(i)).

\(^2\)Cf. the papers of Wos and Winker and of Chou in this volume.
Starting from such concepts the user of our system introduces such recursive definitions as "sum", "product", "remainder", etc., and uses the theorem-prover to prove theorems about them. Among the theorems proved by our machine are:

- the existence and uniqueness of prime factorizations (4)
- Fermat's theorem: \( M^{(p-1)} = 1 \pmod{p} \) if \( p \) is prime and does not divide \( M \) (7)
- the existence of nonprimitive recursive functions
- the soundness and completeness of a propositional calculus decision procedure similar to the Wang algorithm (4)
- the recursive unsolvability of the halting problem (8)

To get our system to find proofs for these theorems, the user of the system suggested intermediate steps for the proofs. But the total amount of assistance given by the user was approximately the text that one might find in a graduate level exposition of these theorems.

2.3. Three Heuristics used by Our Program

When, in searching for a proof, does a mathematician decide to make an argument by induction, and how does he decide which formula "\( P \)" to do induction on? Answers to this question are likely to involve a heuristic guess. Furthermore, there are many variants on the induction principle some of which may be more appropriate for a given problem than others, e.g., course-of-values, simultaneous induction on several variables, induction up to certain bounds. The major emphasis of our work has been the development of a heuristic for mechanizing mathematical induction.
The heuristic, which takes several pages to describe fully (4), considers the definitions of the recursive functions that are mentioned in the conjecture and selects an induction argument that is the "dual" of some combination of the definitions. We illustrate our induction heuristic in the next section of this paper.

In addition, our program contains many other heuristics. The most complex select instances of axioms, definitions, and previously proved lemmas to use in a proof. For example, suppose some function symbol f is defined recursively. When does one decide to replace a "call" of f by the definition of f? The main heuristic our program uses is to check whether the recursive calls of f that would be introduced are already in the conjecture at hand. As will be illustrated below, hypotheses about such recursive calls are frequently provided by the induction heuristic.

A third important heuristic in our theorem-proving system is generalization, i.e. considering a harder problem than the one at hand. Generalization seems to be necessary in order to get certain conjectures proved inductively, but generalization is a very dangerous business. The most common form of generalization that our system uses is to "throw away" an induction hypothesis once it has been "used".

2.4. Two Examples

We will now illustrate our induction, expansion, and generalization heuristics by describing our system's proofs of two theorems from elementary number theory: the associativity of multiplication and Fermat's theorem.

The addition function may be defined recursively as follows:
\[ 0^+y = y \]
\[ s(x)^+y = s(x+y). \]

Our program admits such equations as new axioms only after proving that one and only one function satisfies them.

We define multiplication in terms of addition:
\[ 0^*y = 0 \]
\[ s(x)^*y = y+(x^*y). \]

Suppose the user of our program now submits to the system the conjecture: \((x^*y)^*z = x^*(y^*z)\). How does the theorem-prover proceed?

Our program decides to prove this by induction, after ruling out such possible "moves" as considering the cases and expanding some of the function definitions. How does it choose which induction to try? Consider for a moment a simple induction on \(x\). Let \(p\) be the conjecture we are trying to prove. The base case is formed by replacing all the \(x\)'s in \(p\) by 0. The induction step is an implication from the induction hypothesis to the induction conclusion. The induction hypothesis is \(p\). The induction conclusion is formed from \(p\) by replacing all the \(x\)'s by \(s(x)\). Thus, the \(x^*y\) in the induction hypothesis becomes \(s(x)^*y\) in the induction conclusion. But by the recursive definition of "\(*"", \(s(x)^*y\) is equal to \(y^*x^*y\). We say that \(x^*y\) has "stepped through" the induction on \(x\) because, after simplification, it appears in both the induction hypothesis and the induction conclusion.

Given the recursive definition of "\(*"", the occurrence of \(x^*y\) in the conjecture we are trying to prove suggests a simple induction on \(x\). The occurrence of the term \(y^*z\) in the conjecture suggests a simple induction on \(y\), but another term in the conjecture, namely \(x^*y\), does not step through an induction on \(y\). By such considerations our induction heuris-
The base case is trivial: both sides reduce to 0 by the definition of "+". The induction step is more interesting. The hypothesis is
\[ h: (x*y)*z = x*(y*z) \]
and the conclusion is
\[ c: (s(x)*y)*z = s(x)*z. \]

Our program attacks this problem first by simplifying the terms appearing in it. Consider the term \( s(x)*y \) in the conclusion. By definition, this term is equal to \( y+(x*y) \). Since \( x*y \) already occurs in the conjecture at hand, namely, in the hypothesis, our program elects to replace \( s(x)*y \) by \( y+(x*y) \). By such expansions the program reduces the induction conclusion to
\[ c2: (y+(x*y))*z = (y*z)+(x*(y*z)). \]
Since further expansion of any term produces terms not already in the conjecture, our program stops expanding definitions at this point.

Next, the program tries to use its induction hypothesis, \( h \). The right hand side of \( h \), \( (x*(y*z)) \), has stepped through the induction and emerged inside the right hand side of the simplified conclusion, \( c2 \). This permits the program to use its induction hypothesis by substituting the left hand side for the right in \( c2 \). The result is:
\[ c3: (y+(x*y))*z = (y*z)+(x*(y*z)). \]

However, although its goal is to prove that \( h \) implies \( c3 \), our program adopts the
stronger goal of proving conc3, without any hypothesis, on the grounds that the induction hypothesis has been used and should not contaminate future goals. In addition, because the term $x^*y$ also stepped through the induction and now appears on both sides of the equality, the program decides to adopt an even stronger generalization, obtained by replacing $x^*y$ in conc3 by the new variable $w$:

$$\text{conc4: } (y+w)^*z = (y^*z)^*(w^*z).$$

Observe that this sequence of heuristics has led the program to "guess" that multiplication distributes over addition. The program proves this by induction and further expansion. Thus, the system proves the associativity of multiplication without any guidance from the user. It takes our program about 10 seconds to produce the proof described above.

Once the theorem-prover proves a lemma it remembers it for future use. For example, the associativity of multiplication would be used to reassociate any instance of $(x^*y)^*z$ to the corresponding instance of $x^*(y^*z)$. By having the theorem-prover prove key lemmas the user can lead it to the proofs of complicated theorems.

Below we exhibit the proof of Fermat's theorem. Concepts used in the theorem and proof are introduced with recursive definitions, just as we introduced "$+$" and "$*$" above. Each English sentence below corresponds to one formula (lemma) typed by the user and proved by the system. Several of the lines require induction to prove. The proof below was constructed after the system had proved many of the theorems in chapter V of Hardy and Wright's *An Introduction to the Theory of Numbers* (15).

**Fermat's Theorem:** If $p$ is prime and does not divide $M$, $M^{p-1} \mod p = 1$. 
Proof. Let $S(n,M,p)$ be the sequence $(n\cdot M \mod p, (n-1)\cdot M \mod p, ..., 1\cdot M \mod p)$.

In the text below we make the convention that $p$ is a prime that does not divide $M$.

The product over $S(n,M,p) \mod p$ is equal to $n!\cdot M^n \mod p$.

Observe that if $i$ is strictly less than $j$ and $j$ is strictly less than $p$, then $j\cdot M \mod p$ is not a member of $S(i,M,p)$ (Hint: induct on $i$). Hence, if $n$ is strictly less than $p$, then no element of $S(n,M,p)$ occurs twice. Furthermore, each element of $S(n,M,p)$ is positive, each is less than or equal to $p-1$, and there are $n$ elements.

Thus, from the Pigeon Hole Principle we have that the product over $S(p-1,M,p) \mod p$ is $(p-1)!$. But we have that the product over $S(p-1,M,p) \mod p$ is $(p-1)!\cdot M^{p-1} \mod p$. Hence, Fermat's theorem. Q.E.D.

3. Applications

In this section we describe some of the applications of our theorem-prover. To do so we must first elaborate our remark above that the production of a good "high level proof checker" would have far-reaching practical significance.

Computer programs may be regarded as formal mathematical objects whose correctness can be proved in just the sense that theorems are proved. A "bug" in a computer program represents either (a) the failure of the programmer to prove that the program does what it is supposed to do or (b) the failure of someone, be it the programmer or his employer, to specify clearly what the program was supposed to do. In principle, bugs of the first variety can be eliminated by requiring that program proofs be mechanically checked. Nor is this a mere theoretical possibility. Widespread research into program...
verification suggests that the cost of mechanically checking the proofs of programs is currently somewhere between 2 and 30 times as great as the normal development costs. To our knowledge, the largest program mechanically verified to date consists of 4,211 lines of executable high level code (21). The major, perhaps the only serious, difficulty in further reducing the cost is the development of better high-level proof-checkers.

There are two traditional types of program verification: Floyd-style (13) and McCarthy-style (18). Our theorem-prover is used in both types of program verification.

The Floyd-style, which has its roots in the classic Goldstine and von Neumann reports (23), handles the usual kind of programming language, of which FORTRAN is perhaps the best example. In this style of verification, certain points in the flowchart representation of a program are annotated with mathematical assertions about what is "always true" about the program variables and the input whenever "control" reaches such points. By exploring all possible paths from one assertion to the next and analyzing the effects of intervening program statements it is possible to reduce the correctness of the program to the problem of proving certain derived formulas called verification conditions. Furthermore, this reduction can be done mechanically once the program has been properly annotated with assertions. The computer program that produces the theorems to be proved from the annotated program is called a verification condition generator.

We have written a verification condition generator for a subset of ANSI FORTRAN 66 and 77 and we use our theorem-prover to prove the resulting verification conditions. We make the following claim about our verifier:
if a FORTRAN subprogram is accepted and proved by our system and the
program can be loaded onto a FORTRAN processor that meets the ANSI
specification of FORTRAN (22, 1) and certain parameterized constraints on the
accuracy of arithmetic, then any invocation of the program in an environment
satisfying the input condition of the program will terminate without run time
errors and will produce an environment satisfying the output condition of the
program.

Among the FORTRAN programs we have proved correct mechanically are a fast string
searching algorithm (5), an integer square root algorithm based on Newton's method, and
a linear time majority vote algorithm (9). However, merely browsing through our
description of the verification condition generator for FORTRAN (5) — where we
describe how to handle COMMON statements, second level definition, aliasing, undefined
variables, and other arcane features — is enough to convince most people that it at best
awkward to verify programs written in von Neumann style programming languages.

The McCarthy-style of program verification eschews programming languages such as
FORTRAN and instead takes as the programming language a mathematical language,
i.e. one in which axioms and conjectures can be stated. For example, McCarthy's lan-
guage LISP (19) defines programs using lambda abstraction and recursion equations. A
more recent language by Backus, the author of FORTRAN, (2) is based upon combinators
rather than lambda abstraction. The increasingly popular logic programming languages
(16) are based on the first order predicate calculus.

It is our experience that most programs are much easier to verify if they are written
in such programming languages, for several reasons:

- It is not necessary for the user of the verification system to shift constantly
from one language to the another, i.e. from the programming language to the logical language.

- The tedious problems of storage allocation and deallocation are handled transparently by logical languages, but must be managed explicitly by FORTRAN style languages.

Among the McCarthy-style program verification problems that our automatic theorem-proving system has solved are:

- The correctness of a simple compiler (4) and parser (14)

- The soundness of an arithmetic simplifier (6), which is actually part of our theorem-prover

- The invertibility of the RSA public key encryption algorithm (7), which requires proving that if \( p \) and \( q \) are distinct primes, \( n = p \cdot q \), \( M \) is strictly less than \( n \), and \( e \) and \( d \) are multiplicative inverses in the ring of integers modulo \((p-1)*(q-1)\) then \((M^e \mod n)^d \mod n = M\).

- The termination, over the integers, of the Takeuchi function (20):
  \[
  \text{Tak}(x,y,z) = \begin{cases} 
  y & \text{if } x \leq y \\
  \text{Tak}(\text{Tak}(x-1, y, z), \text{Tak}(y-1, z, x), \text{Tak}(z-1, x, y)) & \text{else}
  \end{cases}
  \]

The later is a nontrivial theorem that we think would tax any mathematician for more than a few minutes.

Beyond these two traditional kinds of program verification, there are several new kinds of program verification that are emerging and to which our theorem-prover has
been applied.

- The mechanical verification of concurrent, or parallel programs, has received much less attention than it deserves. A major reason, perhaps, is that new, improved methods for specifying and proving such programs by hand are being developed almost daily. Included here is the verification of networks, as opposed to systems resident on single computers. One mechanization of network verification has been based upon our theorem-prover (11).

- The mechanical or even hand verification of real-time programs has been almost ignored. We have made a minor investigation in (10) where we use our theorem-prover to prove that a simple program keeps a vehicle "on course" in a varying cross wind. A major problem in real time control verification is the specification of the real world with which such programs are supposed to interact. In addition, timing and interrupt handling are major problems.

- The verification of specifications, i.e., proving properties about program specifications rather than about the programs themselves, has received a surprising amount of attention. The major property checked for is a certain type of "security". The federal government has issued RFQs for major systems with a requirement that the specifications be mechanically checked for security. One such checker, which uses our theorem-prover, is Feiertag's (12).

4. Nontechnical Issues

4.1. Developing Heuristics

Our experience with developing heuristics has convinced us of three doctrines.

First, it is easy to build in a proof of any given theorem. To help us avoid this we do not permit ourselves to use in our code for the theorem-prover the name of any logical function except the primitives of our theory. Thus, in a certain sense our program be-
haves the same way whether the user names his factorial function "!!" or "FACT". Nevertheless, it is possible to cheat and build in subroutines that recognize when the user has defined certain functions, without ever mentioning them by name in your code. In the end, one is forced to evaluate an automatic theorem-prover by how good it is when applied to "new" problems. To this end we make it a habit not to change our theorem-prover's heuristics to solve a new problem, but rather to solve the problem with the old version of the system (thereby getting valuable information on how good that arrangement of heuristics is). Once we have successfully tackled a new problem we consider how we might have changed the system to have made that problem easier.

Second, it is much easier to invent heuristics than to evaluate them. Generally, heuristics are motivated by a few examples. What is not so easy to see is the effect a candidate heuristic will have on other examples. In the development of our system, we have adopted the discipline of making approximately sure that our system can do whatever it used to be able to do when we add or improve a heuristic by the brute force, and expensive, technique of running the new system on all the old problems. With this filter, we have thrown out far more heuristics than we have retained.

Third, combining heuristics with other heuristics or decision procedures cannot be usefully accomplished by merely pasting them together. On numerous occasions, we have been asked, "Why don't you incorporate into your system the decision procedures of so and so?" The answer is that adding new proof techniques is unlikely to be profitable unless the new techniques are tightly interwoven with the old. For example, we have recently added decision procedures for both "linear arithmetic" and "complete equality". In both cases, we first tried adding "black boxes" to our system that contained the code for these decision procedures, with the idea that we would periodically pass the current
conjecture to those boxes. We found this approach practically useless because it almost never happened that our current conjecture was merely a consequence of linear arithmetic or pure equality. Instead, we found it necessary to interweave code for the decision procedures with the already very complicated code that heuristically selects instances of previously proved theorems because equality and arithmetic reasoning are so often necessary to relieve the hypotheses of lemmas.

4.2. System Engineering

There is a surprisingly large amount of work to building an automatic theorem-proving system besides developing and coding the basic mathematical techniques for finding proofs. This extra work is largely due to the fact that humans will be using the system. Even if the number of serious users of the system is small (in our case it is about 15), it turns out to be cheaper to devote a lot of time to issues such as the following than to ignore them.

4.2.1. Output

Understanding what an automatic theorem-prover has to say can be taxing, especially if heuristics are involved, because one not only wants to know what the system has done but "why" it has done it. Perhaps 20% of our system is devoted to describing what is going on and why. We have found it worth the time to make the output appear in literate English prose and good typographic style. The output routine is sufficiently complex to merit a special programming language. The code for reporting what the system does is necessarily intertwined with the code for deciding what to do. Changing the heuristics can force major changes to the output routines.
4.2.2. Error-Recovery

Because to err is human, we allow the user to recover from "mistakes". The development of a complex proof with perhaps hundreds of lemmas seems inevitably to result in false starts. It is amazingly difficult to type perfectly accurate definitions and theorems. But implementing techniques for "backing up" and editing takes more work than it might seem.

4.2.3. State Saving

The development of a large proof frequently requires many working days. It is necessary to be able to save the logical state of the system – e.g., the axioms, definitions, and proved lemmas – so that the work of one day can be continued another. Such a data base constitutes a "library" and much time can be spent designing and implementing such a library facility and (especially) building up libraries of useful lemmas.

4.2.4. Reliability

In writing a one-off experimental automatic theorem-proving system, there is a great temptation to cut corners by taking such liberties as not checking the input syntax, not catching arithmetic overflow, or not carefully defining exactly which mathematical theory one is working with. We have found it desirable but expensive to do our best to make our system "impenetrable". Because our system has not been mechanically verified, it probably has errors. But there are no errors or holes that we know of. We used to offer to jump off the Golden Gate Bridge if someone found an error in our system that would cause it to "prove" a non-theorem. However, when the first such bug was found by Topher Cooper of Digital Equipment Corporation, we merely awarded him the
first Golden Gate Bridge award and moved to Texas.³ He is the only recipient to date.

4.2.5. Tools

It is perhaps an occupational hazard of researchers in Artificial Intelligence that they become involved in "tool building." That is, instead of merely getting on with the job of writing programs, they spend a lot of time writing programs to help them write programs. We have suffered from this hazard. Among the "tools" implemented have been several text editors, an elaborate syntax checker for our own code that catches our common programming errors, and devices for overcoming the 1 megabyte memory address space limitation of Interlisp-10.

4.2.6. Computers

During the last 15 years, obtaining a decent computing environment for doing research on automatic theorem-proving has usually meant getting access to an expensive machine with a large address space like a Digital Equipment Corporation 2060, costing around $1,000,000. This major problem is fortunately disappearing rapidly, due to the emergence of LISP machines, priced well under $100,000.
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