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**Abstract:**

A direct relationship between conventional array design and the array performance in an adaptive mode is given. It is shown that the basic goals of conventional array design such as low sidelobes and narrow beamwidth have a direct effect on the adaptive array performance and should not be ignored. An expression is obtained showing that the output signal-to-interference-plus-noise ratio (SINR) of an adaptive array is related to the conventional pattern of the array. The above relations are illustrated for both linear
and nonlinear arrays.
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I. INTRODUCTION

The adaptive array provides significant advantages over the conventional array in both communication and radar systems. It is often, however, assumed that because of its flexibility in using the available array elements the adaptive array can overcome most, if not all, of the deficiencies in the design of the basic or conventional array that is to be used in adaptive mode. One can, therefore, ignore the conventional goals such as low sidelobes and narrow beamwidth in the array design. Recent work has been drawing attention to the fact that this is not so and that very serious problems, such as grating nulls, will arise with improper element distribution and patterns[1]. This work provides further evidence on the dependence of the adaptive array performance on the soundness of the design of the basic or conventional array that is to be used in an adaptive mode. In particular, expressions are derived showing that the output signal-to-interference-plus-noise ratio (SINR) of an adaptive array is related to the conventional array characteristics as represented by the adaptive array pattern responding to a single desired signal in the absence of any interfering signal.

In Section II we derive the expression for the output SINR of an adaptive array in the presence of a desired signal and multiple interference signals. The expression is given in terms of the conventional pattern of the array. In Section III we consider the specific case of one jammer. Using linear and nonlinear arrays, we illustrate the relation between the conventional pattern and the output SINR. Section IV contains our conclusions.
II. BASIC RELATION BETWEEN SINR AND THE ARRAY PATTERN

We will derive the above relation utilizing the results derived by Baird and Zahm [2]. According to [2] the steady state weight vector $W$ and the output SINR of an $N$ element LMS adaptive array in the presence of narrowband signals are given by:

$$ W = KR^{-1}U_d^* $$

and

$$ \text{SINR} = \xi_d U_d^T R^{-1} U_d^* $$

where $R_n$ is the covariance matrix of the undesired signals (interference signals and thermal noise), $K$ is a constant, $\xi_d$ is the ratio of the desired signal power to the thermal noise power, and $U_d$ is the desired signal vector of the array defined as:

$$ U_d = \begin{bmatrix} f_1(\theta_d, \phi_d, p_d) e^{j\rho_{d1}} \\ f_2(\theta_d, \phi_d, p_d) e^{j\rho_{d2}} \\ \vdots \\ f_N(\theta_d, \phi_d, p_d) e^{j\rho_{dN}} \end{bmatrix} $$

where $\theta_d, \phi_d$ defines the desired signal direction, $p_d$ is the polarization of the desired signal, $f_j(\theta, \phi, P)$ is the pattern response of the $j^{th}$ element to a signal incident from direction $(\theta,\phi)$ with polarization $P$ and $\rho_{dj}$ is the desired signal phase at the $j^{th}$ element, measured with respect to the coordinate origin.
Assuming that the thermal noise voltages from the array elements are gaussian with zero means and uncorrelated with each other, and the carrier phase of the narrowband signals are uniformly distributed on \((0, 2\pi)\) and are statistically independent of each other and of the thermal noise voltages, the matrix \(R_n\) is given by:

\[
R_n = \left[ I + \sum_{k=1}^{m} \xi_{ik} U_{ik} U_{ik}^T \right]
\]

where \(I\) is a \(N \times N\) identity matrix

\(m\) is the total number of interfering signals or jammers

\(\xi_{ik}\) is the ratio of the \(k^{th}\) jammer power to the thermal noise power.

\(U_{ik}\) is the \(k^{th}\) jammer vector defined as:

\[
U_{ik} = \begin{pmatrix}
    f_1(\theta_{ik}, \phi_{ik}, P_{ik}) e^{j\phi_{ik}1}
    \\
    f_2(\theta_{ik}, \phi_{ik}, P_{ik}) e^{j\phi_{ik}2}
    \\
    \vdots
    \\
    f_N(\theta_{ik}, \phi_{ik}, P_{ik}) e^{j\phi_{ikN}}
\end{pmatrix}
\]

where the notation is analogous to that for the desired signal vector.

In the absence of all jammers, the matrix \(R_n\) will be an identity matrix and the stochastic weight vector \(w\) will be given by

\[
w = KU_d^*.
\]
We see that the weight vector is proportional to the complex conjugate of the desired signal vector. Let us call the radiation pattern of the array (with \( U_d^* \) as the weight vector) the unperturbed pattern of the array. Further, the output SINR using Equation (2) will be:

\[
\text{SINR} = \xi_d U_d^T U_d^* = \xi_d |U_d|^2
\]

and is the maximum possible SINR obtained by the array. The presence of jammers will change the matrix \( R_n \) and, thus, the output SINR. We will now derive a relation between the unperturbed pattern of the array and its output SINR in the presence of jammers.

The \( m \) jammer vectors \( U_{ik}, k=1,2,..,m \) will, at most, scan an \( m \)-dimensional complex space. Using the Gram-Schmit process \([3]\), we can construct an orthonormal basis \( e_1, e_2 \ldots e_m \) from the \( U_{ik} \)'s for the \( m \)-dimensional space as follows:

\[
e_k = \begin{cases} 
0 & \text{if } |E_k| = 0 \\
\frac{E_k}{|E_k|} & \text{otherwise}
\end{cases}
\]

where

\[
E_k = U_{ik} - \sum_{n=1}^{k-1} (U_{ik} e_n^*) e_n .
\]

Note that

\[
e_1 = \frac{U_{i1}}{|U_{i1}|} .
\]

From (9)

\[
U_{ik} = \sum_{n=1}^{k-1} (U_{ik} e_n^*) e_n + |E_k| e_k .
\]
Let

\[ \alpha_{kn} = U_{ik}^T e_n^* \]  

\( n = 1, 2 \ldots k \)

\( k = 1, 2 \ldots m, \)

then from (11)

\[ U_{ik} = \sum_{n=1}^{k} \alpha_{kn} e_n. \]  

(13)

Substituting (13) in (4)

\[ R_n = \left[ I + \sum_{k=1}^{m} \xi_{ik} ( \sum_{k=1}^{k} \alpha_{kn} e_n^*( \sum_{l=1}^{k} \alpha_{kl} e_l)^T \right]. \]  

(14)

In the presence of one jammer, i.e., \( m=1, \)

\[ R_n = \left[ I + \xi_{i1} |\alpha_{i1}|^2 e_1^* e_1^T \right]. \]  

(15)

We need \( R_n^{-1} \) to compute the weight vector (1) and the output SINR (2). To compute \( R_n^{-1} \), we will use the following matrix inversion lemma [4],

\[ (A - \alpha Z^* Z^T)^{-1} = A^{-1} - \beta A^{-1} Z^* Z^T A^{-1} \]  

(16)

where \( A \) is a nonsingular \( N \times N \) matrix, \( Z \) is a \( N \times 1 \) column vector, and \( \alpha, \beta \) are scalars related by

\[ \alpha^{-1} + \beta^{-1} = Z^T A^{-1} Z^*. \]  

(17)

Using the matrix inversion lemma to invert \( R_n \) in Equation (15), we get:

\[ R_n^{-1} = \left[ I - \frac{e_1^* e_1^T}{(|\alpha_{i1}|^2 \xi_{i1})^{-1} + e_1^* e_1^T} \right] \]  

(18)
Note that \( e_1^T e_1^* = 1 \). If \( |\alpha_{11}|^2 \xi_{11} \gg 1 \), i.e., the jammer-to-thermal-noise ratio is very large, then
\[
R_n^{-1} = \left[ I - e_1^* e_1^T \right].
\] (19)

Similarly, by the repetitive use of the matrix inversion lemma (16) we can find \( R_n^{-1} \) in the presence of multiple jammers. Assuming all the jammers are very strong, we obtain, using Equation (14),
\[
R_n^{-1} = \left[ I - \sum_{k=1}^{m} e_k^* e_k^T \right]
\] (20)
and from (2)
\[
\text{SINR} = \xi_d U_d^T \left( I - \sum_{k=1}^{m} e_k^* e_k^T \right) U_d^*.
\] (21)

Let
\[
g_d = U_d^T U_d^*
\] (22)
and
\[
g'_k = e_k^* U_d^*,
\] (23)
then from (21), (22), and (23)
\[
\text{SINR} = \xi_d \left( g_d - \sum_{k=1}^{m} |g_k'|^2 \right).
\] (24)

Now \( U_d^* \) is the weight vector of the array for the unperturbed pattern.\(^*\) Therefore, \( g_d \) in (22) is the value of the unperturbed pattern in the direction of the desired signal and \( g'_k \) in (23) is the projection of unit vector \( e_k \) along the weight vector for the unperturbed

\(^*\text{We will consider voltage patterns.}\)
pattern. We will now consider the array performance in the presence of a jammer to show the explicit relation between the output SINR and the unperturbed pattern of the array.

III. ADAPTIVE ARRAY PERFORMANCE IN THE PRESENCE OF A DESIRED SIGNAL AND A JAMMER

In the presence of a single jammer, (24) becomes

\[ \text{SINR} = \xi_d (g_d - |g_i|^2) \]  

(25)

where

\[ g_i = e_1^T u_d^* = \frac{U_{i1}^T u_d^*}{|U_{i1}|} \]  

(26)

Let

\[ g_1 = U_{i1}^T u_d^* \]  

(27)

then

\[ \text{SINR} = \xi_d (g_d - \frac{|g_1|^2}{|U_{i1}|^2}) \]  

(28)

We can clearly see the degradation of the SINR with the appearance of the interference. Note that \( g_1 \) in (28) is the value of the unperturbed pattern in the jammer direction taking into account the jammer polarization. Thus, from the unperturbed pattern of the array we can find the output SINR of the array for any jammer direction. For example, in the case of a linear array of isotropic elements (28) yields

\[ \text{SINR} = \xi_d (N - \frac{|g_1|^2}{N}) \]  

(29)

If the desired signal and the jammer are incident from the same direction,
and from (29) the output SINR will be zero.\footnote{The above expression assumes that $\xi_{11} >> 1$ and, consequently, the output SINR will be approximately zero. Actually, SINR $\approx \xi_d/\xi_{11}$.} On the other hand, if the jammer is incident from a direction in which the unperturbed pattern has a null, there will not be any degradation in the output SINR (the second term in the right hand side of (29) is zero). It is intuitively obvious that the array should not be affected by a jammer arriving from a direction where the pattern has a null. When the jammer is incident from any other direction, the output SINR will be degraded. The degradation will be maximum when the jammer appears at the peak of a side-lobe of the unperturbed pattern. The larger the sidelobe level, the larger the degradation.

Figure 1 shows the unperturbed pattern of a linear array of five isotropic elements. The elements are equispaced at a half wavelength distance. The desired signal direction ($\theta_d$) is $90^0$. Figure 2 shows the output SINR of the array as a function of the jammer direction ($\theta_i$). We see that when $\theta_i = \theta_d = 90^0$, the output SINR is zero. We get the maximum output SINR for $\theta_i = 66.5^0$ and $113.5^0$. These directions correspond to nulls of the unperturbed pattern. The SINR has minima at $\theta_i = 53^0$ and $127^0$, and these are the peaks of the sidelobes of the unperturbed pattern. Thus, as predicted by Equation (29), the output SINR is directly related to the unperturbed pattern. The output SINR incurs no degradation at the nulls of the unperturbed pattern. Degradation in the output SINR increases as the jammer moves away from the nulls. The output SINR is minimum when the jammer reaches the peak of a side-
Figure 1. Unperturbed pattern of a linear array of five isotropic elements. $\theta_d = 90^\circ$, $d = 0.5\lambda$. 

9
Figure 2. Output SINR of a linear array of five isotropic elements versus $\theta_1$. $\theta_d = 90^\circ$, $d = 0.5 \lambda$, $\xi_d = 1$, $\xi_{11} = 100$. 
lobe, with, of course, the global minimum occurring when the jammer reaches the main beam. As the jammer approaches the desired signal direction, the degradation becomes more severe. This points to the fact that the narrower the beam of the unperturbed pattern, the better the resolution of the adaptive array.

Figure 3 shows the unperturbed pattern of the array when the interelement spacing is increased to 0.87λ. We see that the pattern has more sidelobes and the peaks of the sidelobes at 0° and 180° are quite high. Figure 4 shows the output SINR of the array as a function of the jammer direction. Again, we see that the output SINR is maximum when the jammer direction coincides with one of the nulls in the unperturbed pattern. The output SINR is degraded most when the jammer direction coincides with the beam maximum. The next smaller degradation in the output SINR occurs for θ = 0° and 180° which correspond to the large sidelobe levels in the unperturbed pattern. Thus, sidelobes play an important role in the performance of the adaptive array.

To provide an example of a non-ideal array, we consider a linear array of elements with unequal radiation patterns and interelement spacings. Figure 5 shows the unperturbed pattern of a five-element array. Each element of the array is a short dipole and points in a different direction, i.e., the radiation pattern of the ith element is given by

\[ E_i(\theta) = \sin(\theta - \alpha_i) \]  

(31)

where \( \alpha_i \) is the tilt angle of the ith element as shown in Figure 5. The desired signal and the interfering signal are assumed to have the
Figure 3. Unperturbed pattern of a linear array of five isotropic elements. $\theta_d = 90^\circ$, $d = 0.87\lambda$. 
Figure 4. Output SINR of a linear array of five isotropic elements versus $\theta_i$. $\theta_d = 90^\circ$, $d = 0.87\lambda$, $\xi_d = 1$, $\xi_{ij} = 100$. 
Figure 5. Unperturbed pattern of a linear array of five short dipoles. 

$d_1 = 0$, $d_2 = 0.4\lambda$, $d_3 = 1.0\lambda$, $d_4 = 1.8\lambda$, $d_5 = 2.8\lambda$, 
$
a_1 = 60^\circ$, $a_2 = 45^\circ$, $a_3 = 0^\circ$, $a_4 = -45^\circ$, $a_5 = -60^\circ$, $\theta_d = 90^\circ$
same polarization. Figure 6 shows the exact SINR of the array (computed using Equation (18), Reference [1]), as a function of jammer direction \( \theta_i \). We see that the output SINR is directly related to the unperturbed pattern (Figure 5) of the array. Table 1 shows the output SINR of the array, calculated using Equation (28) and the unperturbed pattern, for different jammer directions.

We see that the SINR calculated using the unperturbed pattern is the same as given in Figure 6. Hence, from the unperturbed pattern of the array, we can find the output SINR of the array.

### TABLE 1
OUTPUT SINR OF AN ARRAY OF FIVE DIPOLES

| S No. | \( \theta_i \) | \( |g_1| \) | SINR |
|-------|---------------|--------|------|
| 1     | 0°            | 1.2    | 1.925|
| 2     | 44°           | 0      | 2.5  |
| 3     | 90°           | 2.5    | 0    |
| 4     | 135°          | 0      | 2.5  |
| 5     | 180°          | 1.2    | 1.925|

S - Case Number

\( \theta \) - Angle of Jammer

\( |g_1| \) - Gain of Pattern in Unperturbed State in Direction of Jammer

SINR - Signal-to-Inteference-plus-Noise Ratio
Figure 6. Output SINR of the linear array of Figure 5 versus $\theta_i$.

$\theta_d = 90^\circ$, $\xi_d = 1$, $\xi_{11} = 100$
As a last example, let us consider a circular array of isotropic elements as shown in Figure 7. The elements are uniformly distributed around a circle of radius \( r \). Figure 7 shows the unperturbed pattern of a six-element array. The desired signal and the jammer are incident in \( \phi = 0 \) plane. Figure 8 shows the exact output SINR of the array (computed using Equation (18), Reference [1]), as a function of the jammer direction \( (\theta_i, 0) \). Again we see that the output SINR is directly related to the unperturbed pattern of the array. Table 2 shows the output SINR of the array, calculated using Equation (28) and the unperturbed pattern (Figure 8), for different jammer direction. We see that the SINR calculated using the unperturbed pattern is the same as given in Figure 8.

### TABLE 2

**OUTPUT SINR OF A CIRCULAR SIX ELEMENT ARRAY**

| S No. | \( \theta_i \) | \( |g_i| \) | SINR |
|-------|----------------|---------|------|
| 1     | 0°             | 2       | 5.33 |
| 2     | 21°            | 3       | 4.5  |
| 3     | 38°            | 0       | 6    |
| 4     | 90°            | 6       | 0    |
| 5     | 142°           | 0       | 6    |
| 6     | 154°           | 3       | 4.5  |
| 7     | 180°           | 2       | 5.33 |

**S** - Case Number

**\( \theta_i \)** - Angle of Jammer

**\( |g_i| \)** - Gain of Pattern in Unperturbed State in Direction of Jammer

**SINR** - Signal-to-Interference-plus-Noise Ratio
Figure 7. Unperturbed pattern of a six element circular array.
\( r = \lambda, \theta_d = 90^\circ, \phi_d = 0^\circ, \phi = 0^\circ \)
Figure 8. Output SINR of the circular array of Figure 7 versus $\theta_i$.

$\theta_d = 90^\circ$, $\phi_d = 0^\circ$, $\phi_i = 0^\circ$, $\varepsilon_d = 1$, $\varepsilon_i = 100$
It should be noted that the amount of degradation is not obtained by the direct subtraction of the sidelobe levels, but is a difference of squares. It can be seen by rewriting Equation (29),

\[ \text{SINR} = \varepsilon_d \left( \frac{N^2 - |g_1|^2}{N} \right) \]  

For example, if the sidelobe level in the jammer direction is 10% of the main beam (20 dB sidelobe), the reduction in SINR will only amount to 1%. If, however, a large sidelobe is permitted, say 50% of the main beam (6 dB), the reduction in SINR will be 25%. The grating null phenomena[1], in fact, is a particular case in which the sidelobe is permitted to reach the main beam level (0 dB sidelobe). The jammer incident from such a sidelobe direction will cause a null in the output SINR. Since the angular direction of a jammer is a priori unknown, it is apparent that the unperturbed pattern of the array must have low sidelobes to assure good output SINR. In most cases, the desired signal direction is also unknown, i.e. the array must provide coverage over a given sector of space. Under these circumstances, the unperturbed pattern of the array for any \( \theta_d \) in that sector should have low sidelobes. Thus, the conventional aspects of the array such as gain and sidelobes remain important quantities in array design though an adaptive mode of operation is contemplated. The basic array design should, therefore, strive for both a narrow main beam and low sidelobes for the optimum performance of the adaptive array.

IV. CONCLUSIONS

The objective of the paper was to show the direct relationship between the conventional antenna pattern of an array and its performance
as an adaptive array. Expressions have been provided to obtain the output SINR of the adaptive array in terms of its conventional pattern and the locations of the desired and undesired signals. The most important conclusion to be drawn is that the conventional design goals of low side lobes and narrow main beam have a direct effect on the adaptive array performance and should not be ignored.
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