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1. Introduction.

Discrete approximations of linear elliptic partial differential equations lead to a linear system of algebraic equations

\[ AU = Y, \]  

(1.1)

in which the matrix \( A \) represents a discretization of the partial differential operator and \( U \) is a discrete approximation of the true solution. Typically this is a large, sparse algebraic system: on a mesh of size \( h \) in a \( d \)-dimensional region, \( U \) has \( O(h^{-d}) \) components, and \( A \) has only a few times that many nonzero elements. The development of computers made practical the solution of such systems. Hardware limitations and a desire to solve multidimensional problems, together with the size and sparseness of the system, combined to stimulate the development of direct iterative methods for solving (1.1). Elliptic difference equations, which lead to big systems (1.1) partly because the standard finite difference schemes have \( O(h^2) \) accuracy, received special attention: see [8], [22], [1], [12], [20], and [13]. But the development of finite element methods — particularly higher order accurate methods on irregular meshes — and of direct factorization methods suitable for finite element systems (1.1) (see e.g. [5], [24], [2], [19], [4], [6], [17], [9]), together with the discovery of fast factorization methods for nice elliptic difference equations (see [15] for some references), combined to lessen interest in iterative methods.

Nevertheless, iterative methods for finite element equations have received some attention. Fix and Larsen [7] and Varga [21] studied the convergence of the successive overrelaxation (SOR) method, based on point and \( k \)-line block splittings of the finite element matrix \( A \), for self-adjoint elliptic problems of order \( 2m \). They showed for such problems that there are choices of the relaxation parameter \( \omega \) for which the spectral radius \( \rho_\omega \) satisfies the inequality
\[ \rho_\omega \leq 1 - Kh^m; \text{ when } \omega = 1, \text{ which is the Gauss-Seidel method, the corresponding inequality is } \rho_{GS} \leq 1 - Kh^m. \] Each inequality is what one would expect for finite difference approximations. But in neither instance could they determine the constant \( K \).

In [16] Rice experimentally compared direct factorization methods to point SOR methods for Hermite cubic finite element approximations of some second order elliptic problems. He concluded that point SOR and Jacobi conjugate gradient iterative methods are more efficient than Gaussian elimination when the approximation is sufficiently accurate. For the problems he considered, "sufficient accuracy" is a surprisingly coarse 0.1%.

A direct (or cyclic) iterative scheme splits the matrix \( A \) into the difference

\[ A = M - N, \]  
and generates a sequence \( \{U^{(v)}\} \) according to

\[ MU^{(v)} = NU^{(v-1)} + Y. \]  
Convergence of the sequence is governed by the spectral radius \( \rho \) of \( M^{-1}N \): \( \{U^{(v)}\} \) converges to the solution of (1.1) for any \( U^{(0)} \) iff \( \rho < 1 \), and smaller \( \rho \) implies faster convergence. To determine the convergence rate of (1.3) therefore requires not only that we establish estimates like

\[ \rho \approx 1 - Kh^p, \]

but also that we determine \( p \) and \( K \).

In [13] one of us (Parter) developed a general approach for estimating the rates of convergence of the classical iterative schemes - Jacobi, Gauss-Seidel, and SOR - for self-adjoint elliptic finite difference problems. In [15] we
simplified the presentation and extended the method of analysis to parabolic problems and to nonself-adjoint elliptic finite difference problems. The key to the method is that the matrix $N$ looks like a weak multiplication operator: there is a function $q$ for which $(NU, V) = (qU, V)$. In this work we employ the same basic approach to deal with finite element equations arising from elliptic problems, even problems that are not self-adjoint. However, the analysis of (1.3) for finite element equations requires several new ideas.

The theory of [13] and [15] asks that the splitting (1.2) satisfy four basic properties. To verify the third (A.3 in this paper, A.4 in [15]), which asserts that $N$ behaves properly, can be a little complicated, even in the finite difference case. For the finite element case it appears to be very difficult. Part of the difficulty stems from the fact that finite element methods involve derivatives as well as function values. For example, in a second order elliptic problem the finite element method based on tensor products of Hermite quintic splines will involve several derivatives beyond the first. These derivatives appear in the elements of $N$. Nevertheless, the finite element method only yields $H^1$ estimates—that is, $L^2$ estimates on the approximate solution and its first derivatives. In [3] Boley and Parter studied a finite element approximation of a simple one-dimensional problem. Their treatment of derivative terms cannot be extended to multidimensional problems.

Sections 6 through 8 discuss the model problem that seeks $u$ satisfying Dirichlet boundary conditions and the equation

$$Lu := -[(au_x)_x + (bu_x)_y + (bu_y)_x + (cu_y)_y] + d_1 u_x + d_2 u_y + d_0 u = f \quad (1.4)$$

in the unit square $\Omega$, with $d_0(x,y) \equiv 0$. The finite element subspaces $S_n$ are tensor products of Hermite cubic splines. We consider both $k$-line iterative methods and the point Gauss-Seidel method. In these cases we find that one
need consider only the function values (as in the finite difference case) — that is, we can ignore certain derivative terms. Thus the necessary calculations are similar to those carried out in our earlier work [15]. In particular, the spectral radius \( \rho_J(k) \) of the \( k \)-line block Jacobi iterative method is given by

\[
\rho_J(k) \approx 1 - \frac{5k}{12} \Gamma_0 \Delta y^2
\]  

(1.5)

asymptotically as \( \Delta y \to 0 \). Here \( \Gamma_0 \) is the minimal eigenvalue of the elliptic eigenvalue problem

\[
L \varphi = \lambda c(x,y) \varphi \text{ in } \Omega, \quad \varphi = 0 \text{ on } \partial \Omega.
\]

(1.6)

Because this iterative scheme satisfies block property A, the corresponding spectral radius \( \rho_{\omega}(k) \) for the successive overrelaxation (SOR) \( k \)-line method with relaxation parameter \( \omega \) is fixed by the equation

\[
(\rho_{\omega} + \omega - 1)^2 = \omega^2 \rho_J \rho_{\omega}.
\]

Thus the Jacobi spectral radius determines the smallest SOR spectral radius \( \rho_{\omega} \), its corresponding \( \omega_{\omega} \), and the Gauss-Seidel spectral radius \( \rho_{GS} \):

\[
\rho_{GS} := \rho_J, \quad \omega_{\omega} := \frac{2}{1 + \sqrt{1 - \rho_J^2}}, \quad \rho_{\omega} := \omega_{\omega} - 1
\]

(1.7)

(see [1], [20, chapter 4], [23]). It is interesting to compare the estimate (1.5) with our earlier estimates in [12], [13], and [15] for a (particular) finite difference approximation. In that case we have
\( \rho_f(k) \approx 1 - \frac{k}{2} \Gamma_0 \Delta y^2 \) \hspace{1cm} (1.8)

with the same \( \Gamma_0 \).

While the detailed analysis leading to these results is carried out only for the model problem, it is clear that these ideas apply under much more general circumstances. For example, this analysis is easily extended to those cases where the finite element subspaces are "nodal" finite element subspaces (see [18] or [19]) and the block splitting is based on a reasonable geometric choice of blocks. The region \( \Omega \) may be any smooth region in \( \mathbb{R}^d \), while the elliptic operator may be any strongly elliptic operator of order \( 2m \). In section 9 we comment further on the generality of the analysis contained herein.

Sections 2 through 5 are concerned with the general approach and develop the basic theory. In section 2 we describe the general class of finite element approximations to elliptic boundary value problems that can be written in a weak form. We also describe the related algebraic problems (1.1). In section 3 we recall the classical iterative methods. In section 4 we extend our earlier theoretical work for finite difference approximations to the finite element setting. The basic hypothesis is assumption A.3:

There are a constant \( g_0 \) and a function \( g \in C^1(\Omega) \) with

\[ g(x) \geq g_0 > 0 \quad (x \in \Omega). \]

and a function \( \eta(t) \), defined for \( t \geq 1 \) and satisfying

\[ \eta(t) \to 0 \quad \text{as} \quad t \to \infty, \]

such that for every \( u \) and \( v \) in \( S_n \) we have
\[ h^{2m} \mathcal{D}^* N \mathcal{D} = \int g(u,v) \, dx + \varepsilon_n(u,v). \]

where

\[ |\varepsilon_n(u,v)| \leq \eta(n)[\|u\|^2 + \|v\|^2 + \|u\|_1 + \|v\|_1]. \]

While this may appear to be an unusual condition, we believe that it is satisfied by most natural splittings. The basis for this belief for finite differences is described in [15, section 9]. For finite elements, our belief is grounded in that discussion and the fact that we can ignore derivative terms to estimate \( g \). As we shall see later, the exact form of the bounds on the error term \( \varepsilon_n(u,v) \) can be exploited to give some interesting results.

In section 5 a new convergence theorem is proven. Loosely speaking, if (i) the subspaces \( S_n \) satisfy certain inverse inequalities, (ii) there is a particular bound on \( \varepsilon_n \), and (iii) there is an eigenpair \( (\lambda, \mathcal{D}) \) associated with the spectral radius \( \rho \) so that \( |\lambda| = \rho \) and

\[ \text{Re} (\mathcal{D}^* N \mathcal{D}) \geq 0. \]

then for small \( h \) the method is convergent and we can estimate the asymptotic form of \( \rho \). While it is not at all obvious that one should expect (1.9) to hold in the generality of the finite element equations and for nonself-adjoint problems, nevertheless condition (1.9) is always true for block Jacobi schemes that have block property \( A \).

Finally, in Section 9 we discuss the significance of the results.

For the reader's convenience, we collect some notation in the rest of this section.

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^d \). If \( u \) and \( v \) are in \( L^2(\Omega) \), their inner
product is

\[(u,v)_{0} := \int_{\Omega} u(x)v(x) \, dx.\]

The corresponding norm is denoted by

\[\|u\|_{0,0} := \sqrt{(u,v)_{0}}.\]

Customarily we write \((u,v)\) and \(\|u\|_{0}\) when the set \(\Omega\) is clear from the context.

Let \(u: \Omega \to \mathbb{R}\). We denote the partial derivative of \(u\) with respect to \(x_{i}\) by \(D_{i}u := \frac{\partial u}{\partial x_{i}}\). Conventionally, if \(\alpha = (\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d})\) is a d-tuple of nonnegative integers, then we set \(|\alpha| := \alpha_{1} + \alpha_{2} + \cdots + \alpha_{d}\), and by \(D^{\alpha}u\) we mean \(D_{1}^{\alpha_{1}} \cdots D_{d}^{\alpha_{d}}u\).

By \(H^{m}(\Omega)\) we mean the set of functions \(u\) that together with all their partial derivatives up to order \(m\) are in \(L^{2}(\Omega)\). Symbolically, we have

\[H^{m}(\Omega) := \{u \in L^{2}(\Omega) : D^{\alpha}u \in L^{2}(\Omega) \text{ for } 0 \leq |\alpha| \leq m\}.\]

\(H^{m}(\Omega)\) is a Hilbert space with norm defined by

\[\|u\|_{m}^{2} := \sum_{|\alpha| \leq m} (D^{\alpha}u, D^{\alpha}u).\]

It will be convenient to define the seminorms \(|\cdot|_{j}\) on \(H^{m}(\Omega)\) for \(0 \leq j \leq m\) by

\[|u|_{j}^{2} := \sum_{|\alpha| = j} (D^{\alpha}u, D^{\alpha}u).\]  \hspace{1cm} (1.10)

Observe that \(|\cdot|_{0}\) is the \(L^{2}\) norm \(\|\cdot\|_{0}\), and \(\|u\|_{m}^{2} = \sum_{0 \leq j \leq m} |u|_{j}^{2}\).
Throughout the text, C and K denote generic constants. Constants of more than local importance are numbered.

We are indebted to Carl deBoor and Louis Nirenberg for useful discussions.
2. The problem.

Let $\Omega$ be a smooth, bounded domain in $\mathbb{R}^d$, and let $L$ be the linear elliptic operator of order $2m$ defined by

$$Lu := \sum_{|\alpha|,|\beta|\leq m} (-1)^{|\alpha|} D^\alpha a_{\alpha,\beta}(x) D^\beta u.$$  \hfill (2.1)

We consider the boundary value problem

$$Lu = f \quad \text{in } \Omega, \quad b_j u = 0 \quad \text{on } \partial \Omega \quad (0 \leq j \leq m-1),$$  \hfill (2.2)

where the boundary operators $b_j$ are linear and independent. We assume that the problem (2.2) is equivalent to the following "weak" formulation: there is a subspace $\mathcal{H}^m$ of $H^m(\Omega)$ and we seek $u \in \mathcal{H}^m$ such that

$$B(u,v) = F(v) \quad \text{for all } v \in \mathcal{H}^m,$$  \hfill (2.3)

where

$$B(u,v) := \int_\Omega b(u,v) \, dx$$  \hfill (2.4a)

with

$$b(u,v) := \sum_{|\alpha|,|\beta|\leq m} a_{\alpha,\beta}(x) D^\alpha u D^\beta v.$$  \hfill (2.4b)

and

$$F(v) := \int_\Omega f(x) \overline{v(x)} \, dx.$$  \hfill (2.4c)

Note that this formulation of the problem is in effect a statement about the nature of the boundary conditions of (2.2).
We also assume that the form \( B(u,v) \) is continuous and coercive on \( \mathbb{R}^m \).

That is, we assume there are positive constants \( K_1 \) and \( K_0 \) such that for all \( u \) and \( v \) in \( \mathbb{R}^m \) we have

\[
|B(u,v)| \leq K_1 \|u\|_m \|v\|_m \quad \text{(continuity).}
\]

\[
\text{Re } B(u,u) \geq K_0 \|u\|_m^2 \quad \text{(coercivity).}
\]

A simple computation shows for any \( u \in \mathbb{R}^m \) that

\[
|\text{Im } B(u,u)| \leq \frac{K_1}{K_0} |\text{Re } B(u,u)|.
\]

This inequality is called the \textit{angle-bounded property} of \( B \). A finite element approach to the numerical solution of this problem is given by a sequence \( \{S_n\} \) of finite-dimensional subspaces of \( \mathbb{R}^m \), satisfying

\[
\dim(S_n) = n,
\]

and the solution \( u_n \in S_n \) of the finite-dimensional discrete problem

\[
B(u_n,v_n) = F(v_n) \quad \text{for all } v_n \in S_n.
\]

With each \( S_n \) we associate a basis \( \{\varphi_j\}_{j=1}^n \) and a positive constant \( h = h_n \), the "mesh size"; we suppose that \( h_n \to 0 \) as \( n \to \infty \).

The problem (2.7) is brought into computable form by setting

\[
\alpha_{i,j} := B(\varphi_j,\varphi_i) \quad (1 \leq i, j \leq n).
\]

Problem (2.7) now takes the form: find
where the vector
\[ \hat{U}_n := (U_1, \ldots, U_n)^t \] (2.9b)
corresponding to the function \( u_n \) satisfies
\[ \sum_{j=1}^{n} a_{i,j} U_j = \int_n f \overline{\varphi}_i \, dx = F(\varphi_i) =: F_i \quad (1 \leq i \leq n). \] (2.9c)

Thus, if \( A \) is the \( n \times n \) matrix and \( \hat{F} \) is the \( n \)-vector
\[ A := (a_{i,j}), \] (2.10a)
\[ \hat{F} := (F_1, \ldots, F_n)^t, \] (2.10b)
then (2.7) reduces to the problem of finding \( \hat{U} \) that solves
\[ A \hat{U} = \hat{F}. \] (2.10c)

The matrix \( A \) is called the problem matrix. Another matrix of interest is the mass matrix \( Q \) given by
\[ Q_{i,j} := \int_n \varphi_i \varphi_j \, dx. \] (2.11)

If \( \hat{U} \) and \( \hat{V} \) are the vectors associated with functions \( u \) and \( v \) in \( S_n \), we have
\[ \hat{V}^* Q \hat{U} = \int_n uv \, dx. \] (2.12)
where

$$\mathcal{P}^* = (\mathcal{P}_1, \ldots, \mathcal{P}_n).$$

(2.13)

The coercivity condition (2.5b) implies that

$$\text{Re} \left( \mathcal{U}^* A \mathcal{U} \right) \geq K_0 \mathcal{U}^* Q \mathcal{U}.$$  

(2.14)

Because $Q$ is a positive definite matrix, (2.14) implies that the system (2.10c) has a unique solution $\mathcal{U}_n$.

We consider a direct iterative method for the computation of $\mathcal{U}_n$, and hence of $u_n$. We write

$$A = M - N,$$

(2.15)

where $M$ is nonsingular and, in some sense, it is easy to solve problems of the form $M \mathcal{U} = \mathcal{G}$. Let a first guess $\mathcal{U}^{(0)}$ be chosen. Succeeding iterates are given by

$$M \mathcal{U}^{(n)} = N \mathcal{U}^{(n-1)} + \mathcal{F}.$$  

(2.16)

It is well known that this procedure is convergent for any initial guess if and only if the spectral radius

$$\rho := \max \{ |\lambda| : \lambda \text{ is an eigenvalue of } M^{-1}N \}$$

(2.17)

$$= \max \{ |\lambda| : \det(\lambda M - N) = 0 \}$$

of $M^{-1}N$ satisfies $\rho < 1$.

Our problem is the following. Imagine a sequence $\{S_n\}$ of subspaces and the corresponding matrix problems
where we have now used subscripts \( n \) on the problem matrices \( A_n \) and the moment vectors \( \bar{F}_n \) to emphasize this sequence. Suppose the splittings \( A_n = M_n - N_n \) of (2.15) are chosen in some regular fashion. We seek to determine the asymptotic behavior of the corresponding spectral radius \( \rho_n \) as \( n \to \infty \).
3. The classical iterative methods.

Suppose $A$ is an $n \times n$ matrix. The block structure of a direct iterative scheme for the problem

$$AX = Y$$

(3.1)

is completely determined by a block partition of the $n$-vector $X$. Suppose every vector $X$ is decomposed into subvectors

$$X = (X_1, X_2, \ldots, X_r)^T$$

and each $X_j$ is itself an $n_j$-vector. This partition of $X$ induces a block partition $A = [A_{ij}]$ in which each $A_{ij}$ is an $n_i \times n_j$ matrix. The corresponding block Jacobi iterative scheme is

$$A_{i,i}X_i^{(v)} = -\sum_{s \neq i} A_{i,s}X_s^{(v-1)} + Y_i.$$  

(3.2)

In terms of (2.16), $M$ is the block diagonal matrix $M := \text{diag}[A_{ii}]$. The corresponding Gauss-Seidel scheme is

$$A_{i,i}X_i^{(v)} = -\sum_{s < i} A_{i,s}X_s^{(v)} - \sum_{s > i} A_{i,s}X_s^{(v-1)} + Y_i.$$  

(3.3)

while the SOR scheme with relaxation parameter $\omega$ is

$$A_{i,i}X_i^{(v)} = -\omega \sum_{s < i} A_{i,s}X_s^{(v)} - \omega \sum_{s > i} A_{i,s}X_s^{(v-1)} + \omega Y_i + (1 - \omega)A_{i,i}X_i^{(v-1)}.$$  

(3.4)

We will be interested in specific block structures that arise in a natural geometric way.
4. A general approach.

Our analysis of the iterative scheme (2.10) is an extension of the approach taken in [13] and [15]. We make four basic assumptions.

A.1 \( p < 1 \), so the iterative scheme is convergent.

A.2 \( p \) is an eigenvalue of \( M^{-1}N \): there is a mesh vector \( \tilde{v} \neq 0 \) such that

\[
\rho M \tilde{v} = N \tilde{v}.
\]

A.3 There are a constant \( q_0 \) and a function \( q \in C^1(\Omega) \) with

\[
q(x) \geq q_0 > 0 \quad (x \in \Omega).
\]

and a function \( \eta(t) \), defined for \( t \geq 1 \) and satisfying

\[
\eta(t) \to 0 \quad \text{as} \quad t \to \infty,
\]

such that for every \( u \) and \( v \) in \( S_n \) we have

\[
\kappa^2 m^2 \varphi^* N \varphi = \int quv \, dx + \epsilon_n(u,v),
\]

where

\[
|\epsilon_n(u,v)| \leq \eta(n) ||u||^2 + ||v||^2 + ||u||_1 + ||v||_1.
\]

A.4 Let \( q \) be the function of A.3. The eigenvalue problem that seeks \( \lambda \in \mathbb{C} \) and \( \varphi \in \mathbb{R}^m \) to satisfy

\[
B(\varphi, v) = \lambda \int q \varphi v \, dx \quad \text{for all} \quad v \in \mathbb{R}^m \quad (4.1)
\]
has a minimal eigenvalue

\[ \Lambda_m = \Lambda_0 + iT. \]

By minimal we mean that for any eigenvalue \( \lambda \) it is true that

\[ 0 < \Lambda_0 \leq \text{Re } \lambda, \text{ and that if } \text{Re } \lambda = \Lambda_0 \text{ then } |\lambda| \geq |\Lambda_m|. \]

Note that if \( \Lambda_m \) is a minimal eigenvalue then so is \( \overline{\Lambda_m} \); if \( T = 0 \), then

\[ \Lambda_m = \Lambda_0 \leq |\lambda| \text{ for any eigenvalue } \lambda. \]

Observe also that the eigenvalue problem (4.1) is equivalent to the problem

\[ L\varphi = \lambda q \varphi \text{ in } \Omega, \quad b_j \varphi = 0 \text{ on } \partial \Omega \quad (0 \leq j \leq m-1). \]

Condition A.4 actually asserts that there is at least one eigenvalue. In the self-adjoint case, and in the case of a second order operator with Dirichlet boundary conditions, A.4 is always valid and \( \Lambda_m = \Lambda_0 \). We surmise that A.4 is always true, but we prefer to make the assumption explicit. Conditions A.1 and A.2 are readily verified for self-adjoint problems for which the splitting (2.15) satisfies block property A; see e.g. [1], [13]. For standard finite difference approximations of general second order Dirichlet problems, A.1 and A.2 follow from the Perron-Frobenius theory of positive matrices: see [20] and [15].

While one should write \( M_n, N_n, \rho_n, \) and \( \Lambda_n \), we will usually drop the subscript \( n \) when its use is not essential for the clarity of the discussion.

Let \( \lambda \neq 0 \) be an eigenvalue of the iterative scheme (2.16), and let \( \tilde{\varphi} \neq 0 \) be an associated eigenvector, so that

\[ \lambda M \tilde{\varphi} = N \tilde{\varphi}. \quad (4.2) \]
Subtract $\lambda N$ from both sides and divide by $\lambda$ to see that

$$A \hat{\varphi} = \frac{1 - \lambda}{\lambda} N \hat{\varphi}. \quad (4.3)$$

Now set

$$w := \sum \hat{\varphi}_j \bar{\varphi}_j, \quad \mu := \frac{1 - \lambda}{\lambda h^{2m}}. \quad (4.4)$$

Then the eigenvalue problem (4.3) can be restated in the equivalent forms

$$A \hat{\varphi} = \mu (h^{2m} N) \hat{\varphi},$$

$$B(w, v) = \mu \hat{\varphi}^*(h^{2m} N) \hat{\varphi} \quad \text{for all } v \in S_n.$$  \(4.5\)

A basic result about this eigenvalue problem is

**Lemma 4.1.** Suppose A.3-A.4 hold.

(a) Let $\{\mu_n\}$ be a bounded sequence of eigenvalues of (4.5), so that there is a constant $C > 0$ for which

$$|\mu_n| \leq C.$$

Then the limit

$$\mu_\infty := \lim_{n \to \infty} \mu_n$$

of every convergent subsequence $\{\mu_n\}$ is an eigenvalue of (4.1).

(b) Let $\lambda$ be an eigenvalue of (4.1), and fix $\delta > 0$. Then there is an $n_1$ so that for each $n \geq n_1$ there is an eigenvalue $\mu_n$ of (4.5) satisfying $|\lambda - \mu_n| \leq \delta$.

**Proof.** This result is essentially contained in the general theory for the
spectral approximation of compact operators (see [11]). However, for the sake of completeness, and to indicate an approach that applies in more general situations (see [14]), we give the proof in the appendix; (a) is Lemma A.1 and (b) is Theorem A.4.

**Theorem 4.2.** Suppose A.3-A.4 hold. Then

\[ \rho = \rho_n \geq 1 - \Lambda_0 h^{2m} + o(h^{2m}). \]  

(4.6)

**Proof.** Lemma 4.1b implies that there is a sequence of eigenvalues of problems (4.1), which we denote by \( \{\mu_n\} \), that converges to \( \Lambda_m \). Thus \( \text{Re} \mu_n \to \Lambda_0 \) and

\[ \text{Re} (1 + \mu_n h^{2m}) > 1. \]

whence

\[ \lambda := \lambda(\mu_n) := \frac{1}{1 + \mu_n h^{2m}} \]

is a well defined eigenvalue of (4.2), \( |\lambda| < 1 \), and

\[ |\lambda(\mu_n)| = 1 - \Lambda_0 h^{2m} + o(h^{2m}). \]

Therefore the theorem follows from the definition of \( \rho \).

**Theorem 4.3.** Suppose A.1-A.4 hold. Then

\[ \rho = \rho_n = 1 - \Lambda_0 h^{2m} + o(h^{2m}). \]  

(4.7)

**Proof.** Set

\[ \tilde{\mu} := \frac{\lambda - \rho}{\rho h^{2m}}. \]  

(4.8)
From A.1 and Theorem 4.2 we then see that

\[ 0 < \tilde{\mu} \leq \Lambda_0 + o(1). \]  \hspace{1cm} (4.9)

More important, A.2 implies that \( \tilde{\mu} \) is an eigenvalue of (4.5). From Lemma 4.1 and the definition of \( \Lambda_m \) we then have

\[ \Lambda_0 + o(1) = \text{Re} \tilde{\mu} = \tilde{\mu} \leq \Lambda_0 + o(1). \]

Therefore \( \tilde{\mu} \rightarrow \Lambda_0 \) as \( n \rightarrow \infty \), and (4.7) holds.

**Remark.** Because \( \tilde{\mu} \) is an eigenvalue of (4.5), Lemma 4.1 shows that \( \Lambda_0 \) is itself an eigenvalue. Hence \( \Lambda_m = \Lambda_0 \) is real when A.1-A.4 hold.

Theorem 4.2 and A.2 suggest the following condition.

**B.2** There is a constant \( C_0 \) for which, for every \( n \), there is an eigenvalue \( \lambda_n \) that satisfies

\[ |\lambda_n| = \rho_n \quad \text{and} \quad \frac{1 - \lambda_n}{h_{nm}^2} \leq C_0. \]  \hspace{1cm} (4.10)

In fact, this condition can replace both A.1 and A.2.

**Theorem 4.4.** Suppose B.2, A.3, and A.4 hold. Then the method is convergent and

\[ \rho = 1 - \Lambda_0 h_{nm}^2 + o(h_{nm}^2). \]

**Proof.** Let \( \lambda_n = a_n + i\omega_n \). Then (4.10) implies

\[ (1 - a_n)^2 + b_n^2 \leq h_{nm}^4 C_0^2. \]  \hspace{1cm} (4.11)
Set

\[ \hat{\mu}_n := \frac{1 - \lambda_n}{\lambda_n h_n^{2m}}. \] (4.12)

Then \( \hat{\mu}_n \) is an eigenvalue of (4.5), and using (4.10) we have \( |\hat{\mu}_n| \leq 2C_0 \) for \( h_n \) sufficiently small. Hence by Lemma 4.1 there is an eigenvalue \( \Lambda_1 \) of (4.1) and a subsequence \( \{n\}' \) such that \( \hat{\mu}_{n'} \to \Lambda_1 \) as \( n' \to \infty \). Let

\[ \Lambda_1 = c + id. \] (4.13)

Convergence of the subsequence and (4.12) together imply that

\[ 1 - \lambda_{n'} = \Lambda_1 \lambda_{n'} h_n^{2m} + o(h_{n'}^{2m}). \]

Thus

\[ \lambda_{n'} = a_{n'} + ib_{n'} = 1 - \Lambda_1 \lambda_{n'} h_n^{2m} + o(h_{n'}^{2m}) \]

\[ = 1 - (a_{n'}c - b_{n'}d)h_n^{2m} - i(a_{n'}d + b_{n'}c)h_n^{2m} + o(h_{n'}^{2m}). \] (4.14)

From (4.14) and the fact that

\[ a_{n'} = 1 + O(h_{n'}^{2m}), \quad b_{n'} = O(h_{n'}^{2m}) \]

we deduce that

\[ a_{n'} = 1 - a_{n'} ch_n^{2m} + o(h_{n'}^{2m}), \quad |\lambda_{n'}|^2 = 1 - 2ch_n^{2m} + o(h_{n'}^{2m}). \]

Therefore

\[ \rho_{n'} = |\lambda_{n'}| = 1 - ch_n^{2m} + o(h_{n'}^{2m}). \]
By definition of \( \Lambda_c \), \( 0 < \Lambda_c \leq c = \Re \Lambda_1 \), and therefore Theorem 4.2 implies that 
\( c = \Lambda_c \). This proves the theorem.
5. A convergence theorem.

In earlier work [12], [13], and [15] for finite difference equations, an analogue of Theorem 4.3 established the asymptotic behavior of \( \rho \). In this section we use Theorem 4.4 to obtain a new convergence theorem for finite element methods and splittings (2.15) that satisfy reasonable conditions. A remarkable feature of this proof is that we require no positivity, positive definiteness, or self-adjointness of the matrices involved. Therefore the theorem is particularly useful for nonself-adjoint problems and finite element discretizations. Moreover, the theorem can be recast to provide new results for finite difference approximations.

**Theorem 5.1.** Consider the splitting (2.15) and the iterative scheme (2.16). Suppose A.3 holds and

\[
|\epsilon_n(u, u)| \leq K_2[h||u||_0||\nabla u||_0 + h^2||\nabla^2 u||_0], \quad (5.1)
\]

\[
|\text{Im} (\hat{D}^* h^{2m} N \hat{D})| = |\hat{D}^* h^{2m} \frac{(N - N^*)}{2} \hat{D}| \leq K_3 h(||u||_0^2 + |\epsilon_n(u, u)|). \quad (5.2)
\]

We also assume that certain "inverse inequalities" are satisfied: there are constants \( c_j \) such that

\[
c_j h^j |u|_j \leq |u|_0 \quad (j = 0, 1, 2, \ldots, m), \quad (5.3)
\]

where \( |u|_j \) is the seminorm of \( u \) defined by (1.10). Finally, we assume there is an eigenpair \((\lambda, u)\) for which

\[
|\lambda| = \rho, \quad ||u||_m = 1, \quad \text{s.t.} \langle \hat{D}^* N \hat{D} \rangle \geq 0. \quad (5.4)
\]

Then the iterative scheme (2.16) is convergent and
\[ \rho = 1 - \Lambda_0 h^{2m} + o(h^{2m}). \]  
(5.5)

**Remarks.** If the inverse inequalities (5.3) hold, then Landau's inequality implies that there is a constant \( c_0 \) such that

\[ h^m \| u \|_m \leq c_0 \| u \|_0. \]  
(5.6)

This inverse inequality is valid for many of the usual finite element spaces \( S_n \); see [6]. Condition (5.4) holds when the splitting (2.15) is a block Jacobi splitting that satisfies block property A. This is so because block property A implies that \(-\lambda\) is an eigenvalue of the iterative method whenever \( \lambda \) is: see [23, chapter 5]. The estimate (5.1) is a special form of the basic estimate of A.3. As we will see in section 7, precisely this estimate is satisfied in our model problem. Further, the derivation of this estimate and the arguments of [15, section 9] suggest that this is just the form to be expected. The estimate (5.2) arises because the antisymmetric part of \( N \) is usually related to the lower order terms of the elliptic operator \( L \).

For the proof we need three lemmas.

**Lemma 5.2.** Let \( \vartheta_0 > 0 \) be a fixed (small) constant. Then there is a constant \( C_{\vartheta_0} \), depending on \( \vartheta_0 \) and \( m \), and a constant \( h(m) \), such that for every \( u \in H^m(\Omega) \) and \( h \leq h(m) \) we have

\[ h^2 \| \nabla u \|_2^2 \leq \vartheta_0 \| u \|_2^2 + h^{2m} C_{\vartheta_0} \| u \|_m^2. \]  
(5.7a)

\[ h^2 \| \nabla u \|_2^2 \leq \vartheta_0 \| u \|_2^2 + h^{2m} C_{\vartheta_0} \| u \|_m^2. \]  
(5.7b)
Proof. We first derive a special form of Landau's inequality: for every $\varepsilon > 0$ there are constants $D_\varepsilon(k)$ and $\hat{h}$, depending only on $\varepsilon$ and $k$, such that for every $u \in H^{k+1}$ and $h < \hat{h}$

$$|u|_{k} \leq \frac{\varepsilon}{h^{2k}} \|u\|_{\infty}^{2} + D_\varepsilon(k)h^{2} \|u\|_{k+1}^{2}. \tag{5.8}$$

The proof of (5.8) follows by induction. The usual form of Landau's inequality (see [10]) is: there are constants $c$ and $\alpha_0$, depending only on $\Omega$, so that for every positive $\alpha$ less than $\alpha_0$

$$|u|_{j+1} \leq c(\alpha |u|_{j+2} + \frac{1}{\alpha} |u|_{j}). \tag{5.9}$$

Hence (5.8) is true for $k = 1$. Assume (5.8) holds for $k = 1, 2, 3, \ldots, j$. Let

$$\alpha_1 := c \max \{2, 2D_\varepsilon(k) : 1 \leq k \leq j\} \tag{5.10a}$$

and set

$$\alpha := \alpha_1 h^{2}. \tag{5.10b}$$

For some positive $\hat{h}_j$ it is true that $\alpha \leq \alpha_0$ whenever $h < \hat{h}_j$. Then (5.9) yields

$$|u|_{j+1} \leq c(\alpha_1 h^{2} |u|_{j+2} + \frac{1}{\alpha_1 h^{2}} |u|_{j}).$$

Using the inductive assumption we have

$$|u|_{j+1} \leq c(\alpha_1 h^{2} |u|_{j+2} + \frac{1}{\alpha_1 h^{2}} |u|_{j} + D_\varepsilon(f)h^{2} |u|_{j+1}).$$

That is,
\[ |u|_{f+1}^2 = c \alpha_1 h^2 |u|_{f+2}^2 + \frac{c \delta}{\alpha_1 h^2} \|u\|_\delta^2 + \frac{cD_\delta(j)}{\alpha_1} |u|_{f+1}^2. \]

But \(cD_\delta(j)/\alpha_1 \leq 1/2\) and \(c/\alpha_1 \leq 1/2\) by (5.10a), and so

\[ |u|_{f+1}^2 \leq 2c \alpha_1 h^2 |u|_{f+2}^2 + \frac{\delta}{h^2} \|u\|_\delta^2. \]

Hence we have established (5.6) with \(D_\delta(j+1) = 2c \alpha_1\). For \(m = 1\) the inequality (5.7) is trivially true. For \(m = 2\), the inequality (5.7) follows from (5.6) with \(k = 1\). We proceed by induction. Suppose (5.7) is true for \(m = 1, 2, \ldots, k\). Then for small positive \(\overline{\alpha}\) and for \(h < \overline{\alpha}(\overline{\delta})\) we have

\[ h^2 |u|_{k}^2 \leq C_3 h^{2k} |u|_{k+1}^2 + \overline{\alpha} \|u\|_{\delta}^2. \]  

(5.11)

Let

\[ \overline{\alpha} := \frac{\delta}{2}, \quad \overline{v}_1 := \frac{\delta}{2C_3(k)} = \frac{\overline{\alpha}}{C_3(k)}; \]  

(5.12)

then (5.11) and (5.6) with \(\overline{\alpha} = \overline{v}_1\) together yield

\[ h^2 |u|_{k}^2 \leq C_3(k) h^{2k} (D_\delta h^2 |u|_{k+1}^2 + \frac{\overline{v}_1}{h^2} \|u\|_\delta^2) + \overline{\alpha} \|u\|_{\delta}^2 \]

\[ = C_3(k) D_\delta h^{2(k+1)} |u|_{k+1}^2 + \frac{\overline{v}_1}{2} \|u\|_{\delta}^2 + \frac{\overline{\alpha}}{2} \|u\|_{\delta}^2. \]

Setting \(C_3(k+1) := C_3(k) D_\delta(k)\) completes the proof of the lemma.

**COROLLAR**. Assume that (5.1), (5.2), and (5.3) hold. Then there is a constant \(K_4\) so that for small \(h\) and any \(u \in S_n\) we have
Furthermore, for any nonzero $u \in S_n$ set

$$
a_0 := a_0(u) := \frac{|\varepsilon_n(u, u)|}{\|u\|_{\delta}^2}. \quad (5.14a)
$$

$$
v := \frac{a_0}{\delta K_2}, \quad v_0 := \min \{v, v^2\}. \quad (5.14b)
$$

Assume that $a_0 \neq 0$ and set

$$
k(a_0) := \frac{2C_0}{a_0}(1 + \frac{1}{v}). \quad (5.14c)
$$

Then for small enough $h$ (5.3) implies that

$$
c_n h^{2m} \|u\|_m^2 \leq \|u\|_{\delta}^2 \leq k(a_0) h^{2m} \|u\|_n^2. \quad (5.15)
$$

Thus if $u_n \in S_n$ satisfies

$$
\|u_n\|_m = 1 \quad \text{and} \quad \frac{\|u_n\|_{\delta}}{h_n^{2m}} \to \infty, \quad (5.16)
$$

then

$$
a_0(u_n) \to 0 \quad \text{as} \quad n \to \infty. \quad (5.17)
$$

**Proof.** Estimate (5.13) follows from (5.1), (5.2), (5.3), and (5.7a). The lower bound of (5.15) is a restatement of (5.3). From (5.1) and (5.14a) we have
Using Lemma 5.2 we now deduce that

\[ a_0 \| u \|_\delta^2 \leq K_2 [ (\delta + \delta_0 + \frac{\delta_0}{\delta}) \| u \|_\delta^2 + C_3 (1 + \frac{1}{\delta}) h^{2m} \| u \|_\delta^2 ] . \]

Our choice of \( \delta \) and \( \delta_0 \) implies that

\[ K_2 (\delta + \delta_0 + \frac{\delta_0}{\delta}) \leq a_0 / 2. \]

Thus \( \| u \|_\delta^2 \leq k (a_0) h^{2m} \| u \|_\delta^2 \), whence (5.15) and (5.17) follow.

For the rest of this section we assume that (5.1), (5.2), and (5.3) hold.

**Lemma 5.3.** Let \( (\lambda, u) \) be the eigenpair of (5.4). Then there is a constant \( K_5 \) such that

\[ | D^* N D | \geq K_5. \quad (5.18) \]

**Proof.** From \( \lambda M \bar{D} = N \bar{D} \) it follows that

\[ \lambda = \frac{D^* N \bar{D}}{D^* M \bar{D}} = \frac{D^* N \bar{D}}{D^* A \bar{D} + D^* N \bar{D}}. \quad (5.19) \]

Evidently \( | D^* N \bar{D} | \neq 0 \), because \( \rho \neq 0 \). Furthermore, the denominator is not zero because

\[ \text{Re} \ (D^* A \bar{D}) = \text{Re} \ B(u, u) \geq K_0 \| u \|_\delta^2 = K_0 > 0 \]

and \( u \) has been chosen so that \( \text{Re} \ (D^* N \bar{D}) \geq 0 \). From (5.19) it follows that
\[
\rho = |\lambda| = \frac{1}{\frac{\partial A}{\partial N} + \frac{1}{1 + \frac{\partial A}{\partial N}}}.
\]

Now (5.18) must hold, for otherwise

\[
\left| \frac{\partial A}{\partial N} \right| \to \infty.
\]

which would violate Theorem 4.2.

Let \((\lambda, u)\) be the eigenpair of (5.4). We write

\[
\partial h u^{2m} N \partial = \bar{q} + t_1 + it_0.
\]

where

\[
\bar{q} := \int q \mid u \mid^2 dz
\]

and \(t_1\) and \(t_0\) are real.

**Lemma 5.4.** There are constants \(h_0, \gamma_1, \) and \(\gamma_2 > 0\) so that for \(0 < h < h_0\) we have

\[
\gamma_2 \bar{q} \geq \bar{q} + t_1 = \text{Re} (\partial h u^{2m} N \partial) \geq \gamma_1 \bar{q} \geq \gamma_1 q_0 \|u\|^2.
\]

**Proof.** Using (5.1) we obtain

\[
|e_n(u, u)| \leq K_3 \left[ \frac{1}{2} \|u\|^2 + \frac{3}{2} h^2 \|u\|^2 \right].
\]

This inequality and (5.3), (5.4), and (5.7) together imply that there is a constant \(k'\) for which
\[ |t_j| \leq |\varepsilon_n(u, u)| \leq K_2[\frac{1}{2} ||u||_0^2 + \frac{9}{2} C ||u||_0^2] = k' ||u||_0^2 \quad (j = 0, 1). \quad (5.22) \]

This establishes the upper bound of (5.21) with, say, \( \gamma_2 := 1 + k'/q_0 \).

We now turn to the lower bound. If the lemma fails, then there is a subsequence \( \{n^\prime\} \) for which \( (\lambda_n, u_n) \) satisfies (5.4) and

\[ \frac{h_n^{-2m}(\eta_n \cdot + t_{1,n^\prime})}{h_n^{-2m}t_{n^\prime}} \to 0. \quad (5.23) \]

It follows from (5.6) that \( \varepsilon_0^2 h_n^{-2m} ||u||_0^2 \approx ||u||_m^2 = 1 \). Hence \( h_n^{-2m} \eta \approx \frac{q_0}{\varepsilon_0^2} \), and so the numerator of (5.23), which is equal to \( \text{Re} (\hat{D}_n^* N_n \hat{D}_n) \), converges to 0.

Lemma 5.3 then shows that \( h_n^{-2m} |t_0| = |\text{Im} (\hat{D}_n^* N_n \hat{D}_n)| \approx K_3/2 \). This last inequality reads

\[ \frac{K_3}{2} h_n^{-2m} \leq |t_0|. \quad (5.24) \]

We consider two cases. In the first, \( h_n^{-2m} ||u_n||_0^2 \to \infty \). But then (5.17) implies that

\[ \frac{|t_{1,n^\prime}|}{\eta_n} \leq \frac{|t_{1,n^\prime}|}{q_0 ||u_n||_0^2} \to 0, \]

which contradicts (5.23). In the second, there is some constant \( C \) so that \( ||u_n||_0^2 \leq Ch_n^{2m} \). But now (5.24) and (5.13) yield

\[ \frac{K_3}{2} h_n^{-2m} \leq |t_0| \leq K_4 Ch_n^{2m+1}, \]

which is impossible.
Let us now compute

\[ x + iy := \frac{\partial^* A \partial}{\partial^* N \partial^*}. \] (5.25)

Let

\[ \partial^* A \partial = a(1 + i \sigma), \quad \alpha \geq K_0, \] (5.26a)

where \(|\sigma|\) is bounded because \(B(u,v)\) is angle bounded.

Then

\[
x = h^{2m} \alpha \frac{q + t_1 + \sigma \tau_0}{(q + t_1)^2 + t_0^2},
\] (5.26b)

\[
y = h^{2m} \alpha \frac{\sigma (q + t_1) - \tau_0}{(q + t_1)^2 + t_0^2}.
\] (5.26c)

**Proof of the Theorem.** Using (5.2) and (5.22), we deduce that

\[ |\tau_0| = \lambda K \bar{q}. \]

Hence

\[
x \geq h^{2m} \alpha \frac{\gamma_1 \bar{q} - |\sigma| \lambda K \bar{q}}{(q + t_1)^2 + t_0^2} > 0.
\] (5.27)

Convergence follows from these inequalities and the fact that

\[ \lambda = \frac{1}{1 + x + iy}. \]
Moreover, Theorem 4.2 implies that

\[ 1 \geq |\lambda| = \frac{1}{(1 + x)^2 + y^2} \geq 1 - \Lambda_0 h^{2m} + o(h^{2m}). \]

Therefore there is a constant \( C \) so that

\[ 1 \geq 1 + 2x + x^2 + y^2 - Ch^{2m}. \]

Because \( x \) is positive and \( 2x + x^2 + y^2 \leq Ch^{2m} \), we get

\[ 0 < x < Ch^{2m}/2. \]  
\[ \text{(5.28)} \]

From (5.21), (5.26b), and (5.27) we see that (5.28) implies that there is a constant \( C \) for which \( q + t_1 = C \). Then (5.26c) shows that \( |y| \leq Ch^{2m} \). Thus there is a constant \( C_0 \) so that

\[ \frac{|1 - \lambda|^2}{h^{4m}} = \frac{1}{h^{4m}} \frac{x^2 + y^2}{(1 + x)^2 + y^2} \leq C_0. \]

But this means that B.2 holds; now Theorem 4.4 implies (5.5).
6. The model problem: description.

The basic ideas are clearest in this simple, but relatively rich, setting. Let \( \Omega \) be the open unit square

\[
\Omega := \{(x,y) \in \mathbb{R}^2 : 0 < x, y < 1 \}.
\]

Consider the Dirichlet problem

\[
Lu = f \quad \text{for all } (x,y) \in \Omega, \quad (6.1)
\]

\[
u = 0 \quad \text{for all } (x,y) \in \partial \Omega. \quad (6.2)
\]

Here \( L \) is the second order uniformly elliptic operator with smooth coefficients given by

\[
Lu := -[au_x)_x + (bu_x)_y + (bu_y)_x + (cu_y)_y] + d_1u_x + d_2u_y + d_0u \quad (6.3)
\]

where

\[
a(x,y) \equiv a_0 > 0 \quad (6.4a)
\]

\[
b^2(x,y) - a(x,y) c(x,y) \leq -a_0 < 0 \quad (6.4b)
\]

\[
d_0(x,y) \geq 0. \quad (6.4c)
\]

The inequalities (6.4) assert that \( L \) is a uniformly elliptic operator.

Set
\[ b(u,v) := a_{uv} \overline{u}_v + (b_{ux} u_x + b_{uy} u_y) + c_{uv} \overline{v}_v + (d_{ux} u_x + d_{uy} u_y + d_{x} u) \overline{v} \] (6.5a)

and

\[ B(u,v) := \int \int \Omega b(u,v) \, dx \, dy. \] (6.5b)

As in section 2, we assume in addition to (6.4) that there is a constant \( K_0 > 0 \) such that for all \( u \in H^1_0(\Omega) \) we have

\[ \text{Re} \, B(u,u) \geq K_0 \| u \|_1^2. \] (6.6)

Under these circumstances, the boundary value problem (6.1), (8.2) is equivalent to the weak form that seeks \( u \in H^1_0(\Omega) \) for which

\[ B(u,v) = \int \int \Omega f(x,y) \overline{u(x,y)} \, dx \, dy =: F(v) \quad \text{for all } v \in H^1_0(\Omega). \] (6.7)

We now take up the finite element solution of this problem. Let \( P_x \geq 2 \) and \( P_y \geq 2 \) be integers, and set

\[ \Delta x := \frac{1}{P_x + 1}, \quad \Delta y := \frac{1}{P_y + 1}, \quad r := \frac{\Delta y}{\Delta x}. \] (6.8)

For any function \( G(x,y) \) defined on \( \Omega \) we write

\[ G_{i,j} := G(i \Delta x, j \Delta y). \] (6.9)

The finite element space \( S_h \) is the space of tensor products of Hermite cubic splines based on this grid. Let

\[ x_i := i \Delta x \quad (i = 0, \ldots, P_x + 1). \] (6.10a)
For each pair $(i,j)$, $0 \leq i \leq P_x$, $0 \leq j \leq P_y$, define

$$e_{i,j} := \{(x,y) : x_i \leq x \leq x_{i+1}, y_j \leq y \leq y_{j+1}\}. \quad (6.11)$$

Hence the corners of the rectangle $e_{i,j}$ are the points $(x_i,y_j)$ -- the lower left corner -- $(x_{i+1},y_j)$, $(x_{i+1},y_{j+1})$, and $(x_i,y_{j+1})$, as in Figure 1.

![Figure 1. The element $e_{i,j}$.

The restriction of any function $v \in S_n$ to $e_{i,j}$ is a polynomial of degree three in each variable $x$ and $y$, given by

$$v(x,y) = \sum_{\mu=0}^{3} V_{\omega,\mu} x^\omega y^\mu \quad \text{for all } (x,y) \in e_{i,j}. \quad (6.12)$$

Thus $v$ is determined in $e_{i,j}$ by the 16 parameters

$$\{v_{i+1,j+\rho}\}, \{(v_x)_{i+1,j+\rho}\}, \{(v_y)_{i+1,j+\rho}\}, \{(v_{xy})_{i+1,j+\rho}\}. \quad (6.13)$$

with $\rho$ and $\rho$ running over the set $\{0, 1\}$.

Because we have been discussing the restriction of $v$ to $e_{i,j}$ it might seem that we should somehow indicate that we are talking about $v, v_x, v_y, v_{xy}$ computed from within $e_{i,j}$. However, the basic constraint on our space $S_n$ is precisely that these values at the four nodal points are continuous. Therefore,
these four values can be associated with the geometric point \((x, y)\).

It is convenient to describe \(S_n\) in terms of a local basis for the restriction to \(e_{i,j}\). On the interval \(0 \leq x \leq 1\) define the functions

\[
V_0(x) := (1 - x)^2(1 + 2x), \quad T_0(x) := x(1 - x)^2.
\]

\[
V_1(x) := x^2(3 - 2x), \quad T_1(x) := (x - 1)x^2.
\]

These cubic polynomials satisfy

\[
V_0(0) = 1, \quad V_0(1) = V_0'(0) = V_0'(1) = 0.
\]

\[
T_0(0) = 1, \quad T_0(1) = T_0'(0) = T_0'(1) = 0.
\]

\[
V_1(1) = 1, \quad V_1(0) = V_1'(0) = V_1'(1) = 0.
\]

\[
T_1(1) = 1, \quad T_1(0) = T_1'(0) = T_1'(1) = 0.
\]

Then the restriction of \(v\) to \(e_{i,j}\) may be written as

\[
v(x, y) = \sum_{i,\rho=0,1} u_{i,\rho} V_i \left[ \frac{x - x_i}{\Delta x} \right] \left[ \frac{y - y_i}{\Delta y} \right] V_\rho + \sum_{i,\rho=0,1} \Delta x (v_x)_{i,\rho} T_i \left[ \frac{x - x_i}{\Delta x} \right] \left[ \frac{y - y_i}{\Delta y} \right] V_\rho + \sum_{i,\rho=0,1} \Delta y (v_y)_{i,\rho} V_i \left[ \frac{x - x_i}{\Delta x} \right] \left[ \frac{y - y_i}{\Delta y} \right] T_\rho + \sum_{i,\rho=0,1} \Delta x \Delta y (v_{xy})_{i,\rho} T_i \left[ \frac{x - x_i}{\Delta x} \right] \left[ \frac{y - y_i}{\Delta y} \right] T_\rho.
\]
Once we have this representation for the restriction of \( v \) to \( e_{i,j} \) we can compute the "local mass matrix \( Q(i,j) \)" and the "local problem matrix \( A(i,j) \)." However, while we will compute some of these coefficients later, for our present purposes it suffices to observe the following form of these matrices. Let

\[
V_{i,j} := (u_{i,j}, \Delta x(v_{x})_{i,j}, \Delta y(v_{y})_{i,j}, \Delta x \Delta y(u_{xy})_{i,j})^t
\]

be the 4-vector of interpolation conditions at the point \((x_i, y_j)\), and let

\[
\mathcal{V}_{i,j} := (V_{i,j}^t, V_{i+1,j}^t, V_{i+1,j+1}^t, V_{i,j+1}^t)^t
\]

be the 16-vector of all the interpolation conditions for \( v(x,y) \) restricted to \( e_{i,j} \). Then, for \( u \) and \( v \in S_n \), with \( v \) represented by \( \mathcal{V}_{i,j} \) and \( u \) by \( \mathcal{U}_{i,j} \) on \( e_{i,j} \), we have

\[
\int \int_{e_{i,j}} u \partial \partial x \, dx \, dy = \Delta x \Delta y \mathcal{V}_{i,j}^t Q_0 \mathcal{V}_{i,j},
\]

where \( Q_0 \) is a constant 16x16 matrix independent of \( \Delta x \), \( \Delta y \), or \((i,j)\). Similarly,

\[
\int \int_{e_{i,j}} b(u,v) \partial \partial y \, dy = (\Delta x \Delta y) \mathcal{V}_{i,j}^t [(\Delta x)^{-2} a_2 + (\Delta x)^{-1} a_1 + a_0] \mathcal{V}_{i,j},
\]

where \( a_0, a_1, \) and \( a_2 \) are 16x16 matrices that depend on \((i,j)\) and

\[
a_0 \text{ is independent of } (\Delta x, \Delta y)
\]

while

\[
a_1 \text{ and } a_2 \text{ depend only on } r := \frac{\Delta y}{\Delta x}
\]

The matrix \( a_2 \) corresponds to the portion of \( b(u,v) \) given by
and is a positive definite real symmetric matrix. The matrix $a_1$ corresponds to the portion of $b(u,v)$ given by

$$ (d_1u_x + d_2u_y) \Omega, $$

while the matrix $a_0$ corresponds to the portion of $b(u,v)$ given by

$$ d_0u \Omega $$

and is a real symmetric positive semi-definite matrix.

From these local matrices one can easily construct the mass matrix $Q$ and the problem matrix $A$; see for instance [19].

Let $V_i$ denote the vector of all unknowns associated with the $l$'th horizontal line $y = y_i$ using (6.24).

$$ V_i = (V_{i1}, V_{i2}, \ldots, V_{is})^t. $$

Now let $\hat{V}$ denote the vector of all unknowns ordered by lines, i.e.,

$$ \hat{V} = (V_{i1}, V_{i2}, \ldots, V_{is})^t. $$

Then for any $u$ and $v \in S_n$ we have

$$ \int \int_{D} uv \, dx \, dy = \Delta x \Delta y \hat{V}^t Q \hat{V}, $$

where $Q$ is a $(4P_x P_y) \times (4P_x P_y)$ constant matrix that is independent of $\Delta x$ and $\Delta y$.

Further, the finite element approximation (2.10c) corresponding to (2.7) with this choice of $S_n$ and these interpolation conditions becomes
\[ A \hat{U} = \hat{F}, \]  
(8.27)

where

\[ A = \Delta x \Delta y [ (\Delta x)^{-2} A_2 + (\Delta x)^{-1} A_1 + A_0 ] \]  
(8.28)

and \( A_0, A_1, \) and \( A_2 \) have the same qualitative features as \( a_0, a_1, \) and \( a_2. \) For example, \( A_2 \) corresponds to the portion of \( b(u, v) \) given by (6.23a) and is a real symmetric positive definite matrix that depends on \( \Delta x \) and \( \Delta y \) only through the ratio \( r = \Delta y / \Delta x. \)

The matrices \( Q \) and \( A \) may be regarded as \( (P_x P_y) \times (P_x P_y) \) block matrices, where each block is itself a \( 4 \times 4 \) matrix. This is the "geometric point" representation of \( Q \) and \( A. \) In this representation both \( Q \) and \( A \) correspond to nine-point schemes. That is, the \((i,j)\) block equations are

\[ (A \hat{U})_{i,j} = A_{i,j} \frac{u_{i,j}}{t_{i,j} - t_{i,j+1}} U_{i,j} = F_{i,j}, \]
(6.29)

\[ (Q \hat{U})_{i,j} = Q_{i,j} U_{i,j} + \sum_{t_{i,j+1} \neq 0} Q_{i,j+1} U_{i,j+1} U_{i,j+1}. \]
(6.30)

We also consider the \( k \)-line representation of this problem. Let \( k \geq 1 \) be a fixed integer. We assume that \( k \) divides \( P_y, \) i.e.,

\[ P_y = k P_k \]
(6.31)

where \( P_k \) is of course an integer. Let \( u \in S_n \) and let \( \hat{U} \) be the associated vector of interpolation conditions. Let \( U_u(k) \) be the vector associated with the \( s'th \) set of \( k \) horizontal lines:
\[ U_s(k) = (U_{s(s-1)+1}^k, U_{s(s-1)+2}^k, \ldots, U_{s2}^k)^t \] (6.32)

In this representation, the problem matrix \( A \) and the mass matrix \( Q \) become block tridiagonal matrices. That is, the equation (2.16) takes the form

\[ A_{s,s-1}(k) U_{s-1}(k) + A_{s,s}(k) U_s(k) + A_{s,s+1}(k) U_{s+1}(k) \]

\[ = F_s(k) \quad (1 \leq s \leq P_k). \] (6.33)

The matrices \( A_{s,s}(k) \) are \((4kP_s) \times (4kP_s)\) matrices.

Let us consider the block Jacobi iterative scheme based on this \( k \)-line representation of \( A \). Given a first guess \( \hat{U}^{(0)} \) we have the iterative scheme

\[ A_{s,s-1}(k) U_{s-1}^{(v-1)}(k) + A_{s,s}(k) U_s^{(v)}(k) + A_{s,s+1}(k) U_{s+1}^{(v-1)}(k) = F_s(k). \] (6.34)

Thus, in the notation of section 2, we have (2.15) with

\[ M := \text{diag}[A_{s,s}(k)], \quad N := [-A_{s,s-1}(k), 0, -A_{s,s+1}(k)]. \] (6.35)

where the notation in (6.35) means that \( N \) is a block tridiagonal matrix with the three principal diagonals as written.
7. The model problem: estimates.

In this section and the next we turn to an analysis of block iterative methods for this model problem – with a complete analysis of $k$-line block methods. Our first goal is to simplify the study of the bilinear form

$$\Delta x \Delta y \partial^* N \bar{0}.$$

In particular, the estimates that follow enable us to ignore many of the elements of $N$ when determining a function $q(x, y)$ that meets the conditions of A.3.

**Lemma 7.1.** Let $\Omega$ be the unit square and let $\pi$ be the 16-dimensional space of polynomials in $(x, y) \in \Omega$ that are cubic in each variable separately. Hence, if $g \in \pi$, then

$$g(x, y) = \sum_{r,s=0}^{\delta} g_{r,s} x^r y^s. \quad (7.1)$$

There is a constant $C_0 > 0$ such that

$$\frac{1}{4} \sum_{(\sigma, \mu)} |g(\sigma, \mu)|^2 \leq C_0 \|g\|_8^2. \quad (7.2a)$$

$$\|g - g(\sigma, \mu)\|_8^2 \leq C_0 \|\nabla g\|_8^2 = C_0 g \|\nabla \|_8. \quad (7.2b)$$

$$\sum_{(\sigma, \mu), (\sigma', \mu')} |g(\sigma, \mu) - g(\sigma', \mu')|^2 \leq C_0 \|\nabla g\|_8^2. \quad (7.2c)$$

$$\sum_{\mu=1}^{\delta} \|D^\mu g(\sigma, \mu)\|_2^2 \leq C_0 \|\nabla g\|_8. \quad (7.2d)$$
where \((σ, \mu)\) and \((σ', \mu')\) are any of the four corner points \((0,0), (1,0), (1,1), (0,1)\).

**Proof.** Because \(π\) is a finite-dimensional space, any seminorm \(|·|\) is dominated by any norm \(∥·∥\): there is a constant \(C\) so that \(|g| \leq C∥g∥\) for every \(g \in π\). This establishes (7.2a). Fix a corner point \((σ, μ)\). Consider the norm defined on \(π\) by

\[
∥∥g∥∥_{(σ, μ)} := |g(σ, μ)|^2 + ∥∇g∥^2.
\]  

(7.3)

Because \(π\) is a finite-dimensional space, there is a constant \(C > 0\) such that

\[
∥g∥^2 \leq C∥∥g∥∥_{(σ, μ)}\text{ for all } g \in π.
\]  

(7.4)

Set

\[
\tilde{g}(x, y) := g(x, y) - g(σ, μ).
\]  

(7.5)

Then (7.2b) follows from (7.4) with \(C\) in place of \(C_0\).

Let \((σ', μ')\) be another corner point, and set

\[
S_{(σ', μ)}(g) := |g(σ', μ')|.
\]

Then \(S_{(σ', μ)}\) is a seminorm and, as before,

\[
S_{(σ', μ)}(\tilde{g}) \leq C_1∥∥\tilde{g}∥∥_{(σ, μ)}\text{ for all } \tilde{g} \in π.
\]  

(7.6)

Let \(\tilde{g}\) be given by (7.5). Then (7.6) yields

\[
|g(σ', μ') - g(σ, μ)|^2 \leq C_1∥∇g∥^2.
\]

(7.7)

Summing this inequality over all pairs \((σ, μ), (σ', μ')\), we obtain (7.2c) with \(C_0\).
replaced by $16C_1$.

Let $S$ be the seminorm defined by

$$S^2(g) := \sum_{|\sigma| = 1} \sum_{\sigma' : \mu = 0} |(D^\sigma g)(\sigma', \mu')|^2.$$

The argument given above now yields (7.2d). Let $C_0$ be the largest of the constants and the lemma is proven.

For convenience, we collect some definitions here. Throughout this section and the next, we set

$$h := \sqrt{Ax Ay}.$$

For each $e_{i,j}$ and for every $u$ and $v$ in $S_n$, let

$$\eta(u, v, h, i, j) := h(||u||_0 ||v||_{0, e_{i,j}} + ||v||_0 ||u||_{0, e_{i,j}}) + h^2 ||v||_0 ||u||_0.$$

Finally, for every $u$ and $v$ in $S_n$ we set

$$\tilde{\eta}(u, v, h) := h(||u||_0 ||v||_0 + ||u||_0 ||v||_0) + h^2 ||v||_0 ||u||_0.$$

Note that

$$\sum_{e_{i,j}} \eta(u, v, h, i, j) \leq \tilde{\eta}(u, v, h).$$

**Lemma 7.2.** Fix $(i, j)$ and let $v \in S_n$. Let $P$ and $P'$ denote one of the corner points $(x_i, y_j), (x_{i+1}, y_{j+1}), (x_i, y_{j+1})$ of $e_{i,j}$. Then there is a constant $C_1$ depending on $r$ and $1/r$ such that

$$h^8 \sum_P |u(P)|^2 \leq C_1 ||u||_{0, e_{i,j}}^8.$$  \hspace{1cm} (7.7a)
\[ \|v - v(P)\|_{\delta_{s,j}}^2 \leq h^2 C_1 \|\nabla v\|_{\delta_{s,j}}^2 = h^2 C_1 \|v\|_{\delta_{s,j}}^2. \]  \hfill (7.7b)

\[ h^2 \sum_{|a|=1} \sum_P \Delta x^{2a_1} \Delta y^{2a_2} |(D^a v)(P)|^2 \leq C_1 h^2 \|\nabla v\|_{\delta_{s,j}}^2. \]  \hfill (7.8)

\[ h^2 \sum_{P \neq P'} |v(P) - v(P')|^2 \leq C_1 h^2 \|\nabla v\|_{\delta_{s,j}}^2. \]  \hfill (7.9)

**Proof.** Set

\[ \xi := \frac{x - x_i}{\Delta x}, \quad \eta := \frac{y - y_j}{\Delta y}. \]

Let \( v \) be any function in \( S_n \) and set

\[ g(\xi, \eta) := v(x_i + \xi \Delta x, y_j + \eta \Delta y) \quad (0 \leq \xi, \eta \leq 1). \]

The function \( g(\xi, \eta) \) is an element of \( \pi \). Moreover, a direct computation shows that

\[ \int \int_{s_{ij}} |v_x|^2 \, dx \, dy = \frac{\Delta y}{\Delta x} \int \int_{\Omega} |g_{\xi}|^2 \, d\xi \, d\eta = \tau \int \int_{\Omega} |g_{\xi}|^2 \, d\xi \, d\eta, \]

\[ \int \int_{s_{ij}} |v_y|^2 \, dx \, dy = \frac{\Delta x}{\Delta y} \int \int_{\Omega} |g_{\eta}|^2 \, d\xi \, d\eta = \frac{1}{\tau} \int \int_{\Omega} |g_{\eta}|^2 \, d\xi \, d\eta. \]

Let

\[ \tau := \max (\tau, 1/\tau). \]

Then
Another computation shows that

$$\int \int_{\Omega} |v(x,y)|^2 \, dx \, dy = h^2 \int \int_{\Omega} |g(\xi,\eta)|^2 \, d\xi \, d\eta. \quad (7.11)$$

Therefore the inequality (7.2b) of Lemma 7.1 yields

$$\|v - v(P)\|_{\delta_{i,j}} \leq C_0 h^2 \|\nabla u\|_{\delta_{i,j}}. \quad (7.10)$$

which proves (7.7b). Inequality (7.7a) follows from a similar change of variables and (7.2a).

If we define

$$D_x^a := \frac{\partial^{\omega}}{\partial x^{\omega}} \quad D_\xi^a := \frac{\partial^{\omega}}{\partial \xi^{\omega}}. \quad (7.12a)$$

then we see that

$$\Delta x^{\omega_1} \Delta y^{\omega_2} D_x^a v(x,y) = D_\xi^a g(\xi,\eta). \quad (7.12b)$$

Thus (7.2d) of Lemma 7.1 yields (7.8) with $C_1 = C_0 h$. Finally, (7.2c) of Lemma 7.1 yields (7.9).

**Corollary 7.3.** There is a constant $C_2$ independent of $(i,j)$ such that

$$\frac{h^2}{4} (u_{i,j}^2 + u_{i+1,j}^2 + u_{i+1,j+1}^2 + u_{i,j+1}^2) = \|v\|_{\delta_{i,j}}^2 + \eta(v,\Delta x) \quad (7.13)$$

where

$$|\eta(v,\Delta x)| \leq C_0 \eta(v,v,h,i,j). \quad (7.14)$$
Proof. For each index \((i+l,j+p)\) we apply (7.7b) to obtain

\[ \|u - u_{i+1,j+p}\| s_{i,j} \leq h \sqrt{C} \|\nabla u\| s_{i,j}. \]

Hence the triangle inequality yields

\[ |(\|u\| s_{i,j} - h |u_{i+1,j+p}|)| \leq h \sqrt{C} \|\nabla u\| s_{i,j}. \]

and

\[ h |u_{i+1,j+p}| \leq \|u\| s_{i,j} + h \sqrt{C} \|\nabla u\| s_{i,j}. \quad (7.15a) \]

Therefore

\[ h^2 |u_{i+1,j+p}|^2 = \|u\|^2 s_{i,j} + \mathcal{B}(v,h). \]

where

\[ |\mathcal{B}(v,h)| \leq C_\eta(v,v,h,i,j). \]

We add the four equations for all \((i+l,j+p)\) and divide by 4 to obtain (7.13).

**Theorem 7.4.** Let \(u\) and \(v \in S_\alpha\). Let \(\varphi \in C^1(\mathbb{N})\). Then there is a constant \(K > 0\) such that

\[ h^2 \sum_{i=1}^P \sum_{j=1}^P |u_{i,j}|^2 \leq K \|u\|^2. \quad (7.16a) \]

\[ \int \int_\Omega \varphi u \, dx \, dy = h^2 \sum_{i=1}^P \sum_{j=1}^P \varphi_{i,j} u_{i,j} + \delta(u,v,\varphi). \quad (7.16b) \]

where
Furthermore,

\[ h^2 \sum_{i,j} |\Delta x^{a_i} \Delta y^{a_j} (D^a w)_{i,j} |^2 \leq Kh^2 \| \nabla u \|_q^2. \]  

(7.17)

\[ h^2 \sum_{i,j} \sum_{|\alpha|+|\beta|\leq 1} |\Delta x^{a_i+\beta_i} \Delta y^{a_j+\beta_j} (D^a w)_{i,j} (D^\beta v)_{i,j} | \leq K\eta(u,v,h). \]

Proof. To get (7.16a), sum (7.7a) over all elements \( e_{i,j} \). The estimates (7.16b) and (7.16c) follow from (7.13) and (7.14) of Corollary 7.3 applied to (u \pm v), together with simple estimates on

\[ \int \int_{e_{i,j}} \varphi \nabla u \, dx \, dy - \int \int_{e_{i,j}} \varphi \, u \, dx \, dy. \]

The first estimate of (7.17) comes from (7.8) of Lemma 7.2.

In order to complete the proof of (7.17) we need only consider the case \( \alpha = 0, |\beta| \geq 1 \). We have

\[ J := h^2 \sum_{i,j} |u_{i,j} (D^\beta v)_{i,j} | \Delta x^{\beta_1} \Delta y^{\beta_2} \]

\[ \leq (h^2 \sum (u_{i,j})^2)^{1/2} (h^2 \sum |(D^\beta v)_{i,j} \Delta x^{\beta_1} \Delta y^{\beta_2} |^2)^{1/2}. \]

A direct computation from (7.7a) and (7.17a) gives

\[ J \leq Kh \| u \|_p \| \nabla v \|_q. \]

whence (7.17b) follows.
We are now ready to apply these estimates to the study of

\[ \Delta x \Delta y N = \kappa^2 N \]

and the determination of the function \( q(x,y) \).

**Theorem 7.5.** For every vector \( \tilde{v} = (v_{ij}) \), let \( \tilde{v}^0 \) be the vector with

\[ \tilde{v}^0 := (v_{ij}^0), \quad v_{ij}^0 := \begin{cases} v_{ij} \\ 0 \\ 0 \\ 0 \end{cases} \]  

(7.18)

Suppose \( N^0 \) is a matrix such that for every \( u \) and \( v \in S_n \) we have

\[ \kappa^2 \tilde{v}^0 \cdot N^0 \tilde{v}^0 = \kappa^2 \tilde{v}^0 \cdot N \tilde{v}^0 + \mathcal{O}(u, v, \Delta x). \]  

(7.19a)

where

\[ |\mathcal{O}(u, v, \Delta x)| \leq C_\kappa(u, v, \kappa). \]  

(7.19b)

Then if \( N^0 \) satisfies A.3 so does \( N \).

**Proof.** From the estimate (7.17b) we see that

\[ \kappa^2 \tilde{v}^0 \cdot N^0 \tilde{v}^0 = \kappa^2 \tilde{v}^0 \cdot N \tilde{v}^0 + \mathcal{O}(u, v, \kappa)). \]

Hence when verifying A.3 it suffices to consider \( \tilde{v}^0, \tilde{D}^0 \), and matrices \( N^0 \) that satisfy (7.19).

This theorem shows that, to apply Theorem 5.1, we need consider only the vectors \( \tilde{v}^0 \) and \( \tilde{D}^0 \), and matrices \( N^0 \) satisfying (7.19). In particular, we may ignore components that come from derivative terms.
Suppose that the splitting (2.15) is a "natural" block splitting of the kind described in Section 3. That is, a nonzero element of \(-N\) is exactly equal to the same (same indices \((i,j)\)) nonzero element of \(A\). Then it follows from Theorem 7.5 that for the purpose of determining \(q\) and verifying \(A.3\), it suffices to consider the same splitting of the matrix \(A^0\), which is a block matrix consisting of 4x4 blocks \(A_{i,j;\sigma,\mu}^0\), where

\[
A_{i,j;\sigma,\mu}^0 = \Delta x \Delta y \begin{bmatrix}
\alpha_{i,j;\sigma,\mu} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]  
(7.20)

and

\[
\alpha_{i,j;\sigma,j} = \frac{\alpha_{i,j} + c_{i,j}}{\Delta x^2} + \frac{c_{i,j}}{\Delta y^2} \cdot \frac{312}{175},
\]  
(7.21a)

\[
\alpha_{i,j;\sigma,j+1} = \frac{c_{i,j}}{\Delta y^2} \cdot \frac{54}{175} - \frac{\alpha_{i,j}}{\Delta x^2} \cdot \frac{156}{175},
\]  
(7.21b)

\[
\alpha_{i,j;\sigma,j+1,j+1} = -\frac{b_{i,j}}{2\Delta x \Delta y} + \frac{27}{175} \left( \frac{\alpha_{i,j}}{\Delta x^2} + \frac{c_{i,j}}{\Delta y^2} \right),
\]  
(7.21c)

\[
\alpha_{i,j;\sigma,j+1,j} = \frac{\alpha_{i,j}}{\Delta x^2} \cdot \frac{54}{175} - \frac{c_{i,j}}{\Delta x^2} \cdot \frac{156}{175},
\]  
(7.21d)

\[
\alpha_{i,j;\sigma,j-1,j+1} = -\frac{\alpha_{i,j}}{175} \left( \frac{\alpha_{i,j}}{\Delta x^2} + \frac{c_{i,j}}{\Delta y^2} \right) + \frac{b_{i,j}}{2\Delta x \Delta y},
\]  
(7.22a)
Remarks. As (7.21) and (7.22) show, on each element \( e_{i,j} \) we have approximated the variable coefficients \( a, b, \) and \( c \) by constant coefficients \( a_{i,j}, b_{i,j}, c_{i,j}, \) respectively. One could "center" the coefficients \( a_{i,j}, b_{i,j}, \) and \( c_{i,j} \) in these equations. However, for the purpose of determining \( q \) this increased accuracy is irrelevant. Only the coefficients \( a(z,y), b(z,y), \) and \( c(z,y) \) enter into the formulae. This follows from the discussion in Section 6 describing \( a_2, a_1, \) and \( a_0, \) or equivalently \( A_2, A_1, \) and \( A_0 \) -- see (6.20)-(6.23) and (6.28).
8. The function \( q(x,y) \): two iterative schemes.

In this section we use the results of Section 7, together with arguments already developed for finite difference equations (see [15]), to determine the function \( q \) that satisfies the conditions of A.3. We consider both the \( k \)-line Jacobi iterative scheme described in Section 8 and the point Gauss-Seidel method.

The finite element spaces \( S_n \) described by (6.11)-(6.13) satisfy the inverse inequalities (5.3). Moreover, because the \( k \)-line Jacobi scheme satisfies block property A, condition (5.4) holds. Hence to apply Theorem 5.1 we need only to confirm (5.2) and to show that A.3 holds with an estimate of the form (5.1). Now (5.2) follows from observing that the nonzero coefficients in \((N-N^*)\) come from coefficients in the problem matrix \( A \) that originate in the term

\[ \Delta y A_i \]

of (6.28); but this term is of size \( O(h) \). To finish the study of the \( k \)-line Jacobi method, we determine \( q \) in the following theorem. Of course, we will use the matrix \( N^0 \) that comes from \( A^0 \) defined by (7.20)-(7.22). \( N^0 \) acts only on the vectors \( \mathbf{v}^0 \) and \( \mathbf{u}^0 \). We define the norm

\[ \|N^0\|_A := \sup \left\{ \left( \sum_{i,j}(\mathbf{N}^0)^1_{ij} \mathbf{v}^0_{ij} \right)^{1/2} : \sum_{i,j} |U^0_{ij}|^2 = 1 \right\}. \]

**Theorem 8.1.** Consider the \( k \)-line block Jacobi method described by equations (6.34). There is a function \( q \) that satisfies A.3 and

\[ q(x,y) = \frac{12}{5} \frac{1}{kr} c(x,y). \]  

(8.1a)

Therefore
\[ p = 1 - \Lambda_0 \gamma h^2 + o(h^2). \] (8.1b)

where \( \Lambda_0 \) is the minimal eigenvalue of (4.1). Hence from (1.8) and (1.7)

\[ \rho_f(k) = 1 - \frac{5k}{12} \gamma \gamma h^2 + o(h^2), \quad \rho_{\infty}(k) = 1 - \frac{5k}{6} \gamma \gamma h^2 + o(h^2). \] (8.1c)

\[ \rho_0 = 1 - 2(\frac{5k}{6} \gamma \gamma)\gamma h^2 + o(h). \]

**Proof.** Following the development in Section 6 we see that it suffices to consider the matrix

\[ N^0 = - \begin{bmatrix} A_{0,-1}(k), & 0, & A_{0,+1}(k) \end{bmatrix} \] (8.2)

where \( A_{x+1}(k) \) are \((4kP_x)\times(4kP_x)\) matrices of the form

\[ A_{0,-1}(k) := \begin{bmatrix} 0 & A_{0,(s-1)+1,k(s-1)}(1) \\ 0 & 0 \end{bmatrix}, \]

(8.3a)

\[ A_{0,+1}(k) := \begin{bmatrix} 0 & 0 \\ A_{0,2k+1}(1) & 0 \end{bmatrix}. \] (8.3b)

The matrices \( A_{x+1,x+1}(1) \) and \( A_{x,x+1}(1) \) are the \((4P_x)\times(4P_x)\) matrices that arise in the case \( k = 1 \). These matrices are themselves block tridiagonal matrices of the form

\[ A_{f+1,j+1}(1) = [A_{f+1,j+1}, A_{f,j+1}, A_{f-1,j+1}, A_{f-1,j+1}] \] (8.3c)

where the matrices \( A_{f,j+1} \) are the \(4\times4\) matrices given by (7.20)-(7.22c).

A direct computation now yields
\[
\mathcal{D} \mathcal{O}^0 \mathcal{Q} - \sum_{s=1}^{P_A} [V_{2s}^0 A_{2s,2s+1}^0 (1) U_{2s+1}] - \sum_{s=1}^{P_A} [V_{2s+1}^0 A_{2s+1,2s}^0 (1) U_{2s}]. \tag{8.4}
\]

We rewrite (8.4) as

\[
\mathcal{D} \mathcal{O}^0 \mathcal{Q} = - \sum_{s=1}^{P_A} V_{2s}^0 (A_{2s,2s+1}^0 + A_{2s,2s-1}^0) U_{2s} - \sum_{s=1}^{P_A} V_{2s+1}^0 (A_{2s+1,2s}^0 - A_{2s+1,2s-1}^0) U_{2s} + \sum_{s=1}^{P_A} (V_{2s}^0 - V_{2s+1}^0) A_{2s+1,2s}^0 U_{2s}. \tag{8.5}
\]

It follows that

\[
\mathcal{D} \mathcal{O}^0 \mathcal{Q} = - \sum_{s=1}^{P_A} V_{2s}^0 (A_{2s,2s+1}^0 + A_{2s,2s-1}^0) U_{2s} + E(\mathcal{D}^0, \mathcal{Q}^0). \tag{8.6a}
\]

where

\[
|E(\mathcal{D}^0, \mathcal{Q}^0)| = ||N^0||_h (\sum |u_{i,j}|^2)^{1/2}(\sum |u_{i,j+1} - u_{i,j}|^2)^{1/2}
\]

\[
+ ||N^0||_h (\sum |u_{i,j}|^2)^{1/2}(\sum |u_{i,j+1} - u_{i,j}|^2)^{1/2} \tag{8.6b}
\]

\[
+ h(||\nabla b||_\infty + \tau ||\nabla a||_\infty + \frac{1}{r} ||\nabla a||_\infty)(\sum |u_{i,j}|^2)^{1/2}(\sum |u_{i,j+1} - u_{i,j}|^2)^{1/2}. \tag{8.6b}
\]

Using the defining equations (7.20)-(7.22c) we see that
\[ \mathcal{P}^{0,N^0} \mathcal{D}^0 = \sum_{s=1}^P \sum_{i=1}^P \frac{54}{175} (r_0 a_{i,s} + \frac{1}{r} c_{i,s}) u_{i,s} (u_{i-1,s} + u_{i+1,s}) \]

(8.7)

\[ + \sum_{s=1}^P \sum_{i=1}^P \left( \frac{312}{175} c_{i,s} - \frac{108}{175} r_0 a_{i,s} \right) u_{i,s} u_{i+1,s} + E(\mathcal{P}^{0}, \mathcal{D}^0). \]

Because

\[ u_{i-1,s} + u_{i+1,s} = 2u_{i,s} + (u_{i-1,s} - u_{i,s}) + (u_{i+1,s} - u_{i,s}), \]

we see that

\[ \mathcal{P}^{0,N^0} \mathcal{D}^0 = \sum_{s=1}^P \sum_{i=1}^P \left( \frac{12}{5} \frac{1}{r} c_{i,s} \right) u_{i,s} u_{i+1,s} + E(\mathcal{P}^{0}, \mathcal{D}^0) + E_1(\mathcal{P}^{0}, \mathcal{D}^0). \]

(8.8)

where

\[ |E_1(\mathcal{P}^{0}, \mathcal{D}^0)| \leq \frac{108}{175} \frac{1}{r} c_{i,s} \left( \sum |u_{i,s}|^2 \right)^{1/2} \left( \sum |u_{i+1,s} - u_{i,s}|^2 \right)^{1/2}. \]

The estimates of Theorem 7.4 now show that

\[ h^2 (E(\mathcal{P}^{0}, \mathcal{D}^0) + E_1(\mathcal{P}^{0}, \mathcal{D}^0)) = O(\tilde{\eta}(u,u,h)). \]

whence from (8.8)

\[ h^2 \mathcal{P}^{0,N^0} \mathcal{D}^0 = h^2 \sum_{s=1}^P \sum_{i=1}^P \left( \frac{12}{5} \frac{1}{r} c_{i,s} \right) u_{i,s} u_{i+1,s} + O(\tilde{\eta}(u,u,h)). \]

To complete the proof of Theorem 8.1 we employ an argument of [15, section 5]. Let \( j = 1, 2, \ldots, k \). Then

\[ u_{i,s} + j = u_{i,s} + G_{i,s,+j}(\mathcal{P}^{0}), \quad u_{i,s} - j = u_{i,s} + G_{i,s,-j}(\mathcal{D}^0). \]

(8.9)
where for any vector $\hat{\psi}^0$ we define
\[
G_{k,i,\pm j}(\hat{\psi}^0) := \sum_{\mu=1}^{k} (u_{i,k}\pm \mu - u_{i,k}\pm 1).
\]

Observe that
\[
|G_{k,i,\pm j}(\hat{\psi}^0)| \leq \mathcal{G}_{k,i}(\hat{\psi}^0) := k^{1/2} \left( \sum_{\mu=1}^{k} |u_{i,k}\pm \mu - u_{i,k}\pm 1|^2 \right)^{1/2}. \tag{8.10}
\]

Therefore
\[
\mathcal{G}_{k,i,\pm j}(\hat{\psi}^0) u_{i,k} + j = \nu_{i,k} u_{i,k} + B_{k,i,\pm j}(\hat{\psi}^0, \hat{\psi}^0), \tag{8.11}
\]

where
\[
|B_{k,i,\pm j}(\hat{\psi}^0, \hat{\psi}^0)| \leq |\nu_{i,k}| \mathcal{G}_{k,i}(\hat{\psi}^0) + |\nu_{i,k}| \mathcal{G}_{k,i}(\hat{\psi}^0) + \mathcal{G}_{k,i}(\hat{\psi}^0) \mathcal{G}_{k,i}(\hat{\psi}^0).
\]

Thus
\[
c_{k,i,\pm j}(\hat{\psi}^0) u_{i,k} + j = c_{k,i,\pm j}(\hat{\psi}^0) u_{i,k} + D_{k,i,\pm j}(\hat{\psi}^0, \hat{\psi}^0), \tag{8.12}
\]

where
\[
|D_{k,i,\pm j}(\hat{\psi}^0, \hat{\psi}^0)| \leq \|c\| \nu_{i,k} |B_{k,i,\pm j}(\hat{\psi}^0, \hat{\psi}^0)| + \Delta y \|c\| |\nu_{i,k} u_{i,k}|.
\]

Sum equation (8.12) for $j = 1, 2, \ldots, k$ and divide by $k$. We obtain
\[
\frac{1}{k} \sum_{j} c_{k,i,\pm j}(\hat{\psi}^0) u_{i,k} + j = c_{k,i,\pm j}(\hat{\psi}^0) u_{i,k} + H(\hat{\psi}^0, \hat{\psi}^0, c) \tag{8.13a}
\]

where
\[
\left| H(\bar{\nu}^0, \bar{\nu}^0, c) \right| = \| c \|_\infty (| u_{i,xa} | \mathcal{E}_{i,x} (\bar{\nu}^0) + | u_{i,xa} | \mathcal{E}_{i,x} (\bar{\nu}^0)) \\
+ \| c \|_\infty \mathcal{E}_{i,x} (\bar{\nu}^0) \mathcal{E}_{i,x} (\bar{\nu}^0) + \Delta y \| \nabla c \|_\infty | u_{i,xa} | | u_{i,xa} | .
\] 

(8.13b)

Returning to (8.8), we have

\[
\Delta x \Delta y \bar{\nu}^0 \mathcal{N}^0 \mathcal{N}^0 = \Delta x \Delta y \sum_{j=1}^{p_x} \sum_{i=1}^{p_y} \frac{12}{kr} c_{i,j} \bar{\nu}_{i,j} u_{i,j} + \varepsilon(\bar{\nu}^0, \bar{\nu}^0). 
\] 

(8.14)

where the definitions of \( E(\bar{\nu}^0, \bar{\nu}^0) \), \( E_1(\bar{\nu}^0, \bar{\nu}^0) \), and \( H(\bar{\nu}^0, \bar{\nu}^0, c) \) yield

\[
| \varepsilon(\bar{\nu}^0, \bar{\nu}^0) | \leq K(\tau) \mathcal{N}(u, v, \lambda, h).
\] 

(8.15)

and the constant \( K(\tau) \) depends on \( (\tau + 1/\tau) \), all the coefficients, and all their gradient magnitudes \( \| \nabla a \|_\infty \), \( \| \nabla b \|_\infty \), and \( \| \nabla c \|_\infty \). The theorem now follows from the estimates of Section 7.

We now turn to the case of the point Gauss-Seidel iterative method. First, let us clarify our terminology. In some sense there are two such methods. In one case we think of the geometric point \((x_i, y_j)\) and associate with each such point a 4-vector \( V_{i,j} \). In the course of this point Gauss-Seidel scheme we must invert a 4x4 matrix at each point. Alternatively, one may also consider the usual Gauss-Seidel method, in which one inverts the main diagonal; hence at each step we invert a scalar.

However, the estimates of Section 7 and the argument of Theorem 7.5 show that for finding \( q \) these methods are the same, in the sense that they both yield the same function \( q \).

Unfortunately, for the point Gauss-Seidel method we cannot verify (5.4). Hence, although we can determine \( q \) in general, presently we can assert only
that the point Gauss-Seidel method converges for self-adjoint problems. Convergence in this instance follows from application of classical principles; see for example [20]. Even in this case we cannot prove that (5.4) holds, so we cannot establish the upper bound on $\rho$. But in general we do have the lower bound of Theorem 4.2. The next theorem summarizes these results.

**Theorem 8.2.** Let the unknowns be ordered lexicographically and consider the corresponding Gauss-Seidel iterative scheme

$$A_{i,j}u^{(0)}_{i,j} = -(A_{i,j+1,j}u^{(0)}_{i,j+1} + A_{i,j+1,j-1}u^{(0)}_{i,j-1}) - (A_{i,j+1,j}u^{(0)}_{i+1,j} + A_{i,j+1,j-1}u^{(0)}_{i+1,j-1})$$

(8.16)

$$- (A_{i,j+1,j}u^{(v-1)}_{i+1,j} + A_{i,j+1,j+1}u^{(v-1)}_{i+1,j+1} + A_{i,j+1,j+1}u^{(v-1)}_{i+1,j+1} + A_{i,j+1,j+1}u^{(v-1)}_{i+1,j+1}) + F_{i,j}.$$ 

There is a function $q$ that satisfies condition A.3 and

$$q(x,y) = \frac{158}{175} [ra(x,y) + \frac{1}{r} c(x,y)];$$

(8.17)

moreover,

$$\rho \geq 1 - A_0 h^2 + o(h^2),$$

(8.18)

where $A_0$ is the minimal eigenvalue of (4.1). Of course, when $L$ is self-adjoint the point Gauss-Seidel method is convergent.

**Proof.** Theorem 4.3 implies (8.18). Using $A^0$ rather than $A$ we see that

$$\varphi^0 N^0 D^0 = \sum_{i,j} \left( \frac{27}{175} [ra_{i,j} + \frac{1}{r} c_{i,j}] - \frac{b_{i,j}}{2} \right) u_{i,j} u_{i-1,j+1}$$
\[ + \sum_{i,j} \left( \frac{27}{175} [ra_{i,j} + \frac{1}{r} c_{i,j}] + \frac{b_{i,j}}{2} \right) u_{i,j} u_{i+1,j+1} \]

\[ + \sum_{i,j} \left( -\frac{54}{175} ra_{i,j} + \frac{156}{175} \frac{1}{r} c_{i,j} \right) \theta_{i,j} u_{i,j+1} \]

\[ + \sum_{i,j} \left( \frac{156}{175} ra_{i,j} - \frac{54}{175} \frac{1}{r} c_{i,j} \right) \theta_{i,j} u_{i+1,j+1} \]

The proof now follows from an argument similar to -- but much simpler than -- the argument in Theorem 8.1.
9. Comments.

As we have mentioned in the introduction, the basic theorems of section 4 are closely related to earlier finite difference results. While Theorems 4.4 and 5.1 are far-reaching extensions of our earlier work that are important for higher order and nonself-adjoint problems, even in the self-adjoint case the finite element equations present difficulties. One of the difficulties arises from having to deal with the many interpolation parameters, e.g., the 36 terms

\[
\{u_{i+l,j+p}\}, \{(u_x)_{i+l,j+p}\}, \{(u_y)_{i+l,j+p}\}, \{(u_{xy})_{i+l,j+p}\},
\]

with \(l\) and \(p\) running over the set \(-1, 0, 1\), of the finite element equations at a point \((x_i, y_j)\). It would be difficult to find \(q\) and verify A.3 if one had to deal with all these terms. However, Theorem 7.4 allows one to restrict attention to the nine function values \(\{u_{i+l,j+p}\}\).

This observation leads one to ask, are the estimates of Theorem 7.4 specific only to these cases, or can the estimates be obtained for a general class of finite element spaces? Looking at section 7, we see that there are two points essential to the development of Theorem 7.4.

1. The interpolation parameters consist of function values and derivatives at certain vertices of the element \(e_{i,j}\).

2. There are a fixed and finite number of finite dimensional spaces \(\pi_1, \pi_2, \ldots, \pi_R\) (in our case, \(R = 1\)), and for every \(S_n\) it is true that to each element \(e_{i,j}\) there corresponds a fixed \(\pi_i\) and a smooth mapping for which the restrictions of the functions of \(S_n\) to \(e_{i,j}\) are the images of \(\pi_i\) under the mapping. See Lemma 7.2. Furthermore, in \(\pi_i\) one obtains estimates like those of Lemma 7.1.

Therefore it is quite clear that this approach to the simplification of \((\mathcal{P}^* N \mathcal{U})\)
will apply to many finite element spaces $S_h$. In particular, it applies to all the nodal finite element spaces (see [18], [19]), provided that there is some regularity of the elements $\mathcal{e}$ whose union is $\Omega$ — say, provided that the diameters of neighboring elements vary slowly. Now we ask, given that such estimates hold and the analysis of $(\mathcal{D}^N\mathcal{D}^0)$ is reduced to a study of $(\mathcal{D}^N_0\mathcal{D}^0_0)$, which corresponds to a related generalized finite difference equation, should one expect to find a $q$ for general domains and general elliptic equations? The answer appears to be yes! For the finite difference case, this point is discussed in [15, section 9]. Of course, if one really wants to determine $q$ and hence the asymptotic form of $\rho$, one must work out the details in any particular case.

Even when $q$ is known, the eigenvalue $\Lambda_0$ is not readily available. Hence one might question the practical value of this theory. However, there are at least four important ways in which the theory is useful.

1. There are cases — model problems — in which one can compute the eigenvalues. For these model problems it is then possible to compare different methods.

2. In second order elliptic problems with nice boundary conditions, and in general self-adjoint elliptic problems, the smallest eigenvalue is monotone decreasing in $q$: that is, if $q_1(x) \leq q_2(x)$ for all $x \in \Omega$, then $\Lambda_0(q_1) \geq \Lambda_0(q_2)$. In these instances qualitative comparisons of different methods are possible.

3. Consider the $k$-line methods. Here the basic blocks are monotone in $k$. This fact is reflected in (8.1), where $q$ is inversely proportional to $k$, so that $\Lambda_0 = Ck \Gamma_0$ is directly proportional to $k$. Thus (8.1a) and (1.5) hold. Hence we can compare $k$-line methods for different values of $k$ even when we do not know the exact value of $\Gamma_0$. It is easy to imagine a situation where one has such cases of monotone blocks. We should then be able to compare
methods without knowing the basic $\Gamma_0$.

(4) Consider the relationship between the $k$-line Gauss-Seidel method and the point Gauss-Seidel method(s), which is revealed by comparing Theorems 8.1 and 8.2. By computing the work per sweep, one easily sees that --- in the best of circumstances, where $\rho$ is as small as possible and equality holds in (8.18) --- the $k$-line Gauss-Seidel methods are to be preferred to the point Gauss-Seidel methods. For instance, in the simplest case where $\tau = 1$ and $a = c = 1$, we see that

$$\rho_{GS}(k) \approx 1 - \frac{5}{3} k n^2 h^2, \quad \rho_{GS} \text{(point)} \approx 1 - \frac{175}{156} n^2 h^2.$$

We now turn to another aspect of these results. For second order problems ($m = 1$), the basic Jacobi and Gauss-Seidel methods --- but not the SOR method --- have spectral radii $\rho \approx 1 - \lambda h^2$. The exponent 2 arises from the fact that the elliptic equation is of second order; it has nothing to do with the dimension of $\Omega$ or the order of accuracy of the discretization method, which in the case of Hermite cubic splines is 4. Thus for reasonably desired error tolerances, the finite element $h$ is large compared to the usual finite difference $h$, and the finite element $\rho$ is correspondingly smaller.

Block splittings based on geometrically natural blocks have a property that is important for exploiting new computer architectures: the corresponding problems (2.16) are easy to set up on vector and multiprocessor machines, because $M$ decomposes into independent submatrices. The coupling between subregions of $\Omega$ is isolated in $N$. Hence overhead associated with data transmission between processors is small. Moreover, decomposition of (1.1) into (2.16) is easily managed by hand. This is a telling factor where operating systems, compilers, and other supporting software are unlikely to make available to users all
the resources of multiprocessor machines in a simple way. Leaving aside this practical point, we note simply that the independent subproblems of (2.16) can be attacked simultaneously by independent processors. Hence block decompositions permit parallel computation even as they provide improved convergence rates.
Appendix: the eigenvalue problem.

The major purpose of this section is to prove Lemma 4.1. Let us clarify the notation and restate the basic hypothesis.

With every function

\[ u(x) = \sum U_i \varphi_i(x) \in S_n \]  

we associate the vector of coefficients of \( u \)

\[ \hat{U} = (U_1, U_2, \ldots, U_n)^t. \]

There are three basic matrices \( A, Q, \) and \( N, \) which satisfy

\[ \tilde{V}^* A \hat{U} = B(u,v) \text{ for all } u \text{ and } v \in S_n. \]  

\[ \tilde{V}^* Q \hat{U} = \int u \overline{v} \, dx \text{ for all } u \text{ and } v \in S_n. \]  

\[ \tilde{V}^* (\alpha^2 N) \hat{U} = \int q u \overline{v} \, dx + \varepsilon_n(u,v) \text{ for all } u \text{ and } v \in S_n. \]

Here \( q \in C^1(\Omega), \) \( q(x) = q_0 > 0 \) on \( \Omega, \)

\[ |\varepsilon_n(u,v)| \leq \eta(n)[(1 + ||u||_1)(1 + ||v||_1) + ||u||^2 + ||v||^2]. \]

and

\[ \eta(n) \to 0 \text{ as } n \to \infty. \]

Note that A.3 implies (a.3c).
We are concerned with the eigenvalue problem

\[ A \tilde{\mathbf{v}} = \mu h^{2m} N \tilde{\mathbf{v}}, \quad \tilde{\mathbf{v}} \neq 0 \]  

(a.4a)

and its relationship to the eigenvalue problem

\[ B(u,v) = \lambda \int qu \tilde{\mathbf{v}} \, dx \quad \text{for all } v \in \mathcal{H}^m. \]  

(a.4b)

This latter problem is completely equivalent to the problem

\[ Lu = \Lambda u \quad \text{in } \Omega, \quad b_j u = 0 \quad \text{on } \partial \Omega \quad (0 \leq j \leq m-1). \]  

(a.5)

**Lemma A.1** (Lemma 4.1a). Let \( \{\mu_n\} \) be a bounded sequence of eigenvalues of (a.4a), so that there is a constant \( C > 0 \) for which

\[ |\mu_n| \leq C. \]  

(a.6)

Then the limit

\[ \mu_\infty := \lim_{n \to \infty} \mu_n. \]  

(a.7)

of every convergent subsequence \( \{\mu_n\} \) is an eigenvalue of (a.4).

**Proof.** Let \( \tilde{\mathbf{v}}(n) \) be the eigenvector corresponding to \( \mu_n \), normalized so that

\[ \|u(n)\|_0 = 1. \]  

(a.8a)

Thus

\[ \tilde{\mathbf{v}}(n) A_n \tilde{\mathbf{v}}(n) = \mu_n \tilde{\mathbf{v}}(n) (h^{2m} N_n) \tilde{\mathbf{v}}(n). \]  

(a.8b)
Using (a.3b) and (a.3c), we get

$$\hat{D}^*(n)A_n \hat{D}(n) = \mu_n \int q |u|^2 dx + \varepsilon_n(u,u)$$

(a.9)

and

$$|\varepsilon_n(u,u)| \leq \eta(n)(2 + 4\|u(n)\|)^2.$$ 

Therefore from (2.5) we have

$$K_0 \|u(n)\|_{\infty}^2 \leq \text{Re} (\hat{D}^*(n)A_n \hat{D}(n)) \leq C \|q\|_{\infty} + \eta(n)(2 + 4\|u\|)^2.$$ 

Hence for \(n\) large enough

$$\|u(n)\|_{\infty}^2 \leq \frac{2C}{K_0} \|q\|_{\infty}.$$  

(a.10a)

Now choose a convergent subsequence \(\{\mu_n\}\) and let its limit be \(\mu_\infty\). By (a.10a) there is a subsequence \(\{n''\}\) of \(\{n'\}\) and a function \(\varphi \in \tilde{H}^m\) so that

$$u(n'') \to \varphi \text{ weakly in } H^m(\Omega).$$  

(a.10)

If \(v \in \tilde{H}^m\) and \(v(n)\) is its \(H^m(\Omega)\) projection onto \(S_n\), then from (a.4a) we have

$$\hat{D}^*(n)A_n \hat{D}(n) = \mu_n \hat{D}^*(n)(h_{2nN}^2) \hat{D}(n).$$

Passage to the limit along \(\{n''\}\) yields

$$B(\varphi,v) = \mu_\infty \int q \varphi \vartheta dx.$$  

(a.11)

Hence either \(\varphi = 0\), or \(\varphi\) is an eigenfunction of (a.4) with corresponding eigen-
value \( \mu \). But the normalization (a.8a) implies that \( \| \varphi \|_0 = 1 \), and the lemma is proven.

In preparation for the proof of Lemma 4.1b we develop some additional results. Consider the inhomogeneous problem

\[
B(u,v) = \int qf u \, dx \quad \text{for all } v \in \mathcal{H}^m. \tag{a.12a}
\]

For any \( f \in L^2(\Omega) \), the solution \( u \) of (a.12a) is in \( \mathcal{H}^m \). Let \( T: L^2 \to \mathcal{H}^m \) denote the solution operator

\[
Tf = u. \tag{a.12b}
\]

Similarly, let \( T_n : S_n \to S_n \) defined by

\[
T_nf = u \tag{a.13a}
\]

denote the solution operator for the discrete inhomogeneous problem

\[
A\tilde{u} = h^{2m} N\tilde{f}. \tag{a.13b}
\]

Observe that while (a.13b) is stated in terms of the vectors \( \tilde{u} \) and \( \tilde{f} \), the operator \( T_n \) maps the function \( f \) to the function \( u \).

Our goal is a discussion of the relationship of the spectra of these operators. If \( \Lambda \) is an eigenvalue of (a.4b) then \( 1/\Lambda \) is an eigenvalue of \( T \); similarly, if \( \mu \) is an eigenvalue of (a.4a) then \( 1/\mu \) is an eigenvalue of \( T_n \).

**Lemma A.2.** Let \( \Sigma \) be a bounded subset of the resolvent set of \( T \) with

\[
0 \notin \Sigma. \tag{a.14}
\]
Let \( z \in \Sigma \) and let \( f \in S_n \). Consider the inhomogeneous problem

\[
A \hat{U} - \frac{1}{z} h^{2m} N \hat{U} = Q \hat{F}.
\]

(a.15)

There is an integer \( n_0 \) and a constant \( K \) depending on \( \Sigma \), but not on \( n \) or \( f \), such that for \( n \geq n_0 \) (a.15) has a unique solution \( u \in S_n \) and

\[
\|u\|_0 \leq K\|f\|_0.
\]

(a.16)

(Note once more that we pose the problem in terms of \( \hat{U} \) and \( \hat{F} \) but consider the solution as a function \( u \in S_n \).)

**Proof.** Because (a.15) is a linear problem and \( S_n \) is a finite-dimensional space, the lemma follows once we have established (a.16). Suppose (a.16) is false. Then there is a subsequence \( \{n'_j\} \) for which the complex number \( z_n \in \mathbb{C} \) and the functions \( f(n) \) and \( u(n) \in S_n \) that are related by (a.15) satisfy

\[
z_n \rightarrow z \in \Sigma, \quad \|u(n)\|_0 = 1, \quad \|f(n)\|_0 \rightarrow 0.
\]

(a.17)

However, from (a.15) we have

\[
\hat{D}^*(n)A_n \hat{D}(n) - \frac{1}{z_n} \hat{D}^*(n)(h^{2m}_n N_n) \hat{D}(n) = \hat{D}^*(n)Q \hat{F}(n).
\]

We rewrite this to get

\[
B(u(n),u(n)) - \frac{1}{z_n} \int q |u(n)|^2 dx = \int f \hat{U} dx + \frac{1}{z_n} \zeta_n(u,u).
\]

(a.18)

Arguing as in the proof of Lemma A.1, we find for \( n' \) large enough that

\[
\|u(n)\|_0^2 \leq \frac{2\|q\|_0}{K_0 |z|_{\text{min}}} + 2\|f(n)\|_0.
\]
Therefore there is a subsequence \( \{n''\} \) of \( \{n'\} \) and a function \( \varphi \in \mathcal{H}^m \) so that

\[
\lim_{n''} u(n'') = \varphi \quad \text{weakly in } H^m(\Omega). \quad \|\varphi\|_0 = 1.
\]

Moreover, (a.17) and (a.18) imply that for every \( \nu \in \mathcal{H}^m \) the function \( \varphi \) satisfies

\[
B(\varphi, \nu) = \int_{\Omega} \int_{\Omega} q \varphi \nu \, dx.
\]

Hence \( 1/z_+ \) is an eigenvalue of problem (a.4) and \( z_- \) is an eigenvalue of \( T \). But this is impossible.

**Lemma A.3.** Fix \( g \in H^m(\Omega) \) and let \( g(n) \in S_n \) be the \( L^2 \) projection of \( g \) onto \( S_n \). Let \( \Sigma \) be as above. For every \( z \in \Sigma \), let \( u(z; z) \) and \( u(z; z, n) \) be the solutions of

\[
B(u, \nu) = \frac{1}{z} \int_{\Omega} qu \nu \, dx = \int_{\Omega} g \nu \, dx \quad \text{for all } \nu \in \mathcal{H}^m.
\]

(a.19)

\[
A \vartheta(z, n) - \frac{1}{z} h^{2m} N \vartheta(z, n) = Q \vartheta(n).
\]

Then

\[
\|u(z; z, n)\|_0 \leq K_0 \|g\|_0.
\]

(a.20)

\[
\|u(z; z) - u(z; z, n)\|_0 \to 0 \quad \text{as } n \to \infty.
\]

**Proof.** For each \( n \) we have

\[
\vartheta^* A \vartheta - \frac{1}{z} \vartheta^* (h^{2m} N) \vartheta = \vartheta^* Q \vartheta(n).
\]
This equation may be rewritten as

\[ B(u,u) - \frac{1}{z} \int q |u|^2 \, dx = \int g \overline{u} \, dx + \frac{1}{z} \varepsilon_n (u,u). \]

Because \( \| u \|_0 \) is uniformly bounded, the usual argument shows that \( u(\cdot, z, n) \rightarrow u(\cdot, z) \) weakly in \( H^m(\Omega) \); but then \( u(\cdot, z, n) \rightarrow u(\cdot, z) \) strongly in \( L^2(\Omega) \).

**Theorem A.4.** Let \( \sigma = 1/\Lambda \) be an eigenvalue of \( T \). Let \( \delta > 0 \) be chosen so small that \( \sigma \) is the only eigenvalue of \( T \) inside the circle about \( \sigma \) of radius \( 2\delta \), and this circle lies entirely in the right half plane \( \Re z > 0 \). Then there is an \( n_1 \) so that for each \( n \geq n_1 \) there is an eigenvalue \( \alpha_n \) of \( T_n \) satisfying

\[ |\sigma - \alpha_n| < \delta. \]  

Consequently \( \mu_n = 1/\sigma_n \) satisfies

\[ |\Lambda - \mu_n| \leq \frac{\delta |\Lambda|^2}{1 - |\Lambda| \delta}. \]  

**Proof.** We consider the two projection operators

\[ E := \frac{1}{2\pi i} \oint \Gamma (z - T)^{-1} \, dz, \quad E_n := \frac{1}{2\pi i} \oint \Gamma (z - T_n)^{-1} \, dz. \]

where \( \Gamma \) is the circle \( \Gamma = \{ z \in C : |z - \sigma| = \delta \} \). In order to prove the theorem we need only show there is an \( n_1 \) such that for all \( n \geq n_1 \)

\[ E_n \neq 0. \]

Let \( \varphi \) be the eigenfunction associated with \( \sigma \). Then

\[ \sigma L \varphi = q \varphi \quad \text{in } \Omega, \quad b_j \varphi = 0 \quad \text{on } \partial \Omega \quad (0 \leq j \leq m - 1). \]
Equivalently,

\[ \sigma B(\varphi, v) = \int q \varphi \vartheta \, dx \quad \text{for all } v \in \mathbb{R}^m. \]  
(a.25)

Moreover,

\[ E \varphi = \varphi. \]  
(a.26)

The function

\[ u(\cdot; z) := (z - T)^{-1} \varphi \]  
(a.27a)

satisfies

\[ L u - \frac{1}{z} q u = \frac{1}{z} L \varphi = \frac{1}{z \sigma} q \varphi \quad \text{in } \Omega, \quad b_1 u = 0 \quad \text{on } \partial \Omega. \]  
(a.27b)

In other words, for every \( v \in \mathbb{R}^m \) we have

\[ B(u, v) = \frac{1}{z} \int q(x)u(x; z)v(x) \, dx = \frac{1}{z \sigma} \int q \varphi \vartheta \, dx. \]  
(a.28)

Let \( g(\cdot; n) \in S_n \) be the \( L^2 \) projection of \( q \varphi \) onto \( S_n \). Let \( w(\cdot; n) \) be the solution of

\[ B(w, v) = \frac{1}{\sigma} \int q \varphi \vartheta \, dx \quad \text{for all } v \in S_n. \]  
(a.29)

Then \( \hat{\varphi} \) satisfies

\[ A \hat{\varphi} = \frac{1}{\sigma} Q \hat{\varphi}. \]  
(a.30)

Now set
\[ \phi(:n) := E_n w(:n). \] (a.31)

Our goal is to show that there is an \( n_1 \) such that \( \phi(:n) \neq 0 \) whenever \( n \geq n_1 \). We have

\[ \phi(:n) = \frac{1}{2\pi i} \oint_{\Gamma} (z - T_n)^{-1} w(:n) \, dz. \] (a.32)

Let

\[ v(:z,n) := (z - T_n)^{-1} w(:n). \] (a.33)

A straightforward calculation shows that \( \tilde{\varphi} \) satisfies

\[ A \tilde{\varphi} - \frac{1}{z} (h^{2m} N) \tilde{\varphi} = \frac{1}{z} A \tilde{\varphi} = \frac{1}{z} Q G. \] (a.34)

Comparing (a.28) and (a.34), we see by Lemma A.3 that

\[ \|v(:z,n)\|_0 \leq K \] (a.35a)

for some constant \( K \), and

\[ \|v(:z,n) - u(:z)\|_0 \to 0. \] (a.35b)

By (a.22), (a.26), and (a.27a),

\[ \phi = \frac{1}{2\pi i} \oint_{\Gamma} u(:z) \, dz; \] (a.36a)

moreover, by (a.31) and (a.32)

\[ \phi(:n) = \frac{1}{2\pi i} \oint_{\Gamma} v(:z,n) \, dz. \] (a.36b)
The dominated convergence theorem and (a.31) now imply that

\[ \| \varphi(:n) - \varphi(\cdot) \|_0 \to 0 \text{ as } n \to \infty. \]

But \( \varphi \neq 0 \); hence \( \varphi(:n) \neq 0 \) for large \( n \), and the theorem is proven.

Remark. Following the argument in [14], one can give a complete discussion of the relationship of the eigenvalue problem (a.4a) to the eigenvalue problem (a.4b). All that remains for completeness is to establish that the multiplicity of eigenvalues is preserved. However, because it is not relevant to our present purposes we omit it.
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