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PREFACE

This document constitutes the preliminary final report on Contract

Number F33615-8O0-C-5145, between Scientific Measurement Systems, Inc., and

Wright Patterson Air Force Base. It contains a study of the optimization

of certain parameters of computed tomography systems for inspection of aero-

space components, in general, and solid propellent rocket motors, in partic-

ular. The report consists of a series of computer simulations and empirical

measurements which treat specific cases of appropriate phantoms. The

phenomena of beam hardening and scattering, which can occur extensively in

high energy, industrial tomography, are investigated in detail.

The report is organized into an introduction section, a theory and

background section, a simulation section, a measurements section, and a

conclusions and recommendations section. The primary finding is that

computed tomography appears to be a feasible, new method for non-destructive

inspection of solid propellent rocket motors, as well as other aerospace

components.
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I. INTRODUCTION

The application of computerized tomography (CT), or computerized axial

tomography (CAT), to the nondestructive evaluation of aerospace components

requires consideration of various aspects of the technique as it is now

utilized in medical diagnostics. The most significant difference to be en-

countered in the CT scanning of inanimate objects considerably denser than

the human anatomy is the required use of higher source photon energies.

Such photons provide penetration sufficient to yield reasonable transmission

rates and signal-to-noise ratios (SNR).

Several consequences arise as a result of the use of high energy photons

to measure attenuation and opacity along several different paths through an

object. High energy here is taken to mean from a few hundred kiloelectron

volts (keV) to several million electron volts (MeV). Two of the foremost

are the effects of beam hardening, where polychromatic sources are

employed, and the multiple scattering of photons, which leads eventually

to the erroneous recording of signal strength in the detector assembly.

The former can be minimized by choice of source energy, causing even less

ambiguity than in medical situations. The latter requires an assessment of

optimized shielding configuration in a scanner and software correction pro-

cedures to remove residual effects.

The degree to which beam hardening or scattering affects tomographic

data depends largely upon the masses encountered in the object of interest.

The general category of aerospace components encompasses an extremely wide

range of shapes, sizes, and total densities, from low density carbon

composite structures, limited sizes of which can be scanned effectively

with conventional medical tomographs, to complicated aircraft and missile

assemblies of several feet in dimensions. The intent in the present



investigation was to concentrate on solid propellent rocket motors and the

critical inspection problems that are well known for those objects. Further,

the majority of attention in both simulations and empirical scanning was

given to one specific geometry, a motor of approximate outside diameter of

45 cm. Conclusions are drawn for other geometries based on those results,

as well as more generalized treatments of the phenomena.

The emphasis in these studies was upon the characterization of the

effects of the processes, and determination of appropriate preventative or

corrective procedures for optimization of probability of detection of a

selected group of features. Most importantly, these included cracks in the

solid propellent and debonding of delamination between propellent and

adjacent interface materials such as cork. In addition, for a few selected

cases, examples of the effects of spatial resolution and statistical

accuracy of projection data were obtained, in order to provide a qualitative

test of the interplay between the effects of the photon-matter interaction

phenomena and basic tomographic parameters. A simplified pattern recogni-

tion analysis has been applied to several of the tomograms, which allows

some quantification beyond the usual visual interpretation of the density

values represented in a tomogram. A comprehensive version of such an approach

is a likely candidate for the eventual mode of inspection of certain aero-

space components with photon tomography.

In addition to the diversity of characteristics of aerospace objects

which potentially could be inspected by CT, there are several possible con-

figurations of scanner systems which merit attenuation. TChree basic

geometries have been used in recent years in medical tomography. They are

generally referred to as second generation (SG), third generation (TC),

and fourth generation (FG).
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The SG design consists of a fan beam of source photons impinging upon

an array of detector elements, the width of which defines the total angle of

the fan. Sampling of opacity values through the object is accomplished by

translating the fan linearly across the object, indexing the angle of the

axis of translation, translating again, and repeating this process. Spacing

between adjacent rays is determined by the increment of translation. The

form of the data generated is a set of parallel rays with variable ray spacing,

depending upon position within the fan. In industrial scanning, the rotat-

ional and translational motions may be achieved by appropriate motion of the

object, the scanner system itself, or a combination of both, depending upon

such factors as the desired mechanical simplicity, speed of data acquisition,

and cost of the system.

The TG geometry also employs a fan beam of flux. However, instead of

coupling rotational and translational motions to provide ray paths of

sampling, rotation alone with a fine angular increment suffices. Figure I

represents such a geome try. Generally, the intrinsic spacing between adjacent

detectors in the tightly packed array serves directly as the ray spacing.

In medical TG systems, the detectors are of a few mmn width and nearly con-

tiguous. In industrial situations, where slower scanning speeds and hence

fewer detectors may be tolerated and/or interdetector shielding may be needed,

the detectors may be spaced somewhat. In the latter case, the desired ray

spacing and ray density within the fan may be obtained by indexing the

detector assembly on a radius from the source over one detector spacing.

The projection data is fan-beam in nature.

The most recently developed configuration is known as fourth generation.

It consists of a fixed ring of detectors, regularly spaced about 360 deg.

The source rotates about the object, generating a fan of data for each

detector. In this case, the detector is at the vertex of the fan of rays,

3
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which intersect the arc of motion of the source. Ray spacing is set by the

increment of displacement of the source along the arc. For reasonable object

and system sizes, the individual detector must include a wide angle of

acceptance of source photons within the scanning plane, on the order of

30 deg or more. For industrial scanning, such a requirement implies limi-*1 tations or difficulties in collimation, and shielding, depending on the

need for spatial resolution and freedom from scattering effects.

In addition to choice of source and geometry, options are also avail-

able as to individual and mode of electronic recording of the data. In the

medical field, the method of current integration has been used exclusively,

either in conjunction with scintillators or a gas ionization system. The

current measured consists of photo-multiplier (PMT) output coupled to scmn-

tillators or the ionization current produced in the gas. More recently,

Scientific Measurement Systems, Inc., (SMS) has developed a photon-counting

or pulse-counting detection system, which has been successfully used in the

scanning of a wide variety of industrial objects (Ref. 1). It employs a

photo-multiplier coupled to a plastic scintillator, which emits light

rapidly, within a few ns, following excitation. The pulse output is then

processed through an amplifier-discriminator and recorded as a count in a

scaler. Each approach has certain advantages and disadvantages where the

scanning of industrial objects is concerned, depending on the specific con-

figuration involved. These will be discussed briefly in the concluding

section of this report.

Most all of the computer simulations and empirical measurements pre-

sented in this report were based on the TG geometry. This approach was due

to the utilization of existing software and hardware at SMS and the valid

candidacy of TG scanning for cylindrically symmetric objects, such as rocket

5



motors. However, most of the conclusions drawn are valid to a large extent

for any system, as will be discussed specifically where appropriate.

The interplay between possible sources, objects of interest, detection

methods, scanning configurations, resolution requirements, and reconstruc-

tion algorithms is multi-dimensional and highly variable. In order to

assess in detail the optimum approach for scanning a certain object, a

specific study must be made with definite goals as to capability, speed, and

cost of the system. The primary intent in this report is to investigate in

general the effects of beam-hardening and scattering on tomographic data

and methods for measuring and correcting for them. Both phenomena will be

present to some degree in any system. A secondary goal was to draw con-

clusions where possible about specific geometries and methods. Final choices

of approach for a particular situation would require further design assess-F

ment within a more limited framework.

6



II. THEORETICAL AND EMPIRICAL CONSIDERATIONS

1. SPECTRAL CONSIDERATIONS

a. Photon-matter interactions -- A discussion of alteration of the

spectral features of a photon flux as it penetrates through matter, known as

beam-hardening in tomography, begins with a description of photon-matter

interactions. Assume for the moment the following conditions: a) mono-

energetic source, b) point source, c) point detector, d) homogeneous object,

and e) perfect detection of each photon. For a beam of photons of intensity

$ I, passing through a material of thickness x, with a linear absorption co-

efficient of u, it is well known the transmitted intensity becomes

T- z "'

This is a result of the change in intensity, which is directly proportional

to the incident intensity and the thickness of the material. The quantity

is termed the linear attenuation coefficient.

There are numerous physical processes through which the photon beam

may be attenuated (Ref. 2). In practice, there are three principal inter-

actions which are significant over different ranges of photon energies:

(1) photoelectric capture (.01 MeV - .5 14eV), (2) Compton scattering

(.05 14eV - 10 14eV), and (3) pair production (1.02 14eV and up).

Photoelectric Effect: The Photoelectric Effect refers to the

capture of a photon by a bound electron. All of the photon's energy is

transferred to the electron, which breaks free of the atom. It then loses

its energy (original-(electron binding)) in nearby matter and is recaptured

by some other atom. The maximum photoelectric capture cross section for a

given shell occurs at photon energies slightly greater than that shell's

binding energy. For the same shell, increasing the photon energy leads to a

dramatically decreasing capture coefficient, as can be seen in Fig. 2.

7
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The major factors affecting photoelectric capture cross section include

the number of electrons, the shell binding energies, photon energies and

the presence of a strong electrical field. The general effect produced by

these factors may be sutmmarized by the following relations (Ref. 2):

Compton Effect: Compton scattering refers to the deflection of a

photon from its original path due to interaction with a "free" electron.

During this process (also known as incoherent or inelastic scattering),

part of the energy is transferred from the photon to the electron. The

Compton electron recoils after breaking free from the atom, and subsequently

loses it energy in nearby matter until it is recaptured. "Free" electrons

are considered to be any electron in which the shell binding energies are

small compared to the incident photon energies. In fact, for sufficiently

high energies, even inner shells contribute significantly to the total

capture cross section.

The principal theory in this area has been advanced by Klein and Nishina

(Ref. 4) and is presented in detail in the following section on scattering.

The Compton scattering coefficient Is maximum at very low photon energies

(.01 MeV), with the coefficients gradually decreasing with increasing photon

energies (see Fig. 2).

The major factors affecting the Compton cross section are photon

energy and the number of electrons. The general effect may be summarized by

cC e 3

where f(E)- is a monotonic. gradual function of E.



Nuclear Pair Production: Pair production occurs at energies greater

than 1.022 MeV. A photon disappears in the field of a nucleus, and a posi-

tron-electron pair is created. The electron is a "free" electron and is

absorbed in nearby matter. The positron loses energy through atomic colli-

sions and forms a "positronium atom". This atom then annihilates, creating

two .511 MeV photons traveling in opposite directions.

For photon energies under consideration (*'0.1-2.0 MeV), the nuclear

pair production cross section represents at most a few percent of the total

attenuation coefficient in the objects of interest. For photon energies of

even greater energy, more careful consideration would have to be given to

that process, governed by the approximate dependence,

where the energy-dependent q(E) factor can be adequately described over

limited intervals of range of energy.

In summarizing the three processes, the linear attenuation coefficient

is given by ( e A 14 1 ,4 (

where ( is the density in units of g~cc, N A is Avogadros' Number, and A

the atomic weight.

The mass absorption coefficient,"., is /10 It is this co-

efficient that is usually found in tabular form.

Several general points are worth noting. For the energies under con-

sideration ( 2.0 MeV), photoelectric and Compton are the dominant pro-

cesses. Pair production would become important for photon flux with energies

up to 6-12 MeV, as would be produced by an electron accelerator used to

penetrate very massive objects. For the specific cases of solid propellent

rocket motors, with only a very small fraction of mass with high atomic

number, it is reasonable to neglect pair production.even up to 6 MeV.

10



b. Extraction of densities from attenuation -- Host photon sources

are polychromatic, i.e., they produce a variety of energies. With a few

exceptions, isotopic sources emit a number of discrete x-ray energies.

Electron accelerators or x-ray tubes produce the continuous bremstrahlung

spectrum characteristic of emission resulting from the de-acceleration of

energetic electrons, with an end-point energy equal to the initial maximum

electron energy. Examples of typical isotopic and bremstrahlung spectra

are presented in Table 1 and Fig. 3, respectively.

As discussed above, the linear attenuation coefficient varies substan-

tially as a function of photon energy, as well as elemental composition.

Neglecting pair production, the coefficient may be approximated by,

,~~~~~(Z 5~C) 3d~) 7 2ijt 6 7 3 6
with the transmitted photon strength by

Ignoring the problems introduced by finite aperture considerations,

and leaving out energy discrimination at the detection stage, the above

equation ma, be rewritten, X

0 0

What is desired is to produce an electron density from

In the case of a single energy, a simple relationship is derived for the

opacity M,

/ w C: j 7 [())/-(XT 5e Z-r- &M)E Mkyd4

11 1



TABLE 1. Isotopic X-Ray Sources

Sourc FormAttenuation 
Lengths a

Source Form

(lifetime) (Density) Energies Abundances Graphite Aluminum Iron Tini Lead

(gm/cm3 ) (keV) (M) (cm) (cm) (cm) (cm) (cm)

b
1921r Ir metal 310 146.9 4.15 3.56 1.15 0.83 0.22

(74 days) (22.48) 468 49.7 5.10 4.39 1.51 1.45 0.55

b
610 18.1 5.56 4.81 1.67 1.69 0.71

137 Cs 0 662 85 5.77 4.94 1.72 1.78 0.78
Cs 2

(30 years) (4.25)

60Co Co metal 1173 100 7.87 6.28 2.39 2.75 1.53

(5.3 years) (8.9) 1&2 100

aCalculated, using attenuation coefficients from Reference 2. An attenuation length

is the thickness of material that will scatter or absorb 63.2% of the incident photons.

bAverage energy of a cluster of lines.

CAbundances are averages per disintegration (1 Curie = 3.7 x 10 disintegrations/
sec).

12
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Because of the dependence of the photoelectric term on a. an effective way

would be needed in order to produce an estimate of the total numb~er of

electrons. For an object composed of a single material, either of one

element or a known homogeneous mixture of several elements. the relation-

ship in Equation (7) can be fully accounted for by computing values of the

right hand side of Equation (9) for various thicknesses of material. A

conversion table or a fitted function can then be used to map measured values

to true values.

For materials containing several different elements In unknown mixture

or distribution within the object, different techniques may be used for

ascertaining densities along specific ray paths through the object. For

example, an estimate can be made of an effective a value in order to account

f or the photoelectric term. Subsequent use of the initial image to estimate

composition distribution and generate a second, corrected image is a possi-

bility.

An even simpler situation arises where the photoelectric term can also

be neglected, and a direct Compton normalization provides a unique map

between electron density and measured transmission values. For simulated

and measured cases presented in detail in the remainder of this report, that

approach is a valid one and has been used extensively.

For the ideal case where transmission of at least two energies are

available, individual photoelectric and Compton tomograms may be produced.

Decomposition of the data Is given by the following relationships:

14



Maps or tomograms of the quantities A and B may be obtained, where

A pixel by pixel correlation between the two tomograms yields values of

atomic number 9 and electron density ed

This approach, known as two-energy tomography, requires sufficient

sensitivity with at least one source phaton energy through an appreciable

photoelectric magnitude. Consequently, two different sources have to be

utilized. A second scan creates problems of registration between tomograms

and requires additional time for data acquisition and processing. An alter-

native is the use of a single polychromatic source in conjunction with energy

discrimination. Discrimination can be accomplished either by selective f il-

tration of the flux by windowing an energy interval in the recorded detector

pulse height spectrum. Such gating requires adequate energy resolution in

the detector system and the capability of upper and lower discriminator

levels as found in pulse-counting systems.

No further attention has been given to the two-energy technique in this

report for two reasons. Most importantly, the detection of features as

investigated in this report requires primarily the location and imaging of

flaws, rather than accurate measurement of elemental and electron densities.

Secondly, the successful application of two-energy tomography in the in-

spection of aerospace components would require a more specific research

ef fort, particularly in the area of hardware development. Accordingly, it

is beyond the scope of work here.

c. Beam hardening -- The term "beam hardening" refers to the prefer-

ential attenuation of the lower energy photons in a polychromatic source

15



spectrum as the photon flux penetrates matter. This phenomenon arises

because of the energy dependence of the attenuation coefficients as depicted

in Fig. 2. The energy spectrum of the flux is changed in a non-linear fashion

along a particular ray path. The beam flux is hardened in the sense that the

altered spectrum is more penetrating, increasingly so as the degree of alter-

ation progresses. Relationships governing this interaction are more compli-

cated than for the simplified one-energy case described above.

For an arbitrary initial spectral distribution I(X,E) with no energy

discrimination in detection, the general equation for transmission obtained

from combining Equations (8) and (9) is,

It is desireable to produce a quantity that again corresponds to the total

number of electrons. Note that now the logarithm does not directly yield

the value sought,

0

but rather an int nsity-weighted, Spergy-averaged total attenuation

where A..z . and the desired quantity

is B - ~d()i~ If the assumption is made that Equation 16 may be

approximated by a polynomial in the symbol B, then F

16



Mathematical tec, niques similar to those used in Reference 6 may be used

to find constants 4j, and subsequently

where the cs are found from the 41i . The end result of this technique is

to analytically describe the coefficients K , and to relate them math-
ematically to statistical quantities from Equation (16).

To correct averaging effects where composition is known, a simple

method is to generate a table according to Equation (16) and to fit it with

a polynomial similarly to Equation (18). This type of correction can be

accomplished empirically by employing a set of uniformly thick attenuators

to measure deviation from linearity of signal strength as a function of total

mass penetrated. In addition to accounting for the dependence of detector

response upon count rate and other nonlinear effects such as erroneous signal

from scattering, this procedure corrects for beam hardening. Ideally, the

attenuators used are identical in composition to the object. An empirical

correction is referred to as a mass calibration series.

As is implied by the energy dependence of the attenuation coefficients

exhibited in Fig. 2, beam hardening efforts are more dramatic where photo-

electric contributions to attenuation are appreciable. Presented in Table 2

are initial and final average spectral energies for a selection of combi-

nations of bremstrahlung end-point and total mass penetrated. The composi-

tion was assumed to be carbonaceous and the density to be 1.7 g/cc. The

initial bremstrahlung spectrum in each case was taken to be the linear

thick target yield (Ref. 5),

L17



TABLE 2. Transmission and Beam Hardening
of Bremstrahlung Spectra

Thickness of
Carbonaceous

Material 13 26 45 75
(CM)

Endpoint
energy
(Average c
initial energy) I IId I II II II
(keV) _ _ _ _

150 (50)
T(%)a 1.6 0.25 0.047 0.097
E b 80.7 107.8 91.2 110.9

300 (100)
T(%) 3.3 1.4 0.17 0.08
Ef 150,5 183.0 175.5 196.1

700 (233)
T(%) 7.2 4.5 0.74 0.51 0.034 0.024 0.00036 0.00026
Ef 340.2 371.7 402.7 418.2 462.7 469.5 519.0 522.1

1000 (333)
T(%) 9.7 6.7 1.3 0.96 0.091 0.068 0.0018 0.0013
E 480.7 512.8 568.5 584.3 652.1 659.9 731.3 735.53
f

2000 (667)
T(%) 3.7 2.9 0.50 0.41 0.028 0.023
Ef 1099.5 1122.4 1256.6 1270.4 1410.1 1419.2

3000 (1000)
T(%) 6.2 5.2 1.2 1.0 0.11 0.096
Ef 1608.1 1639.2 1833.1 1853.1 2059.2 2071.6

6000 (2000)
T(%) 0.51 0.45
Ef 3290.4 3310.4

aT is the transmission value in percent

E f is the average final energy after transmission, to be compared to the
average initial energy (a E /3).

CCase I simulates the carbonaceous material.

dCase II simulates 5 m of steel as well as the carbonaceous material.
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where D is a constant and E is the end-point energy.m

Transmission values were calculated for a grid of 200 energy values

regularly spaced over the full range. The average energy E is defined as

£ zEJ .)

B~

where the transmission values T(Ei) were calculated explicitly according

to Equation (16).

The trend toward more severe hardening for lower energies and composition

of higher atomic number 9 is evident. The implication of the results in

Table 2 for tomographic inspection of largely carbonaceous solid propellent

rocket motors is minimal ambiguity due to hardening.

Examples of second order polynomial fits to calculated trans-attenuation

lengths are shown in Table 3. The extracted coefficients and those from

several other cases are presented in Table 4. The fits were obtained

according to Equation (16) for 19 2 Ir, 60 Co, and various bremstrahlung sources.

The material penetrated was again taken to be carbonaceous with a density

of 1.7 g/cc. The actual and fitted values are represented in Table 3 in

units of cm of the material.

The quality of the fits for the isotopic sources is excellent. The

lack of any low energy components, which would lead to increased beam hard-

ening, facilitates the agreement. The fits for the bremstrahlung sources

are also accurate, except for the very low mass region where the hardening

of the beam is significant. The use of a third order polynomial improves

the fit only slightly. The rapidly changing nature of the mass-versus-

attenuation function at the low end calls for a segmenting of the attenuation
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TABLE 3. Empirical Fits to the Mass-versus-Attenuation
Function in Carbonaceous Material

Photon Trans- Displace- Attenuation
Source mission (%) ment (cm) FIT DIFF. (%) Length

150 kV 82.40331 0.20 0.52 -156.04 0.19
Bremstrahlung 20.85431 4.23 4.43 -4.80 1.57

6.33317 8.25 8.18 0.78 2.76
2.01363 12.27 12.11 1.29 3.91
0.65769 16.30 16.25 0.27 5.02

300 kV 87.32525 0.25 0.47 -85.28 0.14
Bremstrahlung 21.92701 5.32 5.47 -2.90 1.52

6.27760 10.38 10.34 0.38 2.77
1.88578 15.44 15.33 0.73 3.97
0.58565 20.50 20.47 0.16 5.14

1921 91.76628 0.51 0.50 0.36 0.09
r 16.66610 10.62 10.60 0.14 1.79

3.10753 20.73 20.72 0.01 3.47
0.59646 30.84 30.85 -0.04 5.12
0.11803 40.95 40.95 -0.02 6.74

60c 93.11063 0.73 0.73 0.00 0.07
22.35992 15.42 15.42 0.00 1.50
5.38100 30.11 30.11 0.00 2.92
1.29769 44.79 44.79 0.00 4.34
0.31361 59.48 59.48 0.00 5.76
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TABLE 4. Coefficients a of Fits to Mass Functions forBremstrahlung Spectra and Isotopic Sources

Endpoint Energy Carbonaceous
(KV) Material Steel

B C B C

150 2.639 0.119 0.127 0.032

300 3.446 0.104 0.400 0.053
700 4.620 0.134 -- --

1000 5.192 0.184 ....
2000 6.972 0.282 ....
3000 8.287 0.417 -- --

192 I 5.859 0.032 1.315 0.010

r

60 Co 10.286 0.005 ..

aB and C are the second and third coefficients in a polynomial fit of the type

BX+CX 2 where X is the attenuation length.
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range. Limited segments could then be fit individually much more accurately

than the entire range is with a single function. Functions other than

polynomials could also be used. The fits improve as the end-point energy

is raised, which is an indication that the hardening is not as severe.

A correction of this type can be done for any material of known, homo-

geneous composition. Fits to steel as a medium have yielded results similar

to those reported here for carbon, as is shown for the lower energy sources

in Table 4. In effect, this correction is one of several folded into the

mass calibration procedure discussed above. Where possible, that empirical

procedure is the most direct way in which to correct the data.

In any case, in situations where noticeable artifacts are generated

due to beam hardening, adequate corrections can easily be made. In a large

number of applications, including scanning of rocket motors, the effect of

the phenomenon is sufficiently slight as not to seriously impede detection of

flaws and other high contrast density variations.

The effect of beam hardening is to overestimate true signal strength

and thereby underestimate opacity. Any other process which Inflates apparent

signal similarly depresses opacity and leads to an underestimate of mass in

the tomogram. The detection of scattered photons is perhaps the most domi-

nant of these.

2. SCATTERING EFFECTS

a. Scattering Processes -- The Compton scattering of photons by electrons

is one of the most prevalent phenomena occurring in a system utilizing the

higher energy photons necessary for the tomographic scanning of dense objects.

For photon energies in the range of several hundred key (tens of keV for

low Z materials) to several MeV,, that process is primarily responsible for

the flux attenuation in the object. Upon emerging from the object after
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single or multiple scattering, the scattered photons may enter detectors

other than the ones encompassing their initial trajectories and register

incorrectly as transmitted flux along an alternate ray path. Depending

upon the composition of scintillator, the detection process at high energies

includes Compton events in the detector or plastic scintillator. Compton

scattering produces energetic electrons which, in turn, excite light emitting

atomic and molecular states. Finally, the photons scattered in the detectors

and surrounding structural or shielding material in the detector bank may

interact in other detectors and produce counts -which are not associated with

the directly transmitted flux.

The relative importance of Compton scattering versus photoelectric

absorption, in which the photon is eliminated and a photoelectron is pro-

duced, depends upon the specific photon energy and 3 value of the medium.

In general, the photoelectric cross section decreases rapidly with increasing

photon energy and increases dramatically with increasing Z. The Compton

cross section is more gradual as is apparent from Fig. 2 and Equations (2)

and (3). Even for an initial photon energy where Compton predominates in

the interaction, multiple scattering of the photon can lead eventually to a

reduced energy where photoabsorption will occur. For very high a materials,

such as lead, photoelectric absorption is significant for photons up to

several hundred key in energy.

Two facets of the Compton process must be kept in mind when one is

attempting to gauge the scattering. The first, the angular distribution

of the scattered photons, is given by a simple expression,

Io .- g- Cos 9) 1.. Cos C OL)(4 (C-050))J
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where C. is a constant, 9 is the angle of scatter with respect to the

incident direction, and T= E/511 keV, where E is the incident energy of

the photon in keV. The energy E' of the scattered photon is given by

Elm E ( -
l + (i - Cos 0)

For the energies discussed in this report, the differential cross section

d'r is substantially forward peaked, as shown in Fig. 4.

The fraction of energy lost by the photon in each collision depends

upon the angle. The mean energies given a recoil Compton electron in a single

collision are 87 keV, 164 keV and 232 keY by the 310 keV, 468 keV and 610

keV lines, (or clusters of lines), respectively, emitted by an 192Ir source.

The maximum energies are shown in Fig. 5. Sufficient losses in energy due to

multiple scattering can eventually lower the photon energy to a value where

photoabsorption will occur.

The assessment of the scattering in a given situation is much simpler

to accomplish by empirical measurement than by computer simulation. As the

scattering and transmission patterns are very much dependent upon source

and object, most related information available is in the form of measure-

ments reported for specific cases. Industrial radiography is the one area

where some idea can be obtained of the magnitude of the effects to be en-

countered in tomography, since source energies and objects are often similar.

One such industrial measurement is presented in Fig. 6, for flat steel

plates penetrated by bremstrahlung fluxes with four different end-point

energies. At fairly low projection densities ( 15g/cm 2), the scattering

becomes comparable to and greater than the recorded direct transmission.
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FIGURE 5. Graph of maximum and minimum energy imported to Compton
recoil electron as a function of photon energy. Taken
from Reference 5.
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FIGURE 6. Ratios of scattered to direct radiation for
bremstrahlung spectra penetrating steel, as a
function of endpoint energy and thickness of
steel. Taken from Reference 7.
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Two factors imply that tomography would have greatly reduced suscepti-

bility to interference from scattering for a case as in Fig. 6. The first

is the inherent use of collimation of source and detectors in the tomographic

system. The second is the use of scintillation detectors, where the proba-

bilities of detection of the scattered photons (with variously reduced

energies) should be comparable to those for transmitted photons. This is

in contrast to the preferential sensitivity of radiographic film to scattered

photonr'. Nevertheless, it is clear that such effects should be carefully

estimated or measured in tomographic systems as well.

It is obviously desirable that some method be available for making

qualitative and, if possible, quantitative predictions of the degree of

scattering expected for a proposed scanning configuration and object. In

situations where several attenuation lengths of material are encountered

by a photon along a particular ray path, it is very difficult to determine

analytically the final scattered angular distribution. Direct integration

of an extended flux transmitti.ng through a three dimensional object, with

successful scattering governed by Equations (21) and (22), is practically

impossible to model, given a finite amount of computer time. There is a

viable alternative, which has been used for years in a wide variety of

radiation transport studies. It is the use of a Monte Carlo code, whereby

a set of probabilistic events are tabulated according to random selection.

b. Scattering Simulations: Monte Carlo code -- The Monte Carlo

scattering program TOMOS, created by Scientific Measurement Systems, Inc.,

has been used to obtain estimates of the interdetector scatter and object

scatter expected for several different tomographic systems. The simulated

geometry is the fan beam configuration, which is appropriate for SG or TG

scanners. A schematic of the system is shown in Fig. 7, with key geometric

parameters listed.
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FIGURE 7a. Cross-sectional top view of geometry of tomographic system
sfiulated in the computer code TOMOS.

SD

CL DL

soCv CH.L. - DH

FIGURE 7b. Cross-sectional side view of same system.

Parameters:

1. SO: Source-object distance 6. SW: Spacing width
2. SD: Source-detector distance 7. CW: Collimation (aperture width)
3. DW: Detector width 8. CL: Collimation len, '

4. DL: Detector length 9. CH (See Fig. lb): Collimation height
5. DR (See Fig. lb): Detector height 10. CV (See Fig. lb): Collimaitor/shield
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Collimation and shielding of the rectangular detectors is represented

by a single jacket of material, which encloses them except for the rear

faces. The front and rear surface of the detectors are defined as arcs of

circles described by radii of lengths equal to the distances from the course

to the front and back of the detector, respectively, with center at the

source. The four lateral surfaces are pairs of parallel planes. For the

geometries under consideration in this report, such a volume very nearly

approximates a rectangle.

In the scanning geometry, the center of the object is normally located

halfway between source and detector but can be varied in position. The

object may consist of a cylinder, or a rectangle, of homogeneous density.

The simplicity of the system minimizes computation time, while providing

information about basic geometries. From these results, inferences can be

drawn about a variety of systems. The solid angle and direction of the

beam flux is specified.

The processes leading to beam attenuation are taken to be photoabsorp-

tion and Compton scattering. Pair production is neglected for energies of

photons up to several MeV. The beam can be described by several line com-

ponents, with energies and relative strengths specified.

Operationally, a photon is emitted from the source and tracked through

the object and/or detector bank until it is (1) photoabsorbed, (2) escaped

from the object and missed the detector bank, or (3) escaped from the

detector bank. Backscattering to the object was neglected. The initial

direction of the photon, limited to those within the specified solid angle,

is chosen randomly. The occurrence of attenuation is also determined

randomly, according to the coefficients defined in Equations (2) and (3).

For Compton scattering events, the angle of scattering is chosen randomly
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according to the differential cross section expressed in Equation (21) and

the assumption of randomness in azimuthal angle. The scattered photon

energy is adjusted according to Equation (22).

The detection of a transmitted or scattered photon in one detector is

counted if any interaction takes place within that volume. The effects of

energy discrimination as used in the pulse-counting mode have been neglected,

as has the effect of energy deposition in a current integration system.

An example of a comparison between TOMOS predictions and measurements

is presented in Table 5. It consists of interdetector scattering coefficients

for a previous version of the SMS tomographic detector assembly and an

192Ir source flux. The SMS assembly is of the configuration shown in Fig. 7,

with 31 individual scintillation detectors.

The following geometrical parameters were used in the simulation:

SD = 122.0 cm SW = 7.8 mm
SO = 61.0 cm CW = 2.4 mm
DW - 6.4 mm CL = 75.0 mm
DL = 200 mm or 125 mm (to cover CH = 2.0 mm

the range of actual lengths) CV = 38.1 mm
DH = 20 mm

The front collimator material was lead, and the spacing material was

delrin. As the scintillators comprise a group of several different shapes

and lengths, two different lengths were simulated in order to provide a

range of values.

For the simulation, the solid angle of the incident flux was limited

to that which included the aperture opening of the center detector. Counts

in neighboring detectors were recorded and converted to percentages of the

detected counts in the primary detector. For the case of.equal detector

efficiencies, those percentages are then equivalent to percentages of the

signal strength in a given detector due to scattering from neighboring

detectors, or interdetector scattering coefficients. The lead collimator

was treated as opaque to minimize computer time required in the simulation.
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TABLE 5. Interdetector Scattering Coefficientsa

for SMS Tomographic System

(Ratio of Scattered Counts to Direct Counts)

Simulated Experimental

Nb C310 C468 C610 CT  Detector Detector Detector Detector
A B C D

(M) (%) (%) () (7)

DL 20.0 cm

1 2.45 2.32 2.14 2.40 1.212 1.568 1,633 1.99

2 1.08 0.98 0.91 1.04 0.525 0.723 0.391 0.69

3 0.52 0.50 0.46 0.51 0.302 0.211 0.344 0.44

4 0.29 0.25 0.31 0.28 0.094 0.201 0.183 0.30

5 0.13 0.18 0.16 0.14 0.094 0.117 0.091 0.30

6 0.093 0.12 0.091 0.099 0.051 0.056 0.076 0.14

7 0.088 0.073 0.062 0.083 0.027 0.050 0.054 -

8 0.043 0.068 0.050 0.049 0.031 0.036 - -

DL = 12.5 cm

1 2.36 2.06 2.14 2.28

2 0.87 0.83 0.76 0.85

3 0.45 0.42 0.42 0.44

4 0.26 0.26 0.19 0.26

5 0.11 0.095 0.19 0.11

6 0.090 0.085 0.050 0.086

7 0.075 0.040 0.045 1.065

8 0.040 0.040 0.035 0.040

a Lowest statistical accuracy was 30% for the N 8 case.

bN is the relative order of the detector on either side of the scattering detector.

CDL denotes detector length.

32



The results of the simulation are shown in Table 5 for individual photon

lines and the composite results for both lengths of detectors. Since the

scattering for this situation is symmetric, the data for corresponding

neighboring detectors on either side of the primary detector were averaged.

As seen in the table, the scatter coefficients are fairly insensitive to

detector length (from 100 mm - 200 mm), and the contributions from the

different lines are comparable.

A measurement of the response of the SMS system was performed using a

24 Curie 12Ir source. All apertures, except for the center detector, were

shielded with 10 cm thick lead. The values are fairly close to, the M1-onte

Carlo values. It should be expected that the simulatin would yield somewhat

higher values due to the fact that some energy discriminatiQn is exercised,

which would preferentially reject the pulses generated by the lower energy,

scattered photons.

The variation between different detectors presumably arises from

different physical shapes and the dependence upon phototube gain and the

discriminator threshold. In fact, the normalization value, which is the

detection efficiency of the primary flux, varies as much as 20 to 30 percent

for different lengths. While simulations can provide qualitative information,

it is apparent that specific corrections to data should be based on careful

and frequent measurements of the scattering in each particular tomographic

system.

3. SCATTERING SIMULATIONS

a. Object scattering -- In order to make a qualitative assessment of

the magnitude of object scattering effects expected for the scanning of the

essentially cylindrically symmetric geometry of rocket motors, a series of

simulations have been carried out with TOMOS for cylinders of homogeneous
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density. The configuration simulated is depicted in Fig. 7. The cylinders,

including outer diameters of 13 cm, 25 cm, 45 cm and 75 cm, were each assigned

a density of 1. 7 g/cc and assumed to be carbonaceous material. The small

amounts of metal casing and propellent liners present in a typical cross

section of a rocket motor were neglected. The internal cavity, which varies

substantially from motor to motor and also longitudinally within a given

motor, was also neglected.

Single energies for the source photons were used in each case, to allow

a reasonable computation time for the Monte Carlo code. These were 300 keV

for the two smaller diameters, 1250 keV for the 45 cm cylinder, and 2000 key

for the largest. These provided on-diameter transmission values of approxi-

mately 7 percent, 0.6 percent, 0.6 percent, and 0.15 percent, from smallest

to largest cylinder. These energies correspond to those which are easily

attainable from isotopic sources, high energy x-ray tubes, or electron

accelerators.

The source detector distance was taken to be twice the object diameter

in each configuration. A detector array of seven elements was treated as

an opaque collector with individual detectors of cross sectional dimensions

2 cm x 1 cm placed contiguously on the source-detector arc. The detector

assembly was centered on the source-object axis, where the ratio of fluxes

of scattered to transmitted photons should be at a maximum. The center of

the objects were halfway between source and detectors, except for Case II.

No collimation was employed in five of the examples. These results

should be valid for FG scanning configurations as well as SG and TG scanners.

As can be seem in Table 6, the geometries with no collimation can lead to

appreciable amounts of object scattering, but the scattering exhibits a

gradual dependence on detector location. The effect is one of lessening
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TABLE 6. Monte Carlo Object Scattering Coefficients

(n=
order) S1  S2  S3 S4

Configuration (%) (%) (%) (%)

Ib 19 18 20 17

II c  5.8 8.9 9.0 13.1

III d  6.3 4.1 3.8 4.6

IVe  27 35 32 38

V f  17 20 16 22

V1g  
68 55 60 55

aThe coefficient S is the percentage contribution to

total counts due to detection of photons scattered
by the object.

b13 cm diameter carbonaceous cylinder, 300 keV source

photon energy, no collimation, 26 cm source-to-detector
distance.

c Same as Case I, except with source-to-detector distance of

39 cm (26 cm from object center to detector).

dSame as Case I, except with collimation apertures of 8 mm
width and 50 mm depth.

e26 cm diameter carbonaceous cylinder, 300 keV source photon

energy, no collimation, 52 cm source-to-detector distance.

f45 cm diameter carbonaceous cylinder, 1250 keV source photon
energy, no collimation, 90 cm source-to-detector distance.

g75 cm diameter carbonaceous cylinder, 2000 keV source
photon energy, no collimation, 150 cm source to detector

distance.
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apparent contrast in the projection data rather than generating noticeable

artifacts, due to disparity in recorded signal strength in adjacent

detectors. The cylindrical geometry is responsible for the gradual effect,

being devoid of any long, straight, high density edges which would lead

to a sharp discontinuity in the scattered to transmitted pattern.

The lesser effect associated with extended scanning geometries, such

as in Case II, arises largely because of the increased distances between

scattering polnts within the object and-the detectors. The solid angle of

the point-source emission was assumed, in each case, to be defined as that

which just encompassed the diameter of the object, and measured the height

of the detectors at the detector assembly. One exception was Case VI, for

which the detectors were incxeased in size to 12 cm x 6 cm and the incident

flux was constrained to that which intercepted the detectors. Collimation

restricting the beam to such a fan-shaped volume would be appropriate to

minimize out-of-slice-plane scattering contributions, from the object and

the structural and shielding material at the detector assembly.

In cases where object scattering is appreciable, the choice of source-

detector distance and detector collimation can minimize it. Table 6 includes

cases of increased object-detector distance and detector collimation for

the 13 cm diameter cylinder.

It should be pointed out that collimation to an effective area with

dimensions on the order of mm is difficult to achieve in an FG configuration,

where the detector must accept flux from a rotating source over a wide range

of angles.

In addition to collimation, selective filtering of the transmitted

flux with high 9 materials, such as lead, can effectively eliminate scattered

photons with substantially reduced energies, particularly where high energy
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isotopic sources are used. This technique is widely used in industrial

radiography to reduce fogging cf film due to preferential detection of

scattered photons. Such filtering would also attenuate the lower energy

end of a bramstrahlung source spectrum. This may or may not be detrimental,

depending upon the source filtering and transmission characteristics of the

particular system. The optimum filtration can easily be determined for a

given configuration, either by simulation studies or measurement.

b. Interdetector scattering -- The scattering in a tomographic system

which can be measured or estimated most accurately, and which is independent

of the object being scanned, is the scattering of transmitted beam in a

detector into neighboring detectors, where it may also be recorded. As

described above, the magnitude of the process can be determined with con-

fidence from simulation codes.

Several sets of such scattering coefficients have been calculated for

60a fan beam geometry, using TOMOS. The source simulated was Co and the

scintillation material was NEI02. NE102 is the fast plastic utilized in the

SMS photon counting detector system. The average energy for 60Co of 1250

keV is also comparable to the higher energies in bremstrahlung spectra appro-

priate for scanning the larger masses of objects discussed in this report.

The shielding requirements should be substantially more severe than for

lower energies.

The results presented here for scattering coefficients are overesti-

mates, and hence, upper limits in both cases in that transmitted and scattered

photons are counted if they interact in a scintillator at all. The actual

scattered signal recorded, relative to the transmitted one, would be reduced

due to the lower average energy of the scattered photons. In the pulse

counting mode, pulse height discrimination allows preferential rejection
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of lower amplitudes. In the current integratiom mode the contribution to

the signal is directly proportional to the energy deposited, which may in

some cases be less on the average for scattered photons than for the higher

energy transmitted photons.

A restricted rectangular geometry was chosen for the cross section area

of the scintillators, under the assumption that good spatial resolution

(-2 mm) and an optimum transmitted-to-scattered ratio were desirable. In

general, the area of the scintillator should be nearly equivalent to the

effective detection area desired, since superfluous volume increases sensi-

tivity to scattering without increasing detection of transmitted photons.

Accordingly, cross sectional dimensions of '4 mm x 4 mm were used, with a

depth of 150 mm.

Coefficients were tabulated for various detector spacings, with and with-

out lead shielding in the volume between detectors. A source-to-detector

distance of 122 cm was used for all cases. The results are shown in Table 7.

The coefficients are represented as percentages of counts recorded in the

center, primary detector. The quantity Rt is simply twice the sum of the

coefficients and represents the total additional contribution to the signal

in a given detector due to scattering from neighbors, where the primary

and a sufficient number of neighboring detectors are equally illuminated.

Increasing space between detectors and inserting lead shielding greatly

reduces the cross-talk between detectors. Ideally, high density packing of

detector elements provides for maximum utilization of data acquisition time.

The degree of packing feasible is obviously a function of beam energy and

total object density. The same considerations apply for an FG design.

Spacing detectors to allow for shielding implies some additional mechanical

motion of the system and time to complete adequate ray sampling through

the object.
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TABLE 7. Calculated Interdetector Scattering Coefficients

Case I

IA IIA IIB IIIA IIIB IVA IVB

Coefficient
(2)

R1 100 100 100 100 100 100 100

R2 1.037 0.467 0.183 0.273 0.029 0.140 0.003

R3 0.459 0.194 0.044 0.111 0.005 0.059 0.001

R4 0.256 0.104 0.011 0.066 0.004 0.024 -

R5 0.168 0.065 0.005 0.043 -..

R6 0.118 0.052 0.001 0.033 - - -

R7 0.095 0.026 0.001 0.015 - - -

R8 0.057 0.017 - -.

R9 0.053 0.017 - - - - -

RT 4.486 1.884 0.490 0.490 0.076 0.446 0.008

Cases:

IA - No spacing, no shielding

IIA - 4 mm spacing, no shielding

IIB - 4 mm spacing, no shielding

IIIA - 8 mm spacing, no shielding

IIIB - 8 mm spacing, with lead

IVA - 16 mm spacing, no shielding

IVB - 16 mm spacing, with shielding
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Alternatively, the use of little or no shielding may, or may not,

require corrections for the cross talk between detectors. In certain high

contrast situations, such as the detection of cracks within a homogeneous

solid propellent, such corrections may not be necessary. However, where

interfaces of media of high density contrast are involved, such as the

detection of delamination between solid propellent and liner, corrections

may be required for image clarity.

The effectiveness of the shielding configurations discussed here would

be dramatically greater for source photons below 1.0 MeV in energy. The

rapid increase in the photoelectric cross section in lead in that range

would lead to more rapid absorption of the scattered photons. Similarly,I

a high 9 detector, such as BOO (Bi Ge3O02), would afford shorter depths for

adequate attenuation of the primary beam. BGO is commonly used in medical

tomographs. The shorter depth coupled with the forward direction of the

scattering would tend to reduce the coefficients. However, the high 9

scintillator would be very efficient in absorbing the scattered photons.

Obviously, a simulation for the specific geometry of interest would be needed.

III. SIMULATIONS OF A PHANTOM ROCKET MOTOR

1. MID-SECTION REGION

A series of computer simulations has been obtained for the mid-section

of a solid propellent rocket motor with outer diameter of 45.7 cm. The

simulation in each case included the generation of a complete set of pro-

jections for 400 views (angles) with a ray spacing of 1.0 mm et the

center of the object. The source detector distance was set at 122 cm, using

the fan beam geometry depicted in Fig. 7 with a fan angle of 44 deg.

Initial simulations were done for a point source - point detector system.

Reconstructions were accomplished with the SMS filtered-back projection

algorithm.
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The description of the phantom was as follows: the outermost component

was taken to be a cylindrical steel shell of thickness 2.5 mm and density

7.86 g/cc. Internal to the steel was a 1.587 no thick cylinder of cork, with

density of 0.5 glcc. Internal to the cork was situated a 1.5 g/cc carbon-

aceous material with internal star-shaped cavity to approximate the solid

propellent. The tips of the star cavity were represented in two dimensions

by an axis cross section of paraboloids. The total number of equations

used to describe all surfaces, including the six pointed star cavity and

excluding flaws, was only 15.

The flaws placed in the phantom included straight, radially oriented

cracks in the propellents of widths 1.27 mm, 1.016 mm, 0.762 mm, 0.508 mm,

0.254 mm, and 0.127 mm, placed at the tips of the star cavity.

Generation of a basic projection data set for the 0.9 deg angular

increments was based on the Compton interaction alone for a photon energy

of 310 keV. at 310 keV, very little photoabsorption takes place in the

material in the phantom, including less than 7 percent of attenuation in

the thin steel wall and a contribution to total attenuation on diameter

of less than 0.5 percent. It should be pointed our that all of the simu-

lated tomograms presented in this report are based on 100 percent detector

efficiency for all energies.

It was then possible to utilize the basic set to calculate attenuation

for the component lines in a polychromatic spectrum, by computing the energy

dependent factor in the Compton cross-section for each and taking the ratio

with that for the 310 keV value. In this way, attenuation data sets were

obtained for the isotopic sources 12Ir and 60Co, using the weighted com-

ponent strengths indicated in Table 1. These initial sets of data were free

of statistical noise and of any scattering or detector miscalibration effects.
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Reconstruction with the SMS filtered-back projection produced the two

192 60
full frame tomograms presented in Figs. 8a and 8b for Ir and Co,

respectively. The reconstruction grids were 64 pixels by 64 pixels in

dimensions, with a pixel size of 3.6 mm x 3.6 mm. The two tomograms, each

of which has been normalized to 1.5 g/cc in the region of propellent near

the cork liner, are essentially identical. Based on two high-energy, source

photons lying very close in energy, the 60Co tomogram should be nearly equi-

valent to that for a monochromatic source. The 192Ir beam undergoes a change

in average peak energy from 367 keV to 410 keV along the on-diameter ray

path of highest opacity.

Tomograms of the local region about each of the six cracks at the star

tips are shown in Figs. 9 and 10 for 60Co. In addition to the cracks, the

oblique artifacts arising from the discrete point-to-point sampling are

visible. Additional sampling, such as 800 views instead of 400, and spatial

averaging due to finite geometry would lessen the relative importance of the

artifacts.

An equivalent set of tomograms was generated for a 2.0 MeV bremstrahlung

source, with an average energy of 667 keV. As for the isotopic sources, the

data was derived by a fit to the relationship between opacity values for the

bremstrahlung and the 310 keV line. A table of values was produced using

a 200 point grid over the 2.0 MeV of photon energy, with each point weighted

according to Equation (19). It was then fit with a second-order polynomial,

providing coefficients for rapid and accurate conversion of opacity values

for one source to those of another.

The results for the bremstrahlung source were nearly indistinguishable

from those for the isotopic sources above. It is advantageous at this

point to introduce the use of a pattern recognition analysis to compare
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FIGURE 8a. Simulated tom,-
gram of 457 mm diameter

rocket 7otor produced for
an 1 9 2 ir source. The
symmetric pattern evi-
dent in the prupellent

region is interference
due to the reconstruc-
tion grid.

WITH IpsT ESSOFCAK
2FIGURE 

8b. Simulated tomo-
gram of 457 mm diameter

1rocket motor produced for
a 6 0 Co source.

~FIGURE 8c. Simulated tomo-
grmof 457 mmdiameter

rocket motor produced for
~2.0 M4eV bremstrahlung

~frames are displayed on

the vertical axis through

the tomogram.
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SIMULTED plit CORAT 60
RADIL CACKOF 127 M WDTHFIGURE 9a.

7.8 1 Region of simulated Co
tomogram including 1.27
mm wide radial crack.

FIGURE 9b.

9.60

Region of simulated 0Co
tomogram including 0.016

nu wide radial crack.

FIGURE 9c.

A.M SCO (COBLT 60

Region of simulated 60Co

tomogram including 0.762
m wide radial crack.

I*KI
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FIGURE 10a.

60
Region of simulated Co
tomogram including 0.508

mm wide radial crack.

FIGURE l0b.

Region of simulated 60Co

tomogram including 0.254

mm wide radial crack.

FIGURE lOc.

Region of simulated 6Co
iatomogram -including 0.127

'mm wide radial crack.
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these and the other tomograms referred to in the following text. A more

quantitative assessment of densities is needed than is provided by visual

* inspection of a black and white photograph. A numerical tabulation of the

* density values and variances serves that purpose. Such a tabulation is

readily afforded by the digital form of the data, inasmuch as a tomogram is

a two-dimensional matrix of density values.

The full frame tomogram produced by the 2.0 MeV bremstrahlung source

* is shown in Fig. 8a, including demarcations of several local 18 mm x 18 mmn

regions along a radius, for which average density and variances have been

obtained (see Table 8). The average density of the innermost region is only

9 percent below that of the outermost, indicating that the cupping or low

density effect in the interior of a cylinder due to beam hardening is

negligible in this case. In addition, the values are comparable to those

192 60
for the Ir and Co cases, which are included in Table 8.

The variance is defined here in the usual fashion by the equation

J-1 
I

where the quantity X i is the density value of the 1 th pixel and n is the

number of pixels within the region. While ordinarily a statistical quantity,

the variance is used here as a measure of departure from an average value

within a region due to other effects, such as artifacts and actual density

variation. As will be shown below, it can serve as a sensitive indicator of

the presence of cracks within a region of otherwise homogeneous density.

The frame analysis described above has been applied to the regions con-

taining the radial cracks in all of the simulated tomograms. The frame

size and location was the 5.5 mm x 5.5 mm frame displayed in Figure 11.

The locations away from the crack are termed adjacent, and the one centered

46



TABLE 8.Average Densities a Within Simulated
Tomograms of 457 mm Phantom

Radius.1from Center 192 I 60 Co 2.0 meV
() r o Bremstrahlung

208.8 1.50 1.50 1.50

190.8 1.49 1.50 1.44

172.8 1.48 1.50 1.41

154.8 1.48 1.50 1.39

136.8 1.47 1.50 1.38

118.8 1.50 1.53 1.40

104.4 1.46 1.49 1.37

82.8 1.46 1.49 1.38

a Densities in each case were normalized to 1.50 g/cc at a radius of

208 mm for comparison purposes.
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FIGURE 11, Region of 1.27 mm crack wih two different sizes

Of analysis frames located adjacent to and on the
crack: 11 pixels by 11 pixels (5.5 mmx 55 m m)
and 21 pixels by 21 pixels (1.05 mm x 1.05 mm).
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on the crack is termed on. Table 9 summarizes the density analysis for

the crack regions. In actual practice, comparisons could be made between

several different areas or between those expected to have high probability

of flaws. such as the tip region, and those in between, expected to be

relatively free of cracks. The intent here is to point out the usefulness

of such a comparison.

As can be seen in the table, the presence of a crack within an area

results in both a moderate decrease in average density and a substantial

increase in variance, which acts effectively as a magnification of average

density contrast. The size of the demarcation frame is not overly critical,

within limits.

To provide an indication for at least one case of the effects of

finite source and detector aperture on the visibility of the radial cracks,

the data for the 60Co case has been altered to include effectively spatial

averaging. Each projection value in a view was averaged with the preceding

and following ones. With a ray spacing at the detector assembly of 2 mm,

that procedure approximated data for an array of detector elements 4 nun in

width. The results are shown in Fig. 12c. Although boundaries are, of

course, less distinct in the pictures, the frame analysis reveals anomalies

almost as dramatic as those in the point-to-point case. The conservation

of mass, or lack of it in this instance, provides a basis for detection

even where the scale of spatial resolution is considerably larger than

certain dimensions of the features of interest.

Further modification of the data set for the 60Co simulation facili-

tated the introduction of inter-detector scattering effects directly into

the opacity values. Based on the set of coefficients for case IA in Table

7, the original transmission values were used to fold together contributions
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~FIGURE 12a.

Simulated 60Co tomograms
of regions within 457 mm
phantom containing radial
cracks of widths: upper
left - 0.762 mm; upper

right - 0.508 mm; lower

left - 0.254 mm; lower' " " right - 0.127 mm.

FIGURE 12b.

Simulated tomograms for
the four smallest radial
cracks produced using a
2.0 MeV bremstrahlung

source.

FIGURE 12c.

Same as Fig. Ila, except
with spatially averaged
rays rather than point-

Source to point-

detector rays.
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from neighboring detectors to produce a single total apparent transmission

value for each ray path. The original tomogram of the largest radial crack

in the phantom, and the corresponding one where inter-detector scattering

has been incorporated via the Case IA coefficients, are shown in Fig. 13a.

The inclusion of a perfectly uniform set of coefficients, which are

identically the same for all detectors, only biases the density scale ob-

tained for the tomogram but does not noticeably alter the features. It

might be pointed out the gradual dependence of the object scattering pattern

upon ray location, as'Tndicated in the discussion above on object scattering,

likewise would lead to little degradation in a high-contrast situation

such as flaw detection within the solid propellent.

The critical source of error in the projection data is the unique

response of a given detector to several factors. These include inter-

detector scattering, severe object scattering, housing scattering, detector

efficiency, and count-rate dependence and linearity over the dynamic range

of interest. Housing scattering includes photons scattered into the de-

tector assembly from any source other than object or another detector,

such as floors, walls, and scanner shielding and structural support material.

Scattering and detector miscalibration effects depend upon the particular

physical and electronic configuration of the scanner system. A demonstra-

tion of the net effects of these factors has been accomplished by distributing

biases randomly to the transmission values. Sets of data corresponding to

detector subpositions were modified, where a given detector was assumed to

be indexed to several different positions to accumulate data. Representing

gross differences in characteristics of individual detectors, the major

bias ft m subset to subset was chosen randomly, within a range of ±0.5

percent the lowest transmission value in the entire projection set. A
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FIGURE 13a.

60
Spatially averaged Co

tomograms with addition
of inter-detector

scattering.

FIGURE 13b.

Results obtained when a

random bias was added
into the projection data
which produced the tomo-

grams in Fig. 13a. The
bias simulated housing

scatter and detector

miscalibration.

FIGURE 13c.

Results obtained when
an SMS correction pro-

cedure was applied directly

to the projection data pro-
ducing Fig. 12b. Note the
complete elimination of
the ring artifacts.
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secondary bias of t0.l percent was distributed within each subset, to simu-

late nonsystematic. fluctuations due to the various factors.

The substantial artifact pattern generated, including the ring or

circular artifacts characteristic of rotate-only, TG geometries, can be

seen in Fig. 13b. Use of an SMS correction procedure, which requires no

prior knowledge of scattering coefficients or specific detector calibrations,

yielded the result in Fig. 13c, which is essentially identical to Fig. 13a.

The correction is based on an enforced continuity in the projection data.

In addition to this simulation, it has proved effective in improving a large

number of images of a variety of objects scanned with the SMS tomograph,

including the rocket motor phantoms discussed below.

The frame analysis results in Table 9 for the simulations including

scattering exhibit change only for the random bias case. The increase in

the variance values is attributed to the increase in heterogeneity in den-

sity values arising from the presence of the artifacts. The removal of the

ambiguity introduced by such fluctuations in detector response is obviously

desireable for either visual or numerical interpretations of the tomograms.

2. NOSE REGION

Simulations have been completed of an approximation to the nose region

of a rocket motor with the same 457 mm diameter mid-section. The source-

to-detector distance of 122 cm used was the same as in the simulations of

the mid-section. The nose geometry was simulated with a series of con-

centric, hemispherical shells. From outside to inside, they constituted

the steel wall, cork layer, and solid propellant, respectively. The thick-

nesses of the shells were such that the radii to the boundaries in the

tomographic plane were approximately 121 mm, 114 mm, 109 mm, and 50 mm,

respectively. The tomographic slice plane was taken normal to the
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longitudinal axis of the motor. The normal to the surface at the point of

intersec ion with the plane made a 19' angle with respect to the plane

(see Fig. 14).

The three-dimensional tomographic slice included a three-point longi-

tudinal sampling at the detector, of equal spacing over a detector height

of 5 mm. The vertical sampling was used to investigate the situation where

the oblique surfaces near the nose region were scanned in such a geometry.

The flaws, representing delaminations, consisted of crescent-shaped voids

between cork layer and propellent, shown in Fig. 14 as the regions between

the interior of the outermost hemisphere containing the propellent and the

exterior of appropriately placed hemispheres of greater radii. The four

voids, placed in quadrants in the object, were characterized by maximum

vertical heights, in-plane widths and in-plane lengths (H, W, L) of (0.051

mm, 0.154 mm, 30.0 mm), (0.127 mm, 0.384 mm, 50 mm), (0.254 mm, 0.77 mm),

and (0.508 mm, 1.55 mm, 98 mm), respectively.

The internal star-shaped cavity employed in describing the mid-section

was omitted here, in order to minimize computer time for the simulation.

It was felt the visibility of voids between layers would not be seriously

degraded by the more complicated internal structure of the rocket motor.

The data set was based on a scan of 400 angles and a 1 mmn ray spacing (object

center). The data was generated for a 2.0 MeV bremstrahlung source with

spatial averaging corresponding to a 4 mm detector width.

Tomograms for the regions of the largest and smallest voids are shown

in Figs. 15a and 15b, respectively. Visually, it is very difficult to

delineate areas with such low effective contrast from the surrounding

medium. Accordingly, a region of the cork-propellent boundary with no

flaws was brought into registration with the flawed regions and subtracted.
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Top View
(Cross Section at Tomnographic Slice Plane)

190 Tormo raphic
Slice Plane

Side View (Cross Section)
FIGURE 14. Drawing of geometry of simulated nose region.

SIMULATED NOSE REGION

SCALE: 25 APPROVED BY DANB

IDATI- T.54 R.______

S.M.S. SCALE DRAWING IDRAWING NUMBER

DIETZGEN MASTER FORM 19SMF
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FIGURE 15a. (Upper left), tomogram of region of nose simulation
containing largest delamination void (see text for
details).

FIGURE 15b. (Upper right), region containing smallest void.

FIGURE 15c. (Lower left), tomogram of difference between Fig.
17a and an equivalent non-flawed region (scale
maximum 3.0 g/cc).

FIGURE 15d. (Lower right), same result for Fig. 17b (scale
maximum of 0.3 g/cc).
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The resulting difference tomograms clearly reveal the flaw images, as can

be seen in Figs. 15c and 15d for the largest and smallest flaws, respectively.

IV. EMPIRICAL SCANNING OF ROCKET MOTOR PHANTOMS

1. LARGE ROCKET MOTOR PHANTOM

a. Description of phantom - A rocket motor phantom was constructed of

the approximate size and incorporating most of the features of the object

simulated in the previous section. A scale drawing of the 47 cm diameter

phantom is presented in Fig. 16 and a photograph in Fig. 17.

In order, from the outside to the inside, the phantom consisted of a

2.5 mm thick steel wall, and a 1.59 mm thick neoprene liner, a 1.59 mm thick

cork layer (fn0.5 %/cc), and a polyvinyl chloride (PVC) interior (j'=1.42

g/cc) to approximate the solid propellent. The neoprene was added to insure

continuity of interfaces and to avoid gaps due to the lack of conformation

of the steel about the PVC core.

In analogy to the simulation discussed above, radial cracks were placed

in the PVC from the star tips to the cork, ranging in width from 1.2 mm

down to 0.05 mm. All features in the phantom were constant over its 38 mm

height in the longitudinal direction (normal to the tomographic. slice place).

The dimensions of the internal cavity were very similar to that in the

simulation, with star tips approximately 25 mm from the cork.

The widths of the three smallest 'radial cracks were determined by main-

taining in place metallic gap strips of the appropriate thicknesses during

the fabrication process and during scanning. The various machined PVC

section of the phantom, as viewed in the cross sectional drawing, were

glued to a circular PVC base. The base was slotted from center to perimeter

radially through the area of the smallest crack. Metal straps were

tightened around the steel shell, compressing the width of the small crack

to the thickness of the tap strip.
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FIGURE 17a. Photograph of 470 mm diameter rocket motor phantom,

prior to placement of holes and A rods in PVC.
Note tape holding vertical steel calibration pin

within the internal cavity.

2.6I ICH

FIGURE l7b. Tomogram of a 470 mn diameter phantom obtained from an
empirical 60Co scan. Breaks in the steel wall to the

left and below center are due to intersection of the
picture with the tomogram frame boundary. The break
at lower left of center is a real space in the metal

to allow for tightening of the steel ring.
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The equivalent of delaminations were created by inserting rectangular

plexiglass strips at two places on the perimeter between the cork and PVC.

The strips were 7-9 mm in length along the circumference and in each case

were spaced by over 3 mm. The two thicknesses used were 0.76 mm and 0.254 nun,

which determined the spread between cork and PVC. Those thicknesses simu-

lated delaminations of widths 0.76 mm and 0.254 mm.

Also, based on information from Mr. H. D. Cochran, the quality assurance

manager at Hercules-McGregor in MrGregor, Texas, additional simulated flaws

were placed in various regions of the mock propellent in the phantom, as

indicated in Fig. 16. They included cylindrical holes with diameters of

5.6 mm, 4.0 mm, 2.8 mm, and 1.2 mm, representing voids, and cylindrical

aluminum rods of diameters 1.6 mm and 0.8 mm, representing aluminum particles

that inadvertently reside in a propellent having aluminum powder as a con-

stituent. All of these features were aligned with longitudinal axis

parallel to that of the phantom and constant over the 38 mm height.

b. Apparatus and Parametric Specifications -- The SMS EM-l laboratory

tomographic scanner used for the measurements has been in successful oper-

ation for over four years. It is configured in a fan beam geometry with a

source to detector distance of 122 cm, as shown in Fig. 18. The detector

system consists of 31 individual NE102 scintillation detectors coupled to

phototubes, all housed in a light-tight aluminum box. Phototube output

was processed in the pulse (photon) counting mode with amplifier/discrimi-

nators and recorded digitally in scalers. Cross-sectional dimensions of

the detectors are 6.4 mm wide and 20.0 mm high, with lengths from 125 mm

to 250 mm aligned radially from the source. The beam flux was collimated

to a width of 2.4 mm and a height of 2.0 mm at each detector by lead

detector apertures, with an interdetector spacing of -8 mm.
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TOMOGRAPHIC SCANNING SYSTEM

TABLEDETECTOR

PHOTON SOURCE BN

STEPPING POWER

IARRAY PROCESSOR CAMAC INTERFACE

PDP 11/ 35

TEKTRONIX

-4006-1 OECWiRITER

REMOTE TERMINALS

FIGURE 18. Block diagram of SMS industrial tomographic scanner system.
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The photon source used in the scanning was a 50 Ci 60Co source housed

in a standard radiographic device (Gamma Industries Gammatron 50A). The

housing includes sufficient depleted uranium shielding to reduce radiation

rates to within acceptable values, according to applicable NRC and State

Regulations. Additional shielding was provided to reduce radiation to

negligible levels when the source was closed. The source was cylindrically

shaped, with a diameter of 3.6 mm and a height of 2.0 mm. It was aligned

with longitudinal axis coincident with the source-detector bank axis. With

thot orientation, the widest effective source width presented to a detector

(either the first detector situation at -30 deg from the source-detector

bank axis or the thirty-first detector at +30 deg) was only 4 mm. The air

count rates (count rate with no object present) in the detectors in this

configuration were ~400 kiloherz. The background counts, with appropriate

phototube voltages and discriminator thresholds, averaged a few hundred herz.

Source collimation restricted the primary flux to a solid angle which fell

within that defined by the highly absorptive front face of the lead detector

collimator assembly; in this method scattering was minimized. The height

of the fan at the object was -5 mm, with the dimension of the usable part

of the flux being 2.0 mm, as determined by the source-detector sperture

geometry.

The object table was positioned halfway between source and detector

bank. The current SMS scanner operates as a modified "third generation"

rotate-only tomograph. Given a fixed orientation of source and detector

bank, the object table was rotated through 360 deg. Data accumulation

occured at regularly spaced angles within that range. The detector bank

was then stepped sequentially to other positions within the angle defined

by the axes of consecutive detectors, and the object rotation procedure
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was repeated at each detector bank position. This procedure increased the

density of ray paths defined within the fan. The resolution attainable with

this configuration of the scanner has been determined to be #'1.2 rmm at the

center of rotation, as measured with a custom made resolution phantom.

As indicated in Fig. 18, the entire data taking process, with the

exception of vertical positioning of the object (see below), was accomplished

automatically, under control by a data acquisition program residing in the

PDP 11/35. Positioning of the detector box, rotation of the object table,

and periodic interrogation of the scalers recording the detection signals

were performed in the above manner. Calibrations, including alignment of

the detector bank to insure proper geometry and recording detector counts

with no object in place ("air counts") for normalizing transmission counts,

were completed prior to data accumulation.

Transmission data were accumulated for eight regularly spaced sub- j

positions of the detector assembly over the Inter-detector spacing of 1.38

cm, producing an angular spacing of 0.081 deg between adjacent ray paths.

A total of 512 data points per view wel2 obtained by recording data with the

assembly in three major positions, which defined a fan angle encompassing

the phantom entirely, and within each of which the subpositioning was

accomplished. With a linear ray spacing of 0.9 -m at the center of the

object, a 640 deg angle scan was performed, with 1.0 s exposure time at each

combination of detector assembly and rotation table positions. Projection

data were taken with a maximum statistical uncertainty of 1.5 percent in

the individual opacity values and with a typical uncertainty from 0.5

percent to 1.0 percent.

The SMS correction procedure discussed above was applied to the opacity

data prior to reconstruction with the filtered back projection algorithm.
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Individual frames were reconstructed about each of the regions containing

the simulated flaws.

C. Tomograms and Analysis -- The tomogram of the entire 470 mm phantom

is presented in Fig. 17b. The projection data were corrected with the SMS

correction procedure prior to reconstruction. The picture in 176 represents

a scan of the phantom prior to the placement of the holes and aluminum rods

in the PVC interior. Reconstructions of the areas around the six radial

cracks are shown in Fig. 19.

The cracks are clearly visible down to 0.41 mm in width. The 0.15 mm

crack is not discernible. An anomalous low density area appears in the

region of the smallest crack, which appears to be due to a series of arti-

facts. The features of the anomaly include several striations which are

spaced about at the sampling spacing and presumably involved a fluctuation

in detector recording. Based on the decreasing visibility of the larger

cracks, it is reasonable to assume that detection of the 0.05 mm crack was

not accomplished in this particular scan.

Some remnants of the circular artifacts typical of a TG rotational

scanning mode are still visible after the corrections, particularly in the

tomogram of rhe 0.88 mm crack. As with the simulated data above, the

features were all brought into the same approximate angular registration at

the time of reconstruction. As a result, they can be viewed and analyzed

more easily.

The regions of the simulated delaminations did not clearly reveal

spacings between cork and PVC. However, as can be seen in Fig. 20, the

0.76 mm plastic strips themselves, of density 1.0 g/cc, are apparently

visible. Isodensity marking of the same tomogram, set to a reduced range

of 0 - 2.0 g/cc, defines boundaries of the strips more clearly. The
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W IFIGURE 20a.

Tomogram of region of

470 mm phantom including

two 0.76 mm thick plastic

strips (see arrows)
inserted between cort

liner and PVC.

FIGURE 20b.

Tomogram of region in

Fig. 22a, above, with

density scale contracted
and isodensity (black)
markers at all pixels
with densities in the

V1 range 11-1.2 gl-c.
Note boundary definition

of expected location of
plastic inserts.

FIGURE 20c.

Tomogram of region of

1.342 2 phantom including 0.25 mm

thick inserts, with frame

size twice that above.
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feature of setting isodensity markers facilitates the interpretation of

various regions of density with a single tomogram.

The low density region between the ateel wall, which appears white in

the figure, and the PVC which appears mid-gray, is in the 0.8 - 1.0 range.

Those values are somewhat higher than the 0.5 g/cc of the neoprene and

cork, presumably due to averaging with the higher density, neighboring

materials. The 0.254 mm thick strips were not distinguished in the appro-

priate interface region.

Spatial resolution was judged to be .1-~3 mm for this scan, based on the

degree of sharpness of various edges in the phantom. A scan with increased

spatial resolution, on the order of ip.' 2 mm should reveal a feature with

one dimension as small as 0.2 mm and a density contrast of 30 percent with

its surrounding medium. The same applies-to the 0.15 mm and even the 0.05

no radial cracks, which are highly favorable targets for detection due to

their straight edges.

The other simulated flaws-included in the phantom for a second, identical

scan with 60Co are shown in Figs. 21 and 22. All of the cylindrical holes,

representing voids in the propellent, are clearly visible in both locations.

The 1.6 mm diameter aluminum rods are distinguishable but the 0.8 mm rods

are not. There is a definite possibility the latter were not within the

scan plane, as there was difficulty in inserting them into the PVC. The

1.6 mm rod represents a size of aluminum particle w'_ich could be detrimen-

tal to the performance of a rocket motor if it resided in certain locations.

Quantitative interpretation of the various features in the tomograms

has been accomplished with the frame analysis applied above to the simulated

phantom. The frame size and location for the radial cracks is indicated

in Fig. 21 Similarly, frames centered directly on and adjacent to the
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FIGURE 21a. Region of phantom near the steel wall containing
group of four cylindrical holes with diameters
(CCW starting from the bottom) 5.6 mm, 4.0 mm.
2.8 mm, and 1.2 mm.

FIGURE 21b. Similar region as Fig. 21a near inside portion of
internal cavity.
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FIGURE 22a. Region of 470 mm phantom near 
the wall containing

a 1.6 mm aluminum rod (above arrow).
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.
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FIGURE 22b. Region of 
470 mm phantom 

near the center 
of the

internal 
cavity containing 

a 1.6 mm 
aluminum 

rod

(above arrow). 
Note circular artifact 

passing

upper left 
to lower right, 

which causes 
apparent

density comparable 
to that of the rod.
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FIGURE 23. Tomogram of 1.23 mm crack in 470 mnm phantom, with !

size (5 pixels x 5 pixels = 8.0 mm x 8.0 mmn) and
location of density analysis frame indicated

(adjacent to and on the crack).
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other features were used to extract average densities and variances. The

extracted values are summarized in Tables 10 and 11.

As was the case with the simulations, the variance appears to be a

sensitive indicator of the presence of cracks and the other high contrast

flaws. A comparison of values can be obtained by sweeping a frame of

appropriate size through critical areas of a tomogram. A computer search,

complete with smoothing and enhancement routines, could reveal density

variations difficult to discern visually.-

An interesting possibility arises for characterizing the dimensions of

flaws which are much smaller than the system spatial resolution. The

effect of resolution is to distribute the mass or contrast of a relatively

small feature over an area commensurate with the resolution. The total

mass is conserved and is manifested in the change in average density over

the region. If certain aspects of the geometry are known, or assumed, an

estimate can be made of the true image size.

Using a nearly perfect example from the simulation data, values for

Case I in Table 9 illustrate the technique. The average density within the

frame on the 1.27 mm wide crack was 1.13 g/cc. The adjacent density was

1.50 g/cc. Three assumptions are: (1) the crack is singular, (2) it has

0 density; and (3) it proceeds from left to right across the frame. Then

the mass deficit of 24.7 percent translates into a width of 24.7 percent of

the frame width of 5 mm, or 1.24 mm. Similar agreement is found for the

actual (extracted) widths of other cracks: 1.016 mm (0.91 mm), 0.762 mm

(0.70 mm), and 0.508 mm (0.53 mn).

Such comparisons for cracks in the empirical tomograms are: 1.23 mm

(1.74 mm), 0.88 mm (0.62 mm), 0.55 mm (1,32 mm), 0.41 mm (1.12 mm), and

0.15 mm (0). Given the quality of the empirical tomograms, an improvement
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TABLE 10. Frame Analysis Values for Radial Cracks
in 470 mm Phantom

Crack Width 8.0ra x 8.0 mm Frame
(mm)

1.23 On 1.08 6.4
Adj. 1.35 0.42
Adj. 1.49 0.50

0.88 On 1.30 2.8
Adj. 1.41 0.78
Adj. 1.41 0.43

0.55 On 1.11 2.6
Adj. 1.40 0.18
Adj. 1.26 0.47

0.41 On 1.28 1.37
Adj. 1.46 0.39
Adj. 1.52 0.46

0.15 On 1.62 0.90
Adj. 1.58 0.37
Adj. 1.58 0.52

0.05 On 1.12 1.84
Adj. 1.48 0.33
Adj. 1.27 0.42
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TABLE 11. Frame Analysis f or Aluminum Rods
and Holes in 470 mm Phantom

5.6 mm x 5.6 mm Frame
Diameter of Feature____

__(mm) __ __ A Y/cc

Holes Near Wall

5.6 0.66 6.5

4.0 0.98 11.0
2.8 1.16 5.6
1.2 1.35 0.71

Adj. 1.46 0.38

Holes Near Cavity

5.6 0.63 8.8
4.0 0.89 9.8
2.8 1.08 6.2
1.2 1.34 0.89
Adj. 1.39 0.31

Al Rod Near Wall

1.6 1.55 1.39
Adj. 1.51 0.34
Adj. 1.46 0.20

Al Rod Near Cavity

1.6 1.45 1.47
Adj. 1.37 0.22
Adj. 1.45 0.99
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in picture quality could conceivably lead to reasonable accuracy in imaging

of this type.

One extreme form of the frame analysis approach is a density trace one

or a few pixels in width completely across a tomogram. Where a prior

information is available about the object of interest, traces can be taken

through critical regions and anomalies in them quickly noted. Density

traces one pixel in width are displayed in Fig. 24 for the cracks in the

..470 mm phantom. A proper fitting routine which searched for discontinuities

in the differential of those traces would rapidly identify the presence of

such flaws. The geometry of the path of search could be tailored to the

characteristics of the object, as known or determined from the tomogram.

For example, the region near the wall could be inspected by concentrating on

a circular zone centered on the center of the rocket motor.

The empirical tomograms for the 470 mm phantom are essentially free of

60o
beam hardening effects. The use of a Co source, which emits a nearly

monochromatic spectrum, precludes any appreciable distortion due to hardening.

H-wever, as indicated in the computer simulated tomograms, tomograms pro-

duced with an appropriate bremstrahlung source would likewise be essentially

unaffected.

Substantial ring artifacts were removed from the tomograms by correcting

for discontinuities in the projection data. The discontinuities are thought

to have arisen largely due to interdetector scattering, which creates

different responses in individual detector relative to transmitted signal

strength. The correction procedure removed most all of the artifacts, with

a few remnants visible. Certain of these are seen in the tomograms pre-

sented in this report. Substantial improvement would result, particularly

in the quality of the uncorrected tomograms, if additional shielding and

design changes were incorporated in the SMS detector assembly. Certain of

these changes are now underway.
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FIGURE 24.

Tomograms of radial cracks
in Fig. 19, decreasing in
width from the largest
(top) to the smallest
(bottom). To the right
of each tomogram are
the vertical traces 1
pixel wide at the position
indicated by the arrows
in the corresponding
picture, with density

scale in the horizontal
direction. Note dip at
location of a crack and
anomalously large feature
for smallest crack.
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Even with the present system, the effects of scattering do not limit

capability for flaw detection in the 470 mm phantom. The spatial resolu-

tion, on the order of 3 mm, would appear to be the primary factor limiting

visibility of the smaller features. The simulated data implied that, with

resolution of 2 - 3 mm, a 0.127 mm wide straight radial crack would be

difficult to detect. Indeed, the 0.15 mm crack escaped detection. Other

limitations should be mentioned at this point. The angular and ray sampling

could both be increased substantially, resulting in some improvement.

2. SMALL ROCKET MOTOR PHANTOM

a. Fabrication and scanning -- A smaller version of the 470 mm diameter

phantom was constructed utilizing an actual casing from a burned-out solid

propellent motor, obtained from the project monitor at Wright Patterson Air

Force Base. The casing was composed of a titanium alloy of wall thickness

3 mm and outer diameter 129 mm. A 1.6 mm thick cork liner was inserted

around a machined PVC interior, with features scaled down essentially in

proportion from those of the large phantom. No neoprene was used as in

the large phantom. A photograph of the phantom is shown in Fig. 25.

Radial straight cracks of widths 1.0 mm, 0.75 mm, 0.5 mm, 0.15 mm, and

0.10 mm were placed, as for the larger phantom, from star tip to wall. Two

0.76 mm plastic strips were inserted between cork and PVC at one location.

The intent in the scanning of a second, smaller phantom was twofold.

The First purpose was to investigate tomogram quality of a smaller object

with similar flaws and the same source, where scattering should be less of a

factor compared to the higher transmission rates. The second was to facili-

tate a higher degree of sampling in the region of the flaws, as is accom-

plished by using such an object scaled down by a factcr of 3 and by

increasing the ray density in the fan geometry. Accordingly, a 640 angle
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FIGURE 25a. Photograph of 129 mm diameter rocket motor phantom.

I --

FIGURE 25b. Tomogram of essentially all of the 129 mm rocket
motor phantom, produced with 60Co. Breaks in wall

at right and bottom are intersections with recon-
struction boundary. Break in wall at lower right
is a gap for tightening of the wall during
fabrication of the phantom. Slight circular arcs

visible in the PVC are artifacts.
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scan with 60Co was performed with a linear ray spacing at the center of the

object of #V0.5 mm.

The regions of the radial cracks, in particular, were subject to a

high density of sampling. Both large and small phantoms were centered on

the center of rotation. For the former, the actual ray spacing in the fan

at a given crack varied from 0.8 mm when it was oriented toward the source

to 1.4 mm when it was closest to the detector assembly. The displacement of

the crack due to the angular increment of the rotation table was 1.3 mm.

With the increased sampling and smaller size of the second phantom, those

quantities were reduced to 0.63 mm, 0.72 mm, and 0.5 mm, respectively.

b. Tomograms and Analysis -- The tomograms of the entire phantom and

the individual features are displayed in Figs. 25b, 26, and 27. The 0.15 mm

radial crack is clearly visible, in contrast to the result for the 0.18 mm

crack in the larger phantom. Some circular artifacts remain after correction,

but they do not appreciably detract from the visibility of the cracks. The

0.10 mmi crack is not clearly seen, nor is it evident in the frame analysis

The plastic strips were distinctly visible, as indicated in Fig. 27a.

However, as with the larger phantom, the actual separation between cork and

PVC was too slight to be clearly distinguished. In fact, definition of the

cork itself was lacking, as seen in the density traces in Fig. 27b through

the interface. The entire valley or Lip in the traces between the plateau

(PVC) and peak (steel) is only 3 mm in width. The cork at the boundaries

is averaged in with the neighboring materials, exhibiting only at the

bottom of the dip its actual density of 0.5 g/cc.

Density traces taken perpendicular to the cracks are included in Fig.

28. Based on the widths of the anomalies in the traces at the location of
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FIGURE 26a. Tomograms of regions in 129 mm phantom containing cracks

4I

of the following widths: upper left -. 1.0 mm; upper
right - 0.75 mam; lower left - 0.50 tur; and lower right -

lei

FIGURE 26b. Tomograms ac upper left and lower left include the 0.10 c

crack and no crack, respectively, in the same phantom.
Opposite each tomogran to the right is a corresponding
one with density scale altered so as to accentuate any

possible density variations.
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FIGURE 27a. Tomogram of region of cork-PVC interface containing
0.76 mm plastic inserts. Isodensitv (white) narkers
are at all pixels with density values of 1.00 - 1.02

g/cc. Note boundary definition approaching the wall
at the center of the picture, thought to be one of

the strips.

FIGURE 27b. Horizontal density traces 1 piel (0.2 mm) high, taken

at horizontal axes indicated by arrows in the tomogram

of the PVC-cork-metal interface. The tomogram is
based on a pixel grid of 64 x 64 and a pixel size of
0.2 mm x 0.2 mm. The traces are displayed with
density scale from bottom to top in each quadrant.
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TABLE 12. Frame Analysis Values for
Radial Cracks in 129 mm Phantom

2.8 mm x 2.8 mm Frame 4.4 mu x 4.4 mm Frame
Crack Width _______________________

(mm)

1.0 On 1.01 1.52 1.11 3.34
Adj. 1.33 0.15 1.32 0.26
Adj. 1.35 0.12 1.37 0.26

0.75 On 1.22 1.42 1.26 1.28

Adj. 1.34 0.12 1.34 0.141
Adj. 1.36 0.11 1.37 0.09

0.50 On 1.21 1.20 1.26 1.57

Adj. 1.40 0.43 1.41 1.01
Adj. 1.39 0.67 1.37 1.54

0.15 On 1.27 0.32 1.31 0.77
Adj. 1.41 0.16 1.41 0.11
Adj. 1.42 0.06 1.43 0.08

0.10 On 1.42 0.11 1.44 0.24
Adj. 1.41 0.05 1.41 0.09
Adj. 1.45 0.11 1.45 0.21

0 On 1.54 0.18 1.51 0.51
Adj. 1.50 0.08 1.51 0.12
Adj. 1.36 0.43 1.37 0.80
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FIGURE 28.

Tomograms from Fig. 31
displayed widest to
narrowest crack, top to
bottom. Opposite each
tomogram is a vertical

.density trace 1 pixel
(0.4 mm) wide, taken

t along axis indicated by
the arrows. Density
scale is from left to
right. Note dips and
location of cracks and

lack of such a feature
for the 0.1 mm crack
and the crack-free
regions at bottom.
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the cracks, the spatial resolution in this scan was 1.8 mm. The definitions

of the cracks in the traces and also in the frame analysis results in

Table 12 are excellent. Other than the improvement in spatial resolution

brought about by increased ray sampling, the quality of the tomograms is

comparable to the results for the larger phantom. Scattering does not appear

to be a major factor in either case.
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V. CONCLUSIONS AND RECOMMENDATIONS

The simulations and empirical measurements described in this report

indicate that beam hardening and scattering effects should not be serious

obstacles in the use of computed tomography for non-destructive evaluation

(NDF) of aerospace components. In the case of solid propellent rocket

motors, in particular, the phenomena can be well documented both empirically

and through the use of computer codes. Appropriate corrections may also be

ascertained. Where-objects of moderate total density and limited concentra-

tion of mass along straight paths are concerned, corrections for one or the

other may even be unnecessary. Picture clarity may be sufficient initially

to allow detection of high contrast flaws. If speed of image processing

does not constitute a problem, appropriate corrections can be incorporated.

Beam hardening is especially straight forward to account for, regard-

less of the scanning geometry or the specific source and type of detector

utilized. Isotopic sources, such as 1 921r and 60__ emission in the 30G keV -

1300 keV energy range, may require less of a correction. However, where

composition of the object is essentially known or it is reasonable to assume

that Compton scattering dominates the attenuation process, accurate mass

corrections are readily available for bremstrahlung sources as well. In

the tomographic scanning of cylindrically symmetric objects with dispersed

mass, such as rocket motors, hardening effects are minimal in any event.

Scattering is somewhat more difficult to characterize and depends

largely on the amount of collimation and shielding incorporated in the

scanning system. Interdetector scattering can be significantly reduced

where insertion of proper shielding is possible. In the specific configu-

rations investigated involving the 60Co "Y-rays of 1173 keV and 1330 keV

energy, significant reductions were attained with as little as 0.4 - 1.6
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cm of lead between detectors. Given the degree of shielding attainable,

interdetector scattering coefficients can be measured and used through

matrix methods to correct projection data. The approach used successfully

in processing the empirical tomograms above to remove circular artifacts

does not even require detailed measurements of individual detector.

Considerations of the interdetector scattering processes do not indicate that

any one of the three scanning configurations is clearly preferable. The

fourth generation design may be slightly favored if a limited number of

widely-spaced detectors are sufficient to produce the desirable image quality.

The relative importance of object scattering depends critically upon

source energy, typical masses penetrated in the object, and collimation of

source and detector. Simulations indicate that detector apertures of a few

mm in dimensions may be needed to reduce the scattering to relatively low

levels in the scanning of rocket motors. The second generation and third

generation tomographic configurations, with fixed orientation of detectors

relative to source, are definitely more appropriate where restrictive colli-

mation is to be employed.

The fourth generation design requires that a detector accept source

emission from anywhere within the shadow of the object. That condition

precludes interception of photons scattered from anywhere within the tomo-

graphic plane through the object. The degree to which the scattering is

detrimental can vary greatly, becoming insignificant only if transmission

rates dominate scattering. The latter requirement may be difficult to satisfy

for otherwise feasible combinations of source energy and mass of object.

Another factor that should be considered is the icedd for detection of cracks

and delaminations of tenths of a mm dimensions, within the rocket motors.

If collimation is required to provide sufficient spatial resolution to
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detect submillimeter flaws, the second or third generation approach may be

the only feasible one.

The recommendations prompted by the research in this report are straight-

forward. Computed tomography appears to be a viable approach to NDE of rocket

motors and its introduction in the general aerospace field should be pursued

vigorously. Based on this preliminary work as well as other available

reports of such studies, the second or third generation scanning configura-

t'ons appear to be the leading candidates for rocket motor inspection.

The next step is to focus on performance specifications. Such specif:-

cations need to include motor site and mass, target flaw characteristics,

speed of data acquisition and processing, and cost. Limits for those

factors need to be defined for a particular case or group of cases, and

detailed design studies should be initiated.
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