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The objective of this project, initiated by the U.S. Army Institute for
Research in Management Information and Computer Science, was to develop a
cost~effective alternative to discrete-event simulation methods for studying
Carrier Sense Multiple Access networks. This report contains sections on the
design, conceptual approach, and implementation of the CSMA emulation facility

and preliminary experiments performed to validate it.
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I. INTRODUCTION

In the last five years, there has been an increasing interest in local
area networks and in the Carrier Sense Multiple Access Collision Detection
(CSMA/CD) type specifically. Commercial networks of this type are becoming
available and include such networks as Ethernet, Net One and Want Net, [MOKH
82). Ethernet is the most widely documented, and a detailed description is
included as an appendix in the book by Franta and Chlamtac, [FRAN 81]. Most
of the networks listed claim the ability to support many hundreds of sta-
tions. For example, Ethernet claims to support on the order of one thousand.

A typical CSMA/CD type local computer network has the general structure
shown in Figure 1.1. Note that each station has three major components: the
Network Processor, the Transceiver Interface and the Transceiver. In the
notation used for the Ethernet architecture, the Network Processor supports
the Data Link Layer, while the Transceiver Interface and the Transceiver
support the Physical Layer, as identified‘in the ISO model (see, for example,
[{TANE 81]).

Performance studies of CSMA~type networks can obviously be carried out
using the brute force of building a testbed with a number of different net-
works deployed. This approach is prohibitively costly since each network
would have to be loaded with stations producing prescribed traffic and the
number of stations required could be quite large, for example approaching 1000
to load the Ethernet fully.

The approach of a straightforward discrete-event simulation of a CSMA
network with a large number of stations is also costly. To be realistic such
a simulation would be required to model key events for each station including

higher level functions, as well as access protocols.

an
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The project, which is the subject of this report, was initiated by the
U.S. Army Institute for Research in Management Information and Computer
Science to develop a cost-effective alternative to the brute force or dis-
crete-event simulation methods for studying CSMA networks. What is required
is a means to assess the performance of particular contention networks for
specific military applications at moderate cost.

The emulation facility being developed for studying the performance of
CSMA bus networks is part of a more general facility--SPANET (System for Per-
formance Analysis of Networks). SPANET is a dual-topology facility which will
also support performance studies of mesh-type store-and-forward networks 2n
completed.

Subsequent sections of the report describe the design, conce,
approach, and implementation, of the CSMA emulation facility and preliminary
experiments performed to validate it. The appendix contains copies of pub-
lished papers, one of which covers details of the development of the analyti-

cal model that the work is based on.
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IXI. DESIGN OF THE EMULATION FACILITY

The key innovation used in the emulation facility is the division of a
potentially large number of network stations into a small group of Primary
Stations and the remaining Background Stations. The Primary Stations are .
implemented in hardware, while the Background Stations are represented by
artificial traffic generated with a computer program.

Figure 2.1 gives a logical view of the emulation facility. The two
i Primary Stations, A and B, operate essentially as if they are connected to a

physical network. Actually they transfer data into and out of a shared micro-
computer memory with the transfer being controlled with the combination of the
Background Traffic Program, the Control Program and Switch shown in the
figure. The Background Traffic Program generates a sequence of busy-idle
intervals using an algorithm with the parameters of the Background Stations

specified as input data.

i Reduced to its simplest terms, the emulation facility can be represented
as in Figure 2.2, The "Emulated Contention Network"™ consists of the common
memory, the control program, the switch and additional circuits not shown in
Figure 2.1, Implementation of this and other portions of the facility are
discussed in later sections of the report. A more detailed discussion of the
overall logical design of the facility is given in a paper by the project
staff, [OREI 82 A], included in the report as Appendix A. The algorithm for
producing the emulated background traffic and its verifrication are discussed
briefly below. A detailed discussion of the same topics is given in a paper
by O'Reilly and Hammond [OREI 82 B] included in the report as Appendix B.

f The emulated background traffic is input to the emulatea contention

network as a binary function of time, B(t), delineating a random sequence of

R TR LT TR RN T —
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busy/idle periods as shown in Pigure 2.3. A random sequence of times initiat-
ing and ending the busy periods is generated by an algorithm based on a set of
equations describing the statistical nature of the background traffic. These

equations are solved in a computer program which uses a modified Monte Carlo

approach to generate the busy/idle intervals.

To achieve the required speed and flexibility, the traffic generation
algorithm is run off-line and the random sequence of beginning and ending
times for the busy periods is stored. Hardware in the emulated contention
network of Figure 3 accesses the table of stored data in a manner which is

synchronized to the stored time intervals.

An aspect of the operation, which received some attention in the design
of the facility pertains to the interaction of the primary stations with the
background traffic. A specific issue studied is the treatment of the back-

“~ ground traffic during good transmissions by primary stations. In an actual
é network only one station can transmit good data at a time, so that the back-
ground stations must back-off during good transmission by primary stations.

i : After studying two modes of accessing the background traffic, it was concluded

that continuous sampling of the stored busy/idle intervals, but blanking this
output during good transmissions by primary stations, gives better results

than the alternative of deactivating the sampling of the stored intervals

R 7 AL

during good transmissions.

t‘ : Derivation of the equations and logical structure of the algorithm for

T

. background traffic is given in the paper referenced above and in Appendix B.

: Required inputs are: the number of background stations, statistics of the bus
!
* . . lengths, propagation times, station loads, and protocols used, both specific

access and some higher level. The number of stations and bus lengths can be i

" - -fy(‘w-vm -

changed easily. Arrivals to the stations are currently assumed to be Poisson

T T
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Figure 2.3 Qutput of the Traffic Generator
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distributed, and this parameter could be difficult to change since it is
incorporated into the equations of the algorithm. Protocols can be changed
with routine changes to the algorithm.

The algorithm, programmed with the parameters of Ethernet, has been
validated by comparison to an in-house discrete event simulation in studies of
bus traffic. Excellent agreement is obtained for throughput over a range of 0
to 20 stations. Comparison is also made with measured results for Ethernet
reported by Shoch and Hupp [SHOC 80]. Agreement in this case is also good,
although not exact as would be expected in comparing theoretical and experi-
mental data. Simulation studies of the interaction between primary and back-
ground stations have also been performed and good agreement with theory has
been obtained.

A further contribution of the work and a verification of the mathematical
model used for the algorithm is contained in a new closed-form expression for
the throughput of a slotted J1-persistent CMSA/CD channel derived using the
probabilistic equations of the algorithm and a number of simplifying assump-
tions. This equation, given in [OREI 82 B], reduces to well-known theoretical
results for special cases.

The algorithm is implemented in FORTRAN code and runs on the PDP 11/70 at
the AIRMICS facility. The program used for the background traffic is termed
JNET. Other programs supplied are SIMNET and EXT. The three programs are

described in a user's manual supplied under separate cover,
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II1. HARDWARE IMPLEMENTATION

This section describes the hardware implementation of the bus emulation
system. As described in the previous sections, the bus emulator approach is
to model explicitly two nodes in the bus network with their user hosts and
then model all the remaining modes on the network as a single statistical bus
load. The bus traffic is observed through time delays by the two stations
under study as they attempt to transmit messages to each other during the idle
slots of the bus traffic. The following elements are required to implement
this type of procedure.

1. Generation of an array of numbers to represent the busy/idle periods of
the background bus traffic.

2. Hardware to convert the buay/idle data into logic levels as a function of
time.

3. Hardware to implement programmable time delays to represent the physical
delays produced by the length of the bus.

3. Transceiver nodes for the 2 stations under study that will implement the

CSMA/CD network algorithm.

5. A method for generation of a data array to represent the statistical
traffic between the 2 stations, or actual traffic from live hosts.

6. Hardware to take the array data and generate physical message traffic to
the transceivers, when actual traffic is not used.

A hardware block diagram of the system used to implement the 6 elements
is shown in Figure 3.1, In this system the master Nova 4 computer with its
disk system, line printer and terminal, perform the master control of the bus
emulation system. The statistical bus traffic information is generated off-

line on a PDP 11/70 computer using the algorithms developed in the previous
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sections. Generation of the busy/idle logic levels is performed by the bus

simulator hardware under control of the master Nova 4. The time delays are

also performed by the bus simulator hardware and are initialized by the master
Nova 4 computer. The transceiver node implementation is performed by three
68000 Motorola microprocessor units with a common shared memory. Since the o
microprocessors can share memory locations, messages can be moved from one %
transceiver node to another extremely guickly. This savings in time allows
the transceiver to implement most of the CSMA/CD network protocol in software
rather than hardware. The statistical data used to determine the traffic
between the two transceiver nodes is generated in software on the master Nova 1
4 computer and transferred to the slave Nova 4. The slave Nova 4 uses this
data to generate the physical traffic between the two stations under study
when artificial traffic is desired. When a particular bus traffic experiment

has been completed, the two transceiver nodes transmit data back to the master

Nova computer indicating the arrival time, departure time and number of
attempts for each packet transmitted during the experiment. The Nova 4
computer analyzes this data and prints a summary of the experimental data on
the system line printer.

The following sections are a detailed description of each of the 6 ele~

ments of the bus emulator.

Generation of Bus Traffic Busy/Idle Patterns .
The busy/idle patterns used to represent the bus traffic supplied by the

remaining stations on the bus are generated in software on a PDP 11/70 com-

puter using the algorithms developed in the previous sections. By changing

various parameters in the traffic generation program, a large variety of bus

networks can be simulated. The various parameters that can be changed in this

program are given in the Table 3.1 with their minimum and maximum values.




; EXPERIMENT INPUTS

PARAMETER MIN. MAX . J

BUS TRAFFIC:

- BUS RATE (MEGA BITS/SEC.) .1 10.0
BUS LENGTH (METERS) S0 100000
NUMBER OF STATIONS ) 1 20600
MEAN INTERARRIVAL TIME (MICRQO SEC.) X 100000

BACK OFF ALGORITHM
LINEAR INCREMENTAL.

i
{
3- ) MESSAGE LENGTH (BITS) 100 100000
!
4
'

; FIXED MEAN
' BINARY EXPONENTAL.
i ACKNOWLEDGE LENGTH (BITS) ) 100

TABLE 3.1 MAXIMUM AND MINIMUM BUS TRAFFIC PARAGMETERS

- - g——
YN Y5 MR AT o
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The output from this program is a sequence of numbers that represent in
microseconds the consecutive busy/idle periods that would be present on the
bus for the particular configuration simulated. These patterns are transfer-
red from the PDP 11/70 to the Nova 4 master computer to simulate the bus traf-

fic.

Bus Traffic logic Level Generation

In order to use the busy/idle patterns generated by the PDP 11/70, these
patterns must be converted to on/off logic levels as a function of real
time. This conversion is accomplished by means of a bus simulation circuit
interfaced to the master Nova 4 computer. A simplified block diagram of the
bus simulator is shown in Figure 3.2. The circuit utilizes two 16-bit down
counters to set or reset a flip-flop that produces the logic levels. At the
beginning of the process the computer sets the first busy period into the busy
counter and the first idle period into the idle counter. when the busy
counter reaches zero, it resets the logic flip-flop to zero. The idle counter
is then enabled and starts counting down to set the flip-flop back to 1.
During this idle period the computer loads the next busy pattern into the busy
counter. During the next busy period, the computer reloads the idle
counter. This scheme continues until all of the patterns have been proces-
sed. When the process terminates the bus is held in the busy state to inhibit

further transmission on the bus.

Bus Time Delay Implementation
The bus emulator implements all of the real time delays that would exist
between the 2 stations and either of the stations and the bus simulator. A

simplified block diagram of the time delay relationships are shown in Figure

3.3. The busy/idle patterns generated by the bus simulator described in the
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previous sections is fed through a time delay to the A channel node and
through a separate time delay to the B channel node. The transmit output from
the A and B channel nodes are also fed through time delays back to the bus
simulator. The delayed A and B channel transmit signals are read together and
used to inhibit the bus simulator output when A or B transmit signals are
present. The transmit signal from A is also fed through a time delay to the B
node, and the B transmit signal is fed thro:gqh a delay back to the A node.
Each of the 6 time delay circuits is programmable from .2 to 409.5 micro-
seconds from the master Nova 4 computer. Since the time delay between any 2
points in the network is the same in each direction, the 6 time delays are
programmed as 3 pairs.

In order to implement time delays that could exceed the busy/idle pattern

times, the time delay circuit must store a section of the bus signal and then

output it a programmable delay time after it is read in. This is accomplished
by use of a 1 bit by 4,096 RAM memory chip as shown in Figure 3.4. Every .1
microseconds the RAM memory is switched between a read cycle and a write
cycle. The address during read cycle is determined by a 12 bit read counter
and the address during the write cycle is deterined by a 12 bit write
counter. These counters are also incremented every .1 microseconds. This
means that alternately the data is being read into and ocut of different sec-
tions of the RAM memory. The difference between the read and write address
will then determine the amount of delay between data being read into the RAM
and data being read out of the RAM. This delay is programmed by allowing the
Nova 4 to initially set the counter states. The read counter is always ini-
tialized to zero and the write counter is initially set to some value n. The
read counter must then increment to a value of n before it reads the first

data bit written. The net time delay is then n x clock period of .1 microsec-

R

R e

-ty




il
]
;‘.
; 18
| IN ouT
- 1 X 4096 _—
MEMORY
": - -
; ADR .
i
1
AN . MUX

P

WRITE READ
COUNTER FE————————;D COUNTER
12 BIT 12 BIT

T T

L.0AD DEL.AY 10 MHZ L.OAD ZERC
CLOCK

FIGURE 3.4 TIME DELAY HARDWARE BLOCK DIAGRAM




$—

! 19

onds. Since the counters and the memory length are equal they will continue

to cycle through the memory space with one initial setting from the computer.

Implementation of Transceiver Nodes
1 The transceiver nodes used to emulate the 2 nodes on the bus that will be

studied are implemented using 68000 microprocessor systems. The 2 node pair

is implemented in 3 microprocessor systems sharing a common memory. Two of
the microprocessors are used to implement the CSMA/CD protocols at the 2 nodes
under test. The third microprocessor is used to receive serial messages from
the slave Nova 4 and build message queues for both of the node microproces-
sors. Both the message queue and the current message being transmitted are
passed from one microprocessor to the next through the shared memory. A block
diagram of this configuration is shown in Figure 3-5 and the flow diagram of

the CSMA/CD protocol is shown in Figure 3-6.

~ The following procedure is used to transmit a message through the system

from one node to another.

R 1. A message is received by the 68000 IO processor either from the Nova
4 serial traffic generator or a live host, depending on the mode of
operation. In an experimental mode the message content is unimpor-
tant, and the protocol for the serial messages is a simple 2 byte

; transmission indicating the number of characters of the message to

be transmitted. Since long messages can be represented by a 2 byte
! transmission, this technique allows the 9600 baud serial link be-
tween the Nova 4 and the MC 68000 IC processor to simulate message

transmissions at a much higher baud rate. When the system is used

Mmoo

in a 1live host environment the protocol is changed to an actual
. message receiving and transmission protocol (Motorola defined), but

b the baud rate is limited to a maximum of 9600 baud.

, R
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SLAVE NOva

SERIAL SERIAL
A DATA 8 DATa
MC 68000
1I/0 PROCESSOR
A GQUEUE & QUEUE

MC &8000
A NODOE

SHARED
MEMORY

MC 68000
8 NODE

A BUS TRAFFIC

B BUS TRAFFIC

BUS SIMULATOR

FIGURE 3.9 MC 68000 CONFIGURATION
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YES

DEFERRING 7

NO

TURN ON XMT
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BACK OFF

YES, COLLISION

CHECK FOR COLLISION

NO

TURN OFF XMT

YES
ATTEMPTS = MAX

INC DELETES
RESET ATTEMPTS

RESET ATTEMPTS
INC FRAMES

NO

FIGURE 3.6 NUDE SIMPLIFIED SOFTWARE FLOW CHART
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The 10 processor takes the messages for A and B and builds queues in
the shared memory indicating the message number and the message
length.

The A and B processors, which are programmed to implement the
CSMA/CD protocol shown in Figure 3~6 will see the messages in the
gueue as a message ready.

The A or B processor would take the message length and number from
the queue and read the time from the real time clock and store it as
the starting time of the message.

The node processor will look at the busy/idle patterns from the bus
simulator through a parallel IO port to determine when a message can
be sent. As long as the bus is in a busy condition, the node pro-
cessor remains in the deferred state and holds the message.

After 2 consecutive observations of the bus being in the idle condi-
tion, the node processor will start its message transmission by
bringing the parallel IO output transmit line high.

The transmit line from the node processor and the bus signal from
the bus simulator are and~ed together to set a collision flip-
flop. Whenever the bus simulator and the transmit signals are in
the busy state simultaneously, a collision has occurred. This flip
flop can be read and reset by the node processor through the
parallel IO board.

The node processor enters a timing loop that holds the transmit line
high and observes the collision detector for a length of time that
would normally be required for transmitting a message of the speci-

fied length.
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If no collisions occur during the message transmission, the transmit
line is returned to the low condition to terminate the transmis-
sion. The time is read from the real time clock and stored as the
message ending time. Successful transmission of the message is
indicated through the shared memory by removing the mersage from the
message queue. The processor then returns to the start of the loop
and awaits another message to be queued by the IO processor.

If a collision occurs the transmit line from the node processor is
immediately returned low. The number of attempts is incremented and
the current'numbet of attempts is compared to a maximum value. 1If
the number of attempts has exceeded the maximum then the message is
deleted and the message delete count is incremented.

If the number of attempts does not exceed the maximum, then a back-
off time is calculated using a random number generator. All the
initial experiments using the experimental mode used a binary expo-
nential back-off algorithm where the mean time for any back-off
doubled as the number of attempts increased. When the number of
attempts exceeded 10 the mean time per back-off remained constant.
wWhen the back-cff time expires the processor returns to the begin-

ning of the loop and tries to retransmit the message.

The implementation of the CSMA/CD protocol in the 68000 microprocessor

was tailored in particular to the binary exponential back-off algorithm. If

other forms of back-off algorithm are to be implemented by the 68000 system,

such as a fixed or linear back-off algorithm, then the particular section of

assembly language code in the 68000 microprocessor would have to be replaced

with an equivalent section for the particular algorithm chosen.

ERE S
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Generation of Statistical Serial Data for Experimental Mode

The serial data for the bus experiment is generated by a separate soft-
ware program on the Master Nova 4 computer. This program is run prior to the
actual bus experiment and generates a disk file on the master disk indicating
the length of each message and the time between messages. The program also
prints a record on the system line printer indicating the file name of the
data record and the type of statistics used to generate it. A large number of
files can be generated based on varying statistical values so that they will
be ready for use during bus experiments. A typical dialogue of the operations
of the serial data generator is shown in Table 3-2. The minimum and maximum
values of the input parameters are shown in Table 3-3 and a sample printout

from the program operation is shown in Table 3-4.

Hardware Implementation of the Serial Traffic

The serial traffic for the bus experiment is generated by the slave Nova
4 using two RS232 interfaces and an assembly language program that takes
message information stored in memory and generates the 2 byte message trans-
mission to the Motorola 68000 IO processor. The message data is stored in 2
separate memory buffers, one for messages to be sent to the A node processor
and the other to be sent to node B processor. Both of the data buffers and
the assembly language program are downloaded from the master Nova 4 com-
puter. Startup and termination of the assembly language process is also
controlled during bus experiments by the master Nova 4 computer. This means
that the bus experiment operator needs only to interact with the master Nova 4
computer through its main console, Table 3-5 shows a typical program download
operation and Table 3~6 shows a typical download operation for both the A and

B data bases.
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SDBGLC

ooom even spos e 2000 S0 cave

STATISTICAL LATA BASE GENERATION PROGRAM —- REV. 1.0

ENTER MEAN MESSAGE LENGTH (BYTES) 100<>

ENTER MESSAGE VARIATION (BYTES) 25<(>

s cone o nsee

ENTER MEAN INTERMESSAGE INTERVAL (MILLI SEC) 500

ENTER INTERMESSAGE VARIATION (MILLYI SEC) 100
i ENTER NUMBER OF MESSAGES TO GENERATE 2004

ENTER BAUDRATE OF SERIAL PORT 9600<)

ENTER SPEED OF BUY (MEGABITS/SEC ) 1.4

e pe e o o

ENTER DATA BASE FILENAME %088 . DF <O

“ EQUIVALENT MESSAGES/SECOND = 6. 486

i STOR

R
NOTE : OPERATOR RESPONSE UNDERL.INED

TABLE 3.2 SERIAL VATA GENERATION 0IAL.OG

r
b
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EXPERIMENT INPUTS
PARAMETER
SERIAL (USER) TRAFFIC:

MEAN MESSAGE LENGTH (BYTES)

LENGTH VARIATION (BYTES +/-—)
INTERMESSAGE INTERVAL (MILLI SEC.)
INTERVAL VARIATION (MILLIX SEC.)
NUMBER OF MESSAGES

SERIAL PORT BAUDRATE

TABLE 3.3 MAXIMUM aAND MINIMUM SERIAL.

MIN.

S
QO

0

110

TRAFF I

PARAMETERS

26

MAX .

10000
ML~ 5
10000
INT ~ 1
5000
0000
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STATISTICAL DATA BASE GENERATION PROGRAM — REV 1.0 27

KK AR AR AR KA KK KK AR KK AR AR KO K
DATA BASE FILENAME = SDBG.DF

K00 K K 0 0 20 0 0200 20 6 200 300 0 3 200 3 3 200 K A 2000 K A 20 200 K K KoK

MEAN MESSAGE LENGTH (BYTES) = 100

MEAN MESSAGE VARIATION (BYTES) = ad

MEAN INTERMESSAGE INTERVAL (MILLI SEC.) = 30
MEAN INTERMESSAGE VARIATION (MILLI SEC.) = 10
NUMBER OF MESSAGES GENERATED = 200

SERIAL. PORT BAUD RATE = K600

EQUIVALENT MESSAGES/SECOND . = 6. 486

TABLE 3.4 SERIAL DATA GENERATOR PRINT OUT

S
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NSLDR<O

NOVA SLAVE LOADER - REV. 1.0

ENTER LOAD FILENAME STFGH.LS<O

C NUMBERS WILL APPEAR HERE 2

sSTOP

NOTE: OPERATURS RESPONSE UNDERL.INED

TABLE 3.5 NOUA SLAVE PROGRAM DOWNLOAD PROCEDURE

DBL.DIRCD

NOUVA SLAVE DATA BASE LOADER - REV. 1.0

ENTER A CHANNEL. DATA BASE (OR NONE) SDEI.DF O

ENTER B CHANNEL DATA BASE (OR NONE) SDB2.DF ()

- o o e s o v tee

STOP
12:03:195
R

NOTE: OPERATOR RESPONSE UNDERLINED

TABLE 3.6 SLAVE NOVA DATA DOWNL.OAD PROCEDURE

28
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IV. BUS EXPERIMENT

In the previous section, each component of the network system is describ-

ed. In this section the procedure for setting up these component parts into a

complete bus experiment will be discussed. A flow chart showing the hardware

and software components in the interaction of setting up a bus experiment is

illustrated in Figure 4-1, This procedure is outlined as follows:

1.

2.

3.

The master Nova 4 computer is linked to the AIRMICS PDP 11/70
through a data link program (PDP 11.SV). Through this program the
background traffic simulation program (JNET) is executed and the
data from the simulation is captured by the master Nova and stored
as a disk file (BSIM.DF) on the system disk. A large number of
these files can be generated with varying statistical characteris~
tics for later use in bus traffic experiments.

Serial data is obtained by using the serial traffic generation
program (SDBG1.SV). The serial data is also stored as disk files
(SDB.DF) on the system disk. A large number of serial data files
may also be generated in advance and called up for different bus
exper iments.

The slave Nova serial traffic generation program (STFG4.LS) is down
loaded from the master Nova using the Nova slave download program
(NSLDR.SB) . The serial traffic data is also downloaded from the
master Nova 4 computer using the data base downloader (DBLBR.SB).
After all network cables are checked for proper configuration and
the 68000 microprocessors have been initialized, the bus experiment

is started by executing the bus experiment control program

(B8IM6.SV). This program controls the complete operation of the bus




SERIAL. DATA BASE
GENERATOR (SOBG1.SV)

|

DATA BASE DATA EBASE DATA BASE
(SDB1 .0F) (SOB2.DF) (SDEN . DF)
= 1 T |

SERIAL TRAFFIC
GENERATOR (STFG4.L.5)
NODE & NODE B
BUS SIMULATOR
BUS TRAFFIC
GENERATOR (BUS6 . 5V)

DATA BASE DATA BASE DATA BASE
(BSIM1  OF) (BSIM2 . OF) (BSIMN.DF)
! 1 T d
DATA LINK
(PDP11.SV)

ElUIS DATA BASE
GENERATOR (JNET)

FIGURE 4.1 SOFTWARE FLOW DIAGRAM

MASTER NOUA

MASTER NOUA

SL.AVE NOUA

MC 68000
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MASTER NOVA
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experiment and collects data at the end of the experiment on the
starting time, ending time and number of attempts of each message
that is transmitted during the experiment. A typical main console
dialogue of an experiment is given in Table 4-1. At the end of the
experiment a complete statistical breakdown of the bus experiment is
printed on the system line printer for both channel A and channel
B. Included in this printout is the experimental setup message
completions, cancellations, and back-offs. Time delay information
and a histogram of number of message and time delay versus
attempts. A typical printout is shown in Table 4-2. Upon request
the system will also printout a description of each individual
message that occured in an experiment including the length of the
message, the number of attempts the message required and the delay
time in processing the message. A typical printout is shown in

Table 4-3.
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3 BUS6 O

(;;.-““;E-:L.H FAIRMLCS COMPUTER NETWORK
BUS SIMULATION PROGRAM - REV. 1.0
ENTER SIMULATION DATA FILE NAME BSIM&6.ODF >

3 1 BUS TIME DELAYS — MIN.=.2, ';;;U;;“;(;—;

i ENTER DELAY BETWEEN SIMULATOR AND CHaN A 1<
ENTER DELAY BETWEEN SIMULATOR AND CHAN B :12( b
ENTER DELAY BETWEEN CHAN A AND CHAN B 3O

ENTER EXPERIMENT RUN TIME IN M.S9. $000<)

NO. OF PATTERNS REGUIRED FOR RUNTIME = 2992

NUMBER OF PATTERNS REQUIRED EXCEEDS
NUMBER OF PATTERNS IN DATA FILE .
NUMBER REQUIRED = 2992 ¢

NUMBER IN OATA FILE = lag2

POSSIBLE OPTLIONS:
1 REPEAT DATA TO FORM 2992 PATTERNS
2 - REDUCE REGUIRED TO 122 PATERNS
I - RUN CONTINUOUS PATTERNS
4 - ABORT

ORPTION 1L<>

BUS SIMULATOR READY T0O RUN 2992 PATERNS

ENTER G TO START SIMULATION G<>

TABLE 4.1 BUS EXPERIMENT DIALOG

B S Y 30N RN

e




BUS STMULATION RUN COMPLETE WITH 3063 PATTERNS
NO . OF SERIAL. MESSHSAGEYG SENT TO A CHAN = 98

NO . OF SERIAL. MESSACES SENT T B CHAN = 98
READ DATA FROM STATION A (Y OR N) 7 YO

PRINT INDIVIDUAL MESSAGE DATA (Y OR N) 7 YO

READ DATA FROM STATION B (Y OR N) 7 YO

PRINT INDLVIDUAL MESSAGE DATA (Y OR N) 7 YO
DG YOU WANT TO MAKE ANOTHER RUN (Y OR N) NO
STOP

12:05: 18

R
/
!
‘ TABLE 4.1 (CONT.) BUS EXPERIMENT DIaAL.OG
[}

33
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GEORGIA TECH — AIRKMICS BUS SIMULATION NETWORK

STATISTICAL. DATA

XXX CHANNEL. A XXX

BUS SIMULATION FILE = BSIM&.DF

{ EXPERIMENT RUN TIME =  5000. MILLISEC.
NUMBER OF BUSY/IDLE PATTERNS m 2902

: DEL.AY - SIMULATOR TO CHANNEL. A = 1.0 MICROSEC.

! DELAY — SIMULATOR TO CHANNEL B8 = 2.0 MICROSEC.

DELAY — CHANNEL A TO CHANNEL B == 3.0 MICROSEC.

NO . OF MESSAGES SENT TO CHANNEL = 8
NO . OF MESSAGES COMPLETED w 98
NO. OF MESSAGES CANCELED = 0
NO . OF MESSAGES LEFT IN CHANNEL. = 0
ToTAL. NO. OF BACKOFFYS = 190

MAXIMUM TIME DELAY = 77.328 MILLISEC.
MINIMUM TIME DELAY = 1.008 MILLISEC.
MEAN TIME DELAY s 4,494 MILLISEC.

TOTAL. BYTES PROCESSED = 9800 .
MAXTIMUM MESSAGE LENGTH i 100 BYTES ?
MINIMUM MESGSGAE LENGTH = 100 BYTES
EQUIVALENT MESSAGES/SEC. = 19.600

" MIN. EQUIVALENT BAUDRATE = 19600 .
EQUIVALENT UNLOADED BUS = 222494. BPS

' MESSAGE DISTRIBUTION
ATTEMPTS NUMBER  DELAY TIME

1 11 I . 4653
rd H3 2,193
3 13 8.988
4 6 5.114
& 7 4.78%
& @ G . 389
7 1 5. 942
8 1 12.403
QP 0 0.000 -
10 i 18.787
11 0 0.000
12 1 47 .184
13 0 0.000
14 b T7.328
19 0 0.000
16 0 0.000

TalLE 4.2 SAMPLE BUS EXPERIMENT PRINT OUTRPUT
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SEQRGTA TECH

- ALRMICS

INDIVIDUAL MESSAGE

MESSAGE

w= D

i_.
CSDTN2OD

11
12
19
14
15
L&
17
1.6
19
20
a1
23
24
25

2b

283
29
30
a1
32
G
34
39
36
a7
a8
i 1Y
210
41
472
3
<14]
)
£l &
“@57
2163
A9
HO
1
5He
53

N

LENGTH

100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
1LOO
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100

BLS

2
3
14

NP =L=NUND=

1y N
-

iU

.
@

e

R

TSNS

o=

B

2N D

1
4

Tr

1

£
~

& .
3.
. 061
1.
.802
. 402
.H0.
L7168
4 .
. 930
a7 .
L 60D
. Ho9
A R
L2211
.41l
. 008
. A40
.93
.87
. 928
. G680
.&HLS
L0611
. 114
.42
.04
114
.64
. 763
.074
. 584
R
LTTR
LOTO
.813
. 1a8
181
L&TT
.20%
L A998
. 123
. HEA
.21l
.60
.813
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1

1

1
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SITMULATION NETWORK

ATTEMPTS DELAY TIME
L 2B9
.THR2
. 928
.872
1.
1.

123
114

.42
1.

123
117
P55

oie

013

184

35
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55 100 2 1.824
56 1.00 s . 846
57 100 3 2.890
58 100 6 6. 188
59 100 2 1.129
&0 100 5 3.94%
&1 100 2 2.486
&8 100 2 1.89%3
! &3 100 2 7.018
a4 100 2 1.123
1 &5 100 2 3.043
66 100 10 1. 998
! &7 100 2 1.906
B &8 100 2 1.114 -
6H% 100 1. 1.892
70 100 5 3. 239
7 100 1. 2. 054
7e 100 2 1. .34a4
73 100 3 1.248
' 74 100 5 5. 938
75 100 ) 2.170
746 1.00 a 5. 088
T 100 2 1. 459
T8 100 3 6.758
79 100 2 2.99%
80 100 1 1. . 402
81 100 2 3.206
a2 100 10 24 . 576
53 100 ¢ 2.870
84 100 8 12 . 403 1
85 100 2 1.517 i
86 100 1 1.018 !
87 100 2 2.71.7 {
68 100 ) 2. a7 f
89 100 2 2.698 ;
90 100 2 3.619
91 100 2 1.853
98 100 2 1.891
09 100 2 1.728
94 100 3 2.9664 :
9% 100 & 5.434 - x
9a 100 2 1.114
7 1.00 2 1.267
98 100 2 2.914

TABLE 4.3 INDIVIDUAL. MESSAGE PRINT QUT
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V. EMULATOR VERIFICATION

To verify the proper operation of the bus emulator, certain benchmark
experiments were run under known experimental conditions. Since the bus
experiments are very statistical in nature the extreme loading conditions were
chosen to force the system into a deterministic behavior. Tests were run at
no bus loading, full bus loading and constant collision mode of bus traffic.
Following these extreme conditions a typical bus experiment was run and com-

pared to a computer simulatior of the same type experiment.

No lLoad Test

In the no load test, 99 messages of 100 bytes each were transmitted
through channel A with a 1 megabyte bus equivalent. The background traffic
and the channel B traffic were set to 0 so that channel A's messages would not
differ or collide. Under these conditions the experiment should indicate all
99 messages completed with no back-offs and the time delay for each message
should be 1 millisecond. A printout of the experiment is shown in Table 5-1
indicating that all messages were completed with a maximum time delay of 1.018
and a minimum time delay of 1.008. The printout of the individual messages in
Table 5-2 indicates that each message was exactly 100 characters and passed

with one attempt and approximately 1 millisecond delay.

Full Ioad Experiment

In the full load experiment 98 messages were sent to channel A, but the
background traffic generator was kept in the busy state during the entire
experimental run time. Under these conditions, the channel A should remain in
the defer mode trying to send the first message transmission without suc~

cess. At the end of the experiment, all the messages should be left in the

| - —— m_ﬂ.\ N v ) BRI ST A b R

o
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GEORGIA TECH — ATRMICS BUS 9

STATISTICAL DATA

XK CHANNEL A %3X0K

BUS SIMULATION FILE
EXPERIMENT RUN TIME
NUMBER OF BUSY/ILDOLE PATTERNS
DELAY - SIMULATOR TO CHANNEL
DELAY - SIMULATOR TO CHANNEL
DELAY — CHANNEL A TO CHANNEL

38
IMULATION NETWORK

= BGIMS . DF

= H000. MILLISEC.

= B063
A = 1.0 MICROSEC.
B = 2.0 MICROSEC.
[ 3.0 MICROSEC.

NO. OF MESSAGES SENT TO CHANNEL = b ad

NO. OF MESHSAGEYS COMPLETED = P9
NO . OF MESSAGES CANCELED = 0
NO. OF MESSAGES LEFT IN CHANNEL = 0
TOTAL. NO. OF BACKOFFS = 0
MAXIMUM TIME DELAY = 1.018 MILLISEC.
MINIMUM TIME DELAY = 1.008 MILLISEC.
MEAN TIME OELAY & 1.014 MILLISEC.
TOTAL BYTES PROCESSED w 9900 .
MAXITMUM MESSAGE LENGTH W 100 BYTES
MINIMUM MESSGAE LENGTH = 100 BYTES
EQUIVALENT MESSAGES/SEC. = 19.800

MIN. EQUIVALENT SalLDRATE = 19800 .

EQUIVALENT UNLOADED BUS

MESSAGE DISTRIBUTION

ATTEMPTS  NUMBER  DELAY TIME

1 P9 1.014
2 0 0.000
3 0 0.000
q 0 0.000
3 0 0.000
& 0 0.000
7 0 0.000
8 0 0.000
4 0 0.000
10 0O 0.000
11 0 0.000
P 0 0.000
19 0 0.000
14 0 0.000
1% 0 0.000
16 0 0.000

TABLE 3.1 NO LOAD BUS EXPERI

PBLHT71LG. BPS

MENT PRINT OUTPUT

s
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ATTEMPTS pELay TIME
.008
.018
.018
.018
.018
.018
.018
.018
.018
.018
.018
L0118
.008
.008
.018
.018
.008
.018
.018
.008
.08
.018
.018
.008
.018
.018
.018
.018
.018
.008
.018
.018
.008
.008
.018
.008
.008
.018
.008
.008
.018
.018
.008
.008
.018
.008
.018
L0188
.008
.008
.018
.018
.018

|
GEORGIA TECH ATRMICS BUS
INDIVIDUAL MESSAGE DATA

4 MESSAGE LENGTH
1 1.00 1
a 100 1
3 1.00 1.
! 4 1.00 1,
{ i 5 100 1
& 100 1
7 100 1
b 8 100 1
' i“ 9 100 1.
: - 1.0 100 1
1, 100 1
12 100 1
1.9 100 1.
' 14 100 1
15 1.00 1
16 100 1.
17 100 1
18 1.00 1.
| 1.9 1.00 1
) 20 100 1
\ 21 100 1
2 100 1,
a9 100 1.
nag 1.00 1.
i 25 1.00 1
26 100 1.
ar 100 1.
' 28 100 1
29 100 1.
80 1.00 i
a1, 100 1.
382 100 1,
Sk 100 1
24 100 1,
e 1.00 1.
36 100 1
a7 1.00 1
58 1.00 1,
: 839 1.00 1.
40 100 1,
a3, 100 1
' 4R 100 1
a3 100 1
44 100 1,
a% 100 1
a6 100 1.
ar 100 1
a3 100 1
, 719 100 1
| 50 1.00 1,
i 51, 100 1
\ 5 1.00 1
5% 100 1
m4 100 1

HSIMULATION NETWORK
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GEORGIA TECH — ATRMICYS BUS SITMULATION NETWORK

55 100 1 1.008
Sé 100 1 1.018
87 100 1. 1.018
58 100 1 1.018
59 100 1 1.018
&0 100 1 1.018
61 100 1 1.008
68 100 1 1.008
! 63 100 1 1.018
&4 100 1 1.018
{ 6% 100 1 1.018
66 100 1 1.018
b &7 100 1 1.018 .
g 68 100 1 1.018 ) L
4“9 100 1 1.018
70 100 1 1.008
71 100 1 1.008
72 100 1 1.018
. 73 100 1 1.018
: 74 100 1 1.018
75 100 1 1.008
76 100 1 1.018
77 100 1 1.018
78 100 1 1.018
79 100 1 1.008
80 100 1 1.018
£1 100 1 1.008
a8 100 1 1.018
A 89 100 1 1.008
i a4 100 1 1.018 :
; 85 100 1 1.018 i
86 100 1 1.008 i
87 100 1 1.018 :
_ 88 100 1 1.018
; 89 100 1, 1.018
90 100 1 1.018
91 1.00 1 1.018
92 100 1 1.018
93 100 1 1.018
94 100 1 1.018
9% 100 1 1.018
96 100 1 1.008
97 100 1. 1.008 L
98 100 1 1.018 i
99 100 1 1.008

. TABLE 5.2 INDIVIDUAL MESSAGE PRINT OQUT

R s =l
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channel with no back-offs taking place. The printout from this experiment is

shown in Table 5-3.

Constant Back-Off Experiment
‘ In this experiment the collision flip~flop for channel A is held in the

high state so that every time channel A tries to send a message, it will get a

[,

collision indication. Under these conditions, the channel will try to process
each message 16 times getting a collision each attempt. After 16 attempts the
messages will be cancelled and a new message will be brought in. The printout
from this experiment shown in Table 5-4 indicates that 98 messages were sent
to channel A with no completions. The system cancelled 90 of the messages
with 1,442 back-offs and left 8 messages unprocessed at the termination of the

exper iment.

Comparison of Bus Emulator to Computer Simulation
i A final verification was performed by comparing the bus emulator to a
computer simulation of the same bus traffic scenario. A typical scenario

outlined in Table 5-5 was setup in the computer simulation and on the bus

emulator. The resulting data was collected and summarized in Table 5-6.

Since these experiments are very statistical in nature, the data from the 2

AR D, o ]

systems were not expected to be identical. The number of messages completed
and the number of back-offs were extremely close but the mean time delay of
the simulation was approximately 1 milisecond longer than the emulator. It
should be noted that a single message requiring a large number of attempts for
completion can cause a significant change in the mean time delay. An example
‘ of this would be the message in the simulation that required 15 attempts and

used 97.7 milisecond of time delay. The most significant difference in the

comparison is the fact that in the simulation run, almost half of the messages

Sac i aue .
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GEORGIA TECH -~ ATRMICS BUS SIMULATION NETWORK
STATISTICAL DATA
XoKK CHANNEL. A RKX
' BUS SIMULATION FILE ™ BSIMG . OF
EXPERIMENT RUN TIME =  5000. MILLISEC.
NUMBER OF BUSY/IDLE PATTERNS = PA99R .
DELAY ~ STMULATOR TO CHANNEL. & = 1.0 MICROSEC.
_ DELAY ~ SIMULATOR TO CHANNEL B = 2.0 MLICROSEC.
ve DELAY — CHANNEL. A TO CHANNEL B = 3.0 MICROSEC. )
NO. OF MESSAGES SENT TO CHANNEL = 98
NO. OF MESSAGES COMPLETED = 0
NO. OF MESSAGES CANCELED = 0
, NO. OF MESSAGES LEFT IN CHANNEL = 98
TOTAL. NO. OF BACKOFFS s 0
+
MAXIMUM TIME DELAY =  0.000 MILLISEC. ‘
MINTMUM TIME DELAY = 0.000 MILLISEC.
MEAN TIME DELAY = 0,000 MILLISEG. ;
TOTAL. BYTES PROCESSED = 0.
MAXTMUM MESSAGE LENGTH = 0 BYTES 3
MINIMUM MESSGAE LENGTH = 0 BYTES
EQUIVALENT MESSAGES/SEC. = 0 ‘
MIN. EQUIVALENT BAUDRATE = 0.
EQUIVALENT UNLOADED BUS = 0. BPS 1
MESSAGE DISTRIBUTION
ATTEMPTS  NUMBER DELAY TIME
4
1 0 0.000
2 0 0.000
8 0 0.000
q o 0.000
€ 0 0.000
6 0 0.000
7 0 0.000
8 o 0.000
9 0 0.000
10 0 0.000
11 0 0.000
12 0 0.000
13 0 0.000
14 0 0.000
15 0 0.000
16 0 0.000

TABLE 9.8 NO LOAD BUS EXPERIMENT PRINT OUTPUT
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GEORGIA TECH — ALRMICS BUS SIMULATION NETWORK

STATISTICAL DATA

kK CHANNEL. A %k

BUS SIMULATION FILE = BYIM& . OF
‘ EXPERIMENT RUN TIME = H000. MILLISEC.
! . NUMBER OF BUSY/IDLE PATTERNS = 2992

8

DELAY — SIMULATOR TO CHANNEL. A 1.0 MICROSEC.

DELAY - SIMULATOR TO CHANNEL 8 = 2.0 MICROSEC.
DELAY - CHANNEL. A TO CHANNEL B = 3.0 MICROSEC.

NO . OF MESSAGES SENT TO CHANNEL, = ?8

NGO . OF MESSAGES COMPLETED = 0
NO . OF MESSAGES CANCELED = 90
NO. OF MESSAGES LEFT IN CHANNEL = -]
TATAL. NO. OF BACKOFFS = lLa4e

' MAXIMUM TIME DELAY = 0.000 MILLLISEC.
MINIMUM TIME DELAY = 0.000 MILLISEC.
MEAN TIME DELAY = 0.000 MILLISEC.
TOTAL BYTES PROCESSED = 0.
MAXTMUM MESSAGE LENGTH = 0 BYTES
MINIMUM MESSGAE LENGTH = 0 BYTES
EQUIVALENT MESSAGES/SEC, = 0

. MIN. EQUIVALENT BAUDRATE = 0.

EQUIVALENT UNLODADED BUS == 0. BPS

MESSAGE DISTRIBUTION

ATTEMPTS NUMBER DELAY TIME

1 0 0.000
A 0 0.000

a 0 0.000

q 0 0.000

! 5 0 0.000
R & 0 0.000

7 0 0.000

: 8 0 0.000
9 0 0.000

’ 10 0 0.000

, 11 0 0.000
i 12 0 0.000
; 13 0 0.000
‘ 14 0 0.000
* 19 0 0.000
16 0 0.000

TABLE 3.4 NO LOAD BUY EXPERIMENT PRINT OQUTPUT
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BENCKMARK EXPERIMENT - SIMULATOR/EMULATOR

EXPERIMENT INPUTS

PARAME TER vat.uUE

BUS TRAFFIC:

BUS RATE (MEGA BITS/SEC.) 1.0

B8US LENGTH (METERS) 1150
NUMBER (OF STATIONS 40
MESSAGE LENGTH (BITS) 1000

MEAN INTERARRIVAL. TIME (MICRO SEC.) 30000
BACIK OFF ALGORITHM BIN. EXP.
ACKNOWLEDGE LENGTR (B(TS) 0

SERIAL (USER) TRAFFIC:

MEAN MESSAGE LENGTH (BYTES) 100
LENGTH VARIATION (BYTES +/-) 0
INTERMESSAGE INTERVAL. (MILLL SEC.) 1O
INTERVAL. VARIATION (MILLIT SEC.) (M)
NUMEBER OF MESSAGES 100
SERIAL. PORT BAUDRATE 25009

EXPERIMENTAL. SET UP:

i DELAY SIMULATOR TO CHAN. A (MICRO SEC.) 1.0

! DELAY SIMULATOR TO CHAN., B (MICRO SEC.) 2.0
DELAY CHAN A TO CHAN, B (MICRO SEC.) 3.0

' RUN TIME (MILL.L SEC.) $000

TABLE 5.9 SCENARLO FOR BUYS EMULATOR /7 SIMULATION COMPARISON

T TTE -

a
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SIMULATION/EMULATION COMPARISON
PARAMETER SIMULATION EMULATION
MESSAGES SENT 98 98
MESSAGES COMPLETE 98 98
MESSAGES CANCELED 0 0
| MESSAGES LEFT 0 0
TOTAL BACKOFFS 185 190
) MEAN TIME DELAY 5,985 M.G. q4.4949 M.S.
‘. ATTEMPTS NO . DELAY NO . DELAY
‘ i a4 1.8 11 1.659
! a 24 1.78 L) 2.19
3 9 3.16 13 9.98
4 & 4.13 & 5.11
[ 1 5. 91 7 q.78
& 0 - 2 & .39
7 3 7.7 1 5 .94
8 2 9. 89 1 12. 40
9 ) 16.09 0 -
10 2 a7 .29 2 18.78
11 a 51 .52 0 -
12 1 as _ag 1 ar.i8
13 0 - 0 -
N 14 0 - 1 77 .32
15 1 97 .70 0 -
i 16 0 - 0 -

TABLE 3H.6 sUMMARY OF EMULATOR / SIMULATION COMPARISON

P

ERT L
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were completed on the first attempt whereas in the emulator, over half of the

messages required 2 attempts. This difference may be caused by the fact that

the computer simulation is basically synchronous in nature while the bus

emulator is basically asynchronous in nature.
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DESIGN OF AN EMULATION FACILITY POR PERFORMANCE STUDIES OF CSMA-TYPE LOCAL NRTWORKS®

Peter J. P. O'Reilly, Joseph L. Hammond, Jay H. Schlag
School of Electrical Engineering, Georgia Institute of Technology, Atlanta, GA.

Dale M. Murray, Advanced Information Systems Division,
Army Institute for Research in Management Information and Computer
Sojences, US Aray Computer Systeas Command, Atlanta, GA.

ABSTRACT

The paper discussea the design and preliminary
evaluation of a facility for emulating baseband or
broadband CSMA-type local networks for ocommunica~
tions asseasment of distributed processing systeas.
The facility is bdeing ocoustruoted to mest a need
for a coste-effective method for studying the per~
formance and protocol interactions of local net-
works loaded with any mumber of stations, even up
to the order of several thousand.

The facility consists of two physical stations,
with high 1levels of protocols implemented and
sotive, coupled into an emulated network. The esu-
lation facility uses an analytiocal model to gener-
ate the effect of traffic from any number of baok-
ground stations. A oontrol progrem allows the
physical stations to interact with the emulated
background stations 80 that the former behave as if
they are connected to an actual network. In opera-
tion, the only transfer of data is iato and out of
a memory shared by the two physiocsl stations. Thus
high speed serial bus operation can be ssulated
with low speed equipment.

A key element of the facility is the background
traffio generator. The proper operation of this
generator is verified with studies discuassed in the
paper.

Keywords: Local Computer Networks, Local Ares
Networks, Analytica. Model for LCNs, Performance
Monitoring of LCN, LCN Emsulation, LCN Simulation,
ETHERNET Performance Cheracteristics, Communioa-
tions Assssment Tool for Distributed Processing,
Distributed Processing Communications Test-bed
Pacility.

*This ressarch was done for the Departasnt of
Defense under contract oumber DAAG29-80-KX-0009 with
the U. 8. Army Research Offios for the ARMY
INSTITUTE FOR RESEARCH IN MANAGEMENT INPORMATION
AND COMPUTER SCIENCES. The views and oonoclusions
contained in this docusent are those of the authors
and should not be interpreted as necessarily repre-
senting official policies, either expressed or
implied of the United States government.
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1. JTRODOCTION

Loocsl computer networks seem destined to play a
role of increasing importance in distridbuted pro-
cessing and offioce automation. Within the class of
loocal ocomputer networks, the bus topology, using
soms form of oarrier sense multiple asocess (CSMA)
both baseband and broadband, has s numbder of advan-
tages in terms of reliability, cost, and ability to
reconfigure. This paper desorides a cost-effective
facility for perforsance studies of such networks.

The general structure of a C3MA metwork 1is
shown in Pigure 1 using the terainology of Wet One

Vser User User
Devics Device * | Device

Serisl or Parsllel Seria) or Paralle)

Connection 3 Connection
4
Network Network Network

Processor Processor Processor
Transcetver Transcetver Trenscetver

Interface Interface Interface
Transcetver Trangscetver Transceiver

Cadle

Pigure 1. General Structure of a Class of Contention-
Lecal Computer Networks (Doaes are identified
with the terainelogy used by Net One.)

L




[1]. User devices are ocoupled to & ooaxial cable
at & nusber of atation looations along its length.
Each station has three major components: the net-
work procsasor, the transceiver interface, and the
transceiver. The bandwidth of the oadle is such
as to allov operation in the megabit per second
rangs; for example, Wokhoff [2] discusses represen-
tative local area networks which operats at data
rates froa 0.8 to 50 megabits per second. Using
such high data retes allows & C3MA-type network to
support a large number of stations. Ethernet, as
an illustration, claims the ability to support over
one thousand stations.

The objective of the facility to be desoribed
is to provide a cost-effective means for atudying
the overall performance (as ocontrasted to mssrely
the perforsance of the access protocols), of a
variety of CSMA networks ocoupling appropriate user
devices under realistic oonditions. In order to
accomplish the objective, all protocol levels up to
the user-to-user level, and of course including the
sccess protocol, sust be a part of the study.

Desired results froa the facility are such per-
formance relationships as delay versus throughput,
and response time versus load for station pairs
communioating in the presence of varying amounts of
"background® traffic due to other atations con-
peting for the network.

2. PREVIOUS PERFORMANCE STUDIES

Most of the perforsance studies reported in the
literature examine the characteristics of only the
sccess protocols, without oonsidering the higher
level protocols necessary for user-to-user ooa-
munioation. 3tudies of this sort for ALOHA-like
contention =echanisas, including pure ALOHA,
slotted ALOHA, non-peraistent C(SMA and various
p-persistent CSMA aschemes, are summarized by
Kleinrook [3J. More recently, detailed analytical
studies of CSMA/CD protocols have been done by
Tobagl and Hunt [%], by Pranta and Bilodeau {5},
and by Lam [6]. Lam's paper oontains aimulation
curves for cosparison to the analytic results, and
all threse papers give a variety of curves showing
the relationship of delay and throughput to other
systes paraseters.

Typical sisulation studies of acoess protoools
are those by: Tokoru and Tamaru [7] for Ackmow-
ledging Ethernet, PFranta and Bilodesu [5] for
priority CSMA, Hughes and Li (18] for Ethernet, and
Almes and Lazowski (19] for what are tersed
Ethernet-like networks.

In the only work found which reporta msasured
results, Shoch and Wupp [B], [173, give limited
dats on channel utilization versus nusber of hoats
in two sets of ourves using measured data from an
experimental Ethernet.

The most extensive sisulation studies reported
in the literature to date have been done by Yeh
£9), Vetson [10] (11}, and Donnelley and Yeh [12].
These suthors in the related papers oited study
HYPERohannel and, in s part of the study [11], oom~
pare it to Bthernet. The simulations performed by
these authors faclude some higher level protoocols
as well as the basic access protoocls. The empha-
318 in these studies is to obtain ourves of total
network throughput and aversge delay versus load
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for nusbers of stations varying fros two or thres
to twenty. HYPERohannel uses & hydrid access
sechanisa involving aome aspects of oentral
control. Although osantral ocontrol strategies are
not a part of the present study, the papsrs are
mentioned bdecause of the overlap into areas of
interest.

In sussary it seems accurate to say that,
although performance of basic acoess protocols have
beenn studied to soms extent, only & very liaited
amount of data is available on user-to-user perfor-
sance, either froam measured data or from simulation
studies.

3. MNRED FOR PACILITY

The survey of previous performance studies,
dooumented in Section 2, indicates a need to study
the perforsance of user-to-user links through
CSMA-type 1local networks for both bassband and
broadband systems. Such studies oould obviously bde
ocarried out using the brute foroe approach of
building a test bed with a number of different con-
tention networks deployed. BEach network would have
to be losded with stations producing presoribed
traffic and the number of required stations oould
be in the hundreds to schieve a full renge of load
oconditions. This approach, using a brute force
test facility, is not cost-effective.

An alternate approach would be to study the
networks in question with a simulation model. The
straight-forvard approach to simulating a CSMA-type
local network would use a discrete event model,
perhaps using a simulation language such
as GPSS or SIMULA (Franta [13]). Such an approach
is fessible, but clearly the number of events which
sust be processed will imoresse in proportion to
the number of stations oconnected to the network.
Experience has shown that as the mumber of stations
in the simulated network becomes forty or so, the
cost of oomputer time beocomes significant. The
cost of a simulation with on the order of one
thousand stations, and including higher levsl func-
tions, would be prohibdbitive.

In order to carry out cost-effective studies of
user-to-user characteristiocs for local nstworks, a
different approsch to those of a bdrute foroe test
bed, or a diacrete event-type aimulation model must
be found. Such an approsch is the subject of the
present paper.

%. OVERALL DEYION OF THE RWAATION PACILITY
Bazic Approsch

Consideration of the shortoomings of the two
nethods discussed above shows that both are subject
to costs whioh inorease in proportion o the mumber
of stations oconnected to the ocable, even though
attention is to some extent fooused on only the two
stations which are commmiocating. This realisation
leads to a structure for the esulation facility
whioh isolates two commumicating stations from all
of the other stations whioh, taken together,
oomprise & "background® type of load for the ocable.
The two communiocating stations are implemented in
physicsl herdware and software while the background
traffic is generated artifioially using a model and
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the specifications of the ocommercial LCN to be emu-
lated, as shown in Pigure 2. With this epproach,
the two physical stations operate essentially as ir
they are connected to a resl network, while use of
the artificial baokground makes it possidle to emu-
late arbitrarily large loads merely by changing
constants in & background computer prograa.

USER USER
BACKGROUND
DEVICE DEVICE TRAGFIC
GENERATOR
(own-1ine or
off-iine
computer
progran)
NETWORK NETMORK
PROCESSOR PROCESSOR

[ 1

EMULATED CONTENTION NETWORK

Figure 2. Logicsl Disgram of Emulated
Contention-Type Local Network

i

The operation of the esulation facility can be
explained in more detail by referring to Pigure 3.
Stations A and B are implemented in hardwvare and
software much the sase as in an actual network.
The M68000 mioroocomputers oarry out the tasks of
the network processors in Figure 2. In operation,
a packet of data from a user at statiom A, which 1is
to be transferred to station B across the network,
is stored by station A in the ocommon memory. Vhen
the oontrol program finds the emulated ocable is
free of background traffic, station B is allowed
to read the packet out of memory to the user at
station B after a time delay which aocounts for
transaission time and propagation delay in the
actual network.

Since actual data movesent, emulating flow
through the network, is only into and out of the
common memory, it is possidle to emulate large bit
rates vithout using s high-speed serial link. The
oontrol program, using inmputs fros the baokground
traffic program and the logic oirouits, operates as
a switch which determines when data ocan be trany-
ferred from station A to station B and vioe versa.

Design of control Progres and Logio Cirouits

In the actual network, the astwork proocessor at
each station spports saversal softwars prograss
whioch are run in real time to oontrol the following
functions: frame input, frass output, deference,
frame transmission, and frame reception. The
Sdeference” progran and the “frame transait®
prograa require inputs for “channel bLusy® and
Scollision detection®, whioh are ocbtaimed in the
aotual network by high speed oircuits whioh momitor
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figure 3. Physicel Disgres of Samlstien Facility

the channel. In the emulation fecility no physicel
ohannel is used and therefore “channel busy® and
“oollision detection® flags must be generated arti-
fictally.

Only two extensive changes in the software of
the two physical stations in the emulation facility
are neceasary duas to the modified operation of
transferring packets into and out of wmemory,
instead of over a physical channel: one wait time,
deterained dy packet length and actusl channel bit
rate, is incorporated into the frams transmit
prograa between the point at which the “transais-
sion begins® and the point at which the
*trananission” terminates; and a seoond wiit time,
squal to the propagation time plus time for the
receive prooess in the actual systea, is incorpora-
ted into the frame receive program to delay the
teraination of this prooess.

The logic for oontrolling trsnsmissions from
stations A and B and for genersting chamnel busy
and oollision detection flags requires the pro-
cessing of three types of physiosn]l aignels: o
signal, 8,(t), indiocsting that station A is
transmitting; a similar signal, spit), for station
B; and s signal, B(t), indicating that a background
station is transmitting. Pigure A gives typiocal
waveforms for the three signals and a wavefors
indicating when station A, for example, can wee the
ohannel. Previous work has assused that B(t) is
independent of s,(t), however ways of making B(t)
interective are being investigated.

The “station transmitting®™ signals are
gonerated in a straightforvard manner at each sta-
tion. The signal imdicating that a background sta-
tion is transmitting is derived by a simple logic
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oircuit from a stored sequence Of numbers giving
the length of background busy and free intervals.
The sequence of numbers for the background is
generated, off-line or on-line, by an algoriths to
be discussed in Section 5 of the paper.

Pigure 5 shows & logic cirouit for generating
signals to cause stations A and B (and the baoke-
ground generator Af 20 desired) to defer when
transaissions in progress froa other stations are
detected at the station in question. A "high*
input at terminal az, for example, causes station A
to abort or defer transmissicn. Such s signal oan
also be used as a "channel busy” flag for station
A. A high input at g2 inhidits the traffic genera-
tion program if 20 desired.

Note that the logic circuit for deference
includes delays Tgps Tgye 8nd 7 g, Which soocount
for the appropriate propagation delays between sta-
tions A, B and an “average" background station,
The topology to bde emulated and the interstation
distances involved decide the settings of these
delays.

Collision detection is acocomplished by oom-
bining the signals ay, 82 or by, by in an AND oir-
ouit. At station A, for example, if the signal at
ay 15 high at the same time that the aignal at
a2 is high, an impulsive cutput results from the
AND ofrouit before the a input causes station A to
abort. 3Such s signal indicates that station A has
obesrved more than one asignal om the chamnel, and
henoce & oollision has oocurred. The impulsive
output oan de wsed to aotuste s oircuit whioch maine
tains the “"ecollision detection® signal over several
slot times, Af this is appropriate for the network
being emulated.
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Background
Generator

s(t)

Statfon A

Statfon 8

Deference Logic

a
1 Collision h Coll4sion
s b,

Colligton Detection CoViston Detection
station A Station B

Flgure 5. Logic Circuits for Deferance and Collisfon Detection.

instrumentation

The emulation facility is to be used to study
the performance of various emulated networks. To
scoomplish this a oumber of gquantities must be
moaitored in the course of operation.

The parassters of the background generator are
deternined ss a part of the basic algoritha and no
difficulty has been experienced im recording or
prooessing this data.

For the aotwal ostations A and B, several
moasuressnts must be made. PFor example, such gquan-
tities as the starting time of the first bit of »
message and the time of receipt of the last dit of
a Gessage must be msasured. Similar msasuremsents
sust be sade for pacikets, since they will not typi-
oally be of oonstant length. Packet lengths must
also be measured as packets are oonstructed.

With respect to chanme)l cperstion, the number
of oollisions, the mumbers in wvaricus queues and
possidble exvess oollisions are quantities to be
ocbesrved. Details of thess ssasurements and oir-
ouits will sot de discussed in this paper.

o
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The design of an algoritha for generating the
duration of busy and idle periods for the baok~
ground traffic represents a asignificant prodles
if the asystea is to accurately represent a real
CSMA network. The theoretiocal aspeots of this
probles are discussed in detail in another paper by
two of the authors [14).

In the next subsection, the algoritha used with
the emulation fauoility i{s discussed qualitatively
and some of the equations defining the algoritha
are given.

Algoritha for Ba nd Traffic

The baockground traffic algoritha produces the
data for a signal, B(t), oonsisting of busy periods
of random duration interspersed with 1dle periods
also of. randoa duration. The statistical proper-
ties of the busy/idle periods are determined by the
number of stations on the emulated bus, the charace
teristics of the individual station loads, and of
the protocols used - Ddoth the specific access and
higher level protocols. The final output of the
baokground generation is a two astate stochastic
process With altarmating busy and idle periods.

The traffic aslgorithm is based on & set of
equations which desoride the dynamic behavior of

the C3MA/CD metwork. PFollowing the approach used °

in [15] and [¥}, probadilistic arguments and some
results from the theory of regensrative processes
are used to develop these equations.

In developing the equations, it is assumed that
the time axis §s divided into slots, with the
length of each slot taken to be the maximus oOne-way
propagation delay along the part of the bus used
by the stationa contributing to the baockground
traffio. All time periods are taken to be an
integer number of slots, and transaissions are
assumed to start only at the beginning of a slot,
as for a slotted 1-persistent CSMA/CD protocol.

A time {interval of network operation oonsists
of successive periods of successful transaissions
and oontention intervals with idle slots inter-
spersed, as illustrated in Pigure 6(a). Many
protocols oause a station to defer for one slot,
after detecting an idle channel, before attempting
a transaission, in order to allow the last bit of a
message to reach all stations on the bus. Such
slots, during which the channel is effectively
still busy, are shown dotted in Pigure 6.

Figure 6(b) illustrates busy and idle periods
produced by the traffic gsnerator as B(t). As
indicated in the figure, the bDusy periods ocan con-
sist of a number of successful transsissions and/or
oontention intervals.

In both parts of Pigure 6, arriving packets are
denoted with arrows. Two or more arrivals within
an idle slot, & successful treansmission period, or
a oontention interval will cause a oollision during
the next open slot time, as illustrated in the
f“““o
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Assumptions and notation used in forsulating
the equations for the traffic algorithm are as
follows:

* fized packet leagth, L(slots)
* finfite number of stations, Q

. identical Polsson arrival process to
each station with wmean interarrival
time, y (slots)

* length of contention interval, N (slots)

* wean backoff time after first ocollision,
vy (alots)

¢ the arrival proceas to a particular sta-
tion s deactivated until the transamis-
sion of a packet slready at the atation
is successfully completed.

Stations oan be in one of two states:
"thinking® or "backlogged." In the thinking state,
packets arrive from outside the metwork in sny slot
with a probability Oy given by

o, = 1 - exp(~1/Y) .
A station is backlogged if its current packet

has suffered a uvollision. Backoff time, for the
collided packeta, 4is chosen from an exponential
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distribution so that in the backlogged atate
packets may be said to “"arrive® (in this case fros
the satore of backed-off packets) at the atation
with probability o p given by:

o, * 1 - exp(~1/Vv)

In this expreasion v , the mean of the backoff
time distribution, is determined by the partiocular
protocol used by the background stations; for
example, it may be fixed or may depend in a linear
or binary exponential fashionm on the average number
of collisions per backlogged station.

For each time 3lob, past events determine if
the channel is dusy or available. If the channel
i3 busy, the algorithm indexes to the next slot.
If the channel 43 availadble, three prodabilities
are computed, namely: the probablility of a suc~
cessful transaission atarting, {pg), the prodabdi-
lity of a oontention starting (pc) snd the
probability of the slot remaining idle (py). Using
a paeudo-random number generator, one of the three
outcomes is selected and, in the case of a success-
ful transaission or a contention, the dynamic
variables are updated.

The dynamic variablea and the equations for the
probabilities of the three ocutcomes are now sus-
marized.

There are three bdasic dynamic variables that
are potentislly updated for each slot: the nuaber
of stations with messages in the backlog due to
first collisions, K,, those in the backlog due to
more than one collision, Kp, and the average numder
of collisions for those stations whose ourrent
packet has collided more than once, C. In passing,
it should be noted that in general the bshavior of
individual background stations is not identifiasble.

Equations for the three desired probabilities
are now given in terms of the more basic prodabili~
ties p; and qq.

p; is the probability of i new arrivals (from
thinking stations) attempting transaissions in the
typical slot. This quantity is given by:

~K) ! -'r/y)1 (e-T/y)Q'K"i

Py ° Gkt iT (1 e
i «0,1,...,0-K
where K = K3 + Kg denotes the total backlog and
1, if previous slot was idle

T s{ L+, if a successful transmission is just
completed

Net, if a contention interval is just
oompleted
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The second basic quantity, qq, the probability
of 1 attempted retransaissions occurring in an
available slot, 1s given dy:

i
. (A)_(B) .
9y jzo G agy s 1= 00, K.

In this expreasion q‘(‘) and ql(') are given by:

@) K,! STV g -T/V) K-t
Wt o Ame e hh
1=0,1,....K
and
K !
(8) B -T - K -1
Wt -

is= 0.1.....1(B .
The two quantities qs{A) and q4(B) are respec-
tively the probability of 4§ retransaissions
arriving from stations with one collision and the
probadility of i retransaissions arriving froms sta-
tions with more than one ?oiunon. The Qquantity
v in the equation for qq B) 1s a function of the
baockoff algoritha corresponding to a specific pro-
tocol. PFor the emulstion of Ethernet-like proto-
ools, v 18 given by:

VeV 21

The desired probabilities pz, pg, and po can
now be expreased as:

PI = Po%
P = P190 * POAY
Pc = 1-P1-pg
A pseudo-random number generator producing X
from a uniform distribution as (0,1), is used to
decide between the three possidilities sccording to
the following rule:

it X ¢ pg @ successful transaission is
initiated

it pg ¢ X {(pg + pg) a collision ocours
if X ) (pg + pc) the slot remains idle.

Possible outcomes and their relation to the
three probabilities are sketohed in Figure 7.

Successful
'l‘mndutenJ

Collision Idle

L] Po Poepc 1

Pigure 7. Identification of Ranges
for the VYariadble X.
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In a siwilar menner, other probabilities are
caloulated and further decisiona are made: proba-
dility of a retransaission being involved given
that a successful transaission is initiated; proba-
bility that the backlog Kp is reduced given that a
retransaission is involved in the successful
transaission; probadility of having 0,1,..Q=-K new
arrivals involved in a oo0llision, of having
0,1,..Kp and of having 0,1,..Kg retransaissions
involved in a oollision. Using sisilar random num-
bers, decisions are made which allow the updating
of K5, Kp, and C. The above probadbilities and
discusaions {llustrate the baaic approach used. A
number of other similar prodabilities must be coa-
puted in order to ooaplete the updating. The
equations are discussed in detail in the forth-
coming paper [W4].

Verification of the Algorithm

The algoritha has been impleaented in PORTRAN
code and to verify its effectiveness a number of
checks have been performed: against the results of
Shoch and Hupp [8] for an experimental Ethernet;
against the results of an Acknowledging Ethernet;
against the results of an in-house discrste svent
simulation for a small number of stations; and,
finally, with an analytic study of the basic
equations.

Verification of the Algoriths with Published Data:

To test the traffic generation aslgoritha, 1t
can be run as a part of a simulation providing
periodic outputs on the number of asuccesaful
transmissions, collisions, nusber of stations in
the backlog, ete. From this data various overall
network performance measures such as “"throughput®®
can be detersined. By oconsidering one or more
typical stations as external to the background
traffic, delay characteristics can also de studied.

Shoch and Hupp, in the reference cited, give
limited data on an expsrimental Bthernst. The net-
work is operated under high load conditions using a
550 meter bdus loaded so that each station acoounts
for ten percent of the load; i.e., the mean inter-
arrival time was chosen 3o that the output froa
each station would ocoupy the channel for ten per-
cent of the time if no other stations were allowed
to transait.

The results for packeta of N096 bits using the
algorithe are compared: to measured results of
Shoch and Hupp [17], to ideal throughput response,
and to the results of an in-house discrete event
simulation in Pigure 8 and Tadle I. As ocan be
noted, results froa the algorithm and from the
discrete event simulation correspond very olosely.
A cosparison with the Shoch and HRupp data shows
sore discrepancy but still a good agreemsent. The

*Throughput is defined as the ratio of channel time
spent transaitting good packets to total time.
Defined in this wey, throughput and channel utili-
sation are equivalemt in the present study.
Kffective transaisaion rete is obtained as the pro-
duot of ohannel capacity with either channel utili-
sation or throughput.
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Figure 8. Throughput versus Number of Stations
for Packet of Length 4096 Bits.

Number of Shoch  Discrete Event
Stations ldeal & Hupp Simulation Algorithm

5 0.5 0.50 0.478 0,482
8 0.8 0.80 0.729 0,735
10 1.0 0.9% 0.864 0.856
12 1.0 0.96 0.924 0.922
15 1.0 0.96 0.961 0.959
100 1.0 - —— 0.977

Table 1. Throughput versus Number of Stations
with each Station generating 10% load.

differences with the Shoch and Hupp data ocan
probadly be acoounted for by the fact that Shoch
and Hupp do not make clear the condition of their
study or how the load was adjusted to give 105 load
per station.

The results from use of the algoritha are also
compared to the simulation results of Tokoro and
Tamaru (7] for Ackmowledging Ethernet, although
their work uses normally distriduted interarrival
times rether than the, wore realistic, Poisson
distributed times on which the algorithm is based.
The results are shown in Pigure 9 for a bit rate of
1 Mbps. The comparison is qualitatively good and
discrepancies are oonsidered to bde adequately
accounted for by the difference in arrival distri-
butions,

Yerification of the Algorithe Using an Analvtie
Teohnjgue:

The baokground generation algorithm, discussed
above, consists of a set of equations for updating
values of K,, Kp, and C on each of a sequence of
time slots. These quantities are sufficient to
detersine the prodadilities pg, Pg, and py, which
deteraine the atate of the channel, and hence make
possidle the slot-by-slot generstion of B(t). The
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Figure 9. Results from the Background Generator Algoriths
Compared to Results from Tokoro and Tamaru for
Acknowledging Ethernet.

equations used descridbe the dynamic behavior of a
CSMA/CD network with fewer restrictions than any
closed form single expression found in the litera-
ture.

A valid analytical check on the equations used,
however, can be obtained by reducing the general
equations to sapecial cases which have been pre-
viously analyzed. One result appropriate for this
purpose has been obtained by Kleinrook and Tobagl
[16), who find a olosed form expression for
throughput, S, for a slotted i-persistent CSMA net-
work without collision detection. Another analy-
sis, by Tobagi and Hunt [N}, produces a set of
equations which can be solved to give a numerical
solution for throughput for a slotted t-persistent
CSMA/CD network under the same restrioctive oon-
ditions.

To produce the analytic check of the baokground
generation equations, the restriotions used in the
Tobagi and Hunt anmalysis have been applied and an
analytic expression for throughput has been
obtained. This analytic expression is felt to be a
new oclosed-form expression for the slotted
l-peraistent CSMA/CD case, and it gives the same
nuserical result as Tobagi and Hunt for a par-
tiocular set of parameter values that they use.

The new result is derived sudbject to the
assumptions that K and v are oonstant with proba-
bility 1 and that
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vhere

D= (L+l)g g-(bH'l)s {N+1 - Ne"B)

~(l+l)g _

+ (N+1) {1 - (L+l)g e -(L+2)g,

e 8. Lge

o Lg - (N+L42)g

(L-N)g e

The result fros this equation for S versus g is
plotted in Figure 10 for L = 100 and N = 2, This
result matches the curve given by Tobagi and Hunt
[4] for the same parsmeter values. The parameter
g, defined as the average number of packets offered
for transaission in any slot by the non-backlogged
stations, is related to the parameters of the
background generation algoriths by the equation

g = @K - e

For N = L, and writing GslLg and a = 1/L, the
expression for S reduces to

Ge~ ()6 (1440726}
~(1+a)G

S = pre
(142) (1-¢"%) + ¢

This expression agrees vith that given by Kleinrock
and Tobagi in [16].

0.8 -

Throughput, s
T

9.0 1 i i L e

[
lim~=» 9 «d -3 -2 ey
v 10 10 10 10
Q= 1 10

:' Details of the analysis are given in the forth-
coming paper [I¥). The final expression for

Channed Traffic, ¢

Pigure 10. Throughput Versus Channel Traffic
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6. CLUS AND PUTURE PLANS

The studies of the background traffic genera-
tor, discussed above, indicate that its operation
is satisfactory. Results for throughput versus
station load oompare adequately well with other
data available, given the fact that some approxi-
sation 4s involved in emulating diatributed
discrete station loads by an equivalent signal
derived fros average behavior.

To date, the background generator deals mainly
with the access protocols of the network. It is
planned to introduce further network level proto-
cols into the beckground generator in the near
future, 4including the queueing of messages at’
hosts, the partitioning of measages into paokets
and the transaission of acknowledgesents and other
control information.

The background traffic generation is Jjudged to
be a key pert of the emulation facility,
Isplementation of other parts of the facility is
consideradbly more straightforward and should be
completed in the Fall of 1982,

Several types of studies are planned for the
completed facility. One class of probleas will
have to do with determining response times in
exchanging data between two stations in ths face of
varying amounts of background traffic. Such stu-
dies are needed for networks operating with both
voice and data packets and in other applications
where response times are critical.

Another class of probleas will deal with deter-
mination of throughput versus load for station
pairs as a function of various protocols at the
data link and higher levels. Such studies wil)
evaluate existing protocols in different com-
binations and can possibly identify areas for
isprovement. Studies of this type will aid in
assessing the communication requiresents and impact
on various degrees of distributed data processing
system design for future Army needs.
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AN EFFICIENT ALGORITHM POR GENERATING THE BUSY/IDLE PERIODS OF A
CHANNEL USING CSMA AND LOADED BY AN ARBITRARY NUMBER OF STATIONS

P. J. P. O'Reilly and J, L. Basmmond

School of Electrical EBagineering
Georgia Institute of Technology
Atlanta, Georgis 30332

AssTRACT

Many commercial local computer networks which
use CSMA/CD sccess protocols, clsim the ability to
support hundreds of statious. This paper describes
a tool for use in performsnce studies of such net-
works vhen the number of stations is lsrge.

The tool is implemented as an efficient algo-
rithmn for spproximating the effect of a large num~
ber of background stations. The algorithm is based
on a probabilistic model for the interaction of the
background stations and produces a stochastic se-
quence of busy/idle periods using standard random
number generators. Applications include discrete-
event simulation, traffic generation for experi-
ments on an actusl network and generation of back-
ground for a local network emulation facility.

Verification of the algoriths has been carried
out by comparison vith experimentsl results, re-
sults from a discrete-event simulation and with
theoretical results for a limiting case.

1. INTRODUCTION

In the last five years, there has been an in~
creasing interest in local ares networks and in the
Carrier Sense Multiple Access Collicio’ Detection
(CSMA/CD) type specifically. Kleimrock giscusses
CSMA protocols in genersl while Tanenbawm® discus~
ses CSMA and CSMA/CD in the local network context.

Commercial networks of the CSMA/CD type are
becoming availeble and hcluds such networks as
Ethernet, Net One and Wang Net™, Ethernet is the
wost videly documented and a detailed descriptipn
is included as an sppendix by Prenta and Chlamtac .
Most of the commercial networks listed cleis the
ability to support many hundreds of statious. PFor
exasple, Ethernet claims to support on the order of
one thousand.

This peper is concerned with one aespect of
performance etudies of CBMA/CD local metwvorks,
Nost of the performance studies resported in the
litersture examine primarily the characteristics
of acesss protocols, without coneidering the higher
level protocols necessary for user-to-user commu-
snication. The studies typicslly involve loads from
one to possibly s dozen or so stations. The sp~
presches taken fall {ato the cbvious categories of
anslytical, experimental sud simulation.

Detsiled anslytical studies of CSMA/CD protg-
cols have been enrgi.od out 7by Tobagi and Hunt”,
Frants snd Bilodeau® and Lam’. As vith most analy-
tical studies of nontrivial systems, it is neces-
sary to employ approximstions to obtain tractable
results. Purthermore, in this case, tractadle
analytical results for complete networks including
higher level protocols, seem unlikely. Thus accur-
ate results for the performsnce of complete net-
works, including several protocol layers, would
seem to require use of either experimental or simu-
lation techniques.

The only work found im the literature report-
ing & rimental results is that of Shoch and
Hupp'’'’. These papers give limited datas on channel
utilization versus number of ststions for an exper-
imsental Ethernet. The saximum anumber of stations
used is twenty,

A number of simulation studies have been re-
ported in the last several years. Typical of thess
studies are the work of Tokoro and Tamaru for, Ack-
novledging Etheranst |, hntﬁluul Bilodeau for
priority CSMA, Hughes and Li"" for Ethernst and
Almes and Lazowska™“ for what sre termed Ethernet-
like networks. These studies are all directed at
low-level protocols and few consider more than a
dosen or so stations.

Apparently neither the experimental nor the
simulation approsch has adequately addressed the
performance of CSMA/CD networks loaded with hun-
dreds of ststione snd including several protocol
layers. Reasons for this are apparent: the ex~
pense and complexity of a test bed with hundrede of
stations for experimental studies, and computing
costs, st least divectly proportional to modeling
detail, for the type of discrete evemt simulation
norsally used.

shoch and lupp’ deny the necessary for studiss
of networks with large aumber of stations with the
cleinm that one station with heavy traffic is equi-
valeut to many stetions with light traffic. This
claiw, however, has yet to be justified.

This paper descrides an efficient algorithm
for gemerating the busy/idle pariods of a channel
loaded by an arbitrary number of stations. The
algorithe can be, potentially, s key slement in
wore efficient performance studies of three types;
semelys sismulation studies, studies of an artifi-
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cally loaded physical network with a rchtiv!ly
small number of actual stations, eand studies havin
s combination of physical statious and an emulate
network.

Bach of these application areas is briefly
discussed in the next section of the paper. This
discussion is followed by sections detailing the
developaent of the algorithm, verifying the results
in @ spacial case with an snalytic study, and veri-
fying results with published data. A final section
gives a summary and cocments on future work.

11. POTENTIAL APPLICATIONS

As noted above, the slgorithm under discussion
generates the busy/idle periods for a channel using
a CSMA/CD access protocol loaded by an arbitrary
number of stations. The algoritha, which can run
on-line or off-line on a computer of moderate size,
generates, in effect, a sequence of times which
delineate the busy and idle periods produced by a
collection of stations., The algorithm can be
adapted to the access protocol under consideration
and the number of stations can be entered as »
parameter. In the applications envisioned for the
algorithm, the stations of a network are divided
into primary stations and background stations. The
primary stations which are instrumented for study
gain access to the channel in competition with the
“background" produced by the algorithm. Details
depend to some extent on the particular application
as discussed bslow.

Simulation Studies

In this application the performance of a net-
work is studied with & discrete event simulation.
A small selected number of primary stationms ave
wmodeled in detail including higher level protocols.
The event list, which is the heart of the simula-
tion, is then structured to include not only the
essential events frow the modeled stations but also
the busy/idle information from the algorithms, which
accounts for the background with which the primary
stations compete.

If the background is idle at some time, pri-
mary stations can transsit. Happenings at later
times can account for possible collisioms., 1f the
algorithm indicates that the channel is busy, pri-
mary stations must defer in accordsnce with their
access protocols.

In this spplication, the background algoritha
rune concurrently vith the remsinder of the dis-
crete event simulation progras. The algorithm pro-
vides an alternstive, wmuch more efficient, means of
accounting for the bulk of the stations sharing a
channel than the normal discrete event representa-
tioa.

Artificial Load for a Physical Metwork

In this spplication, the aslgorithm provides
the essestial information for a bdackground traffic
gensrator for wse om an actual network. The slgo~

rithm is either rua on-line, on & fast computer, or
off-line, to generate the random eequence of times
delineating the busy/idle periods. The time ae-
quence ia then used with s Programmsble Pulse Gen-
erator, such as that shown in Pigure 1, to produce
a channel signal V(t), The Pulse Ganerator box in
the diagram of Figure 1 must be designed to produce
pulses of the type used by the network under study.

In this application a network installation or
test bed, operating with a relstively small number
of stations, can approximste the bshavior of a
fully loaded network.

Background Traffic for an Emulation Facility

This spplication is in some respects, similar
to the previous one. However, in this case, sev-
eral physical stations are coupled to an emulation
of a physical channel rather than to an actual
channel. Such an emulation facility for perfor-
mance analysis is being comstructed. by a group
including thisuuthorl snd is described in a forth-
coming paper””,

The use of the algorithm for generating back-
ground traffic is essentially the same as that de-
scribed for artificial loading of a physical net-
work. Tor an emulation facility, however, a shaped
pulse is not required and the signal B(t) at the
output of the flip-flop in Pigure 1 serves as the
required background signal.

Reference can be made to the paper cited for
detailes of the emulation facility. 1In this appli-
cation, as in the the other two, the algoritha pro-
vides an efficient means of accounting for the ef-
fect of a large number of background stations.

III. DEVELOPMENT OF THE ALGORITHM

The background traffic algoritha produces the
data for s signal consisting of busy periods of
random duration interspersed with idle pariods also
of random duration. The statistical properties of
such busy/idle periods are determined by the number
of stations on the emulated dus, by the character~
istice of the individual station loads, and by the
protocols used ~the specific access as well as the
higher level protocols. The final output of the
background generator is a two atate stochastic pro~
cess with slternating busy and idle periods.

The traffic slgorithm is based on a set of
equations which descridbe the dynsmic behavior of
the CBMA/CD metwork. A flow chart showing the
logic structure of the algorithm i; gnn in Figure

« Pollowing the approach used in”'"", probabilis~
tic erguments and sowe tesults from the theory of
regenerative processss are used to develop these
equations so as to implement this logic structure.

In developing the equations, it is assumed
that the time axis is divided into slote, with the
length of each slot taken to be the maximum one-way
propagation delay along the part of the bus used by
the stations contributing to the background traf-
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fic. All time pariods are taken to be an iateger
oumber of slots, and trensmissions are assumed to
start only st the baginoing of a slot. In essence,
the analytic approach assumes a slotted 1-
persistent CSMA/CD protocol.

A time ioterval of network operation consists
of successive periode of successful transmission
and contention intervals with idle slots inter-
spersed, as illustrated in Figure 3(a), Many pro-
tocols cause a station to defer for one nlot.'oftor
detecting an idle channel, before attempting a

transwission, in order to allow the last bit of a

message to reach all stations on the bus. Such
slots, during which the channel is effectively
still busy, are shown dotted in Figure 3.

Figure 3(b) illustrates the busy sad idle per-
iods produced by the traffic generator, As indi-
cated in the figure, the busy periods can consist
of a number of successful transaissions and/or con-
tention intervals.

In both parts of Figure 3, arriving packets
are denoted with srrows., Two or more arrivals
within an idle slot, a successful transmission per-
iod, or a contention interval will cause a colli~
sion during the next open slot time, as illustrated
in the figure.

Contention

Contention 1nterva)

laterval

cess tul
Transatssion Period
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1dVa Slets
ts)

L]
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»
Figure 3. ) Segment of Wetwork Time (a) Showing

Contention Intervals, 1dle Blots and
Successful Transmission Periods and
(b) Identifying Busy and Idle Periods

Assumptions snd notatiom veed in formulating
the aquations for the tratfic algoriths are as fol-
lows:

- fixed packet length, L(slots)
« finite mmber of stations, Q
« {dantical Poisson arrival process to each
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station with mesn interarrival time,Yy
(slots)

~ length of conteation interval, N (alots)

~ wmean backoff time after first collision
v, (slots)

- tln srrival process to a particular station
is deactivated until the transmission of a
packet already at the station is success-
fully completed; only one arrival is per-
mitted to a station during a slot.

Stations can be in one of two statea: "think-
ing" or "backlogged.” 1In the thinking state, a
packet arrives to that particular station from out-
side the network in any slot with a probability o
given by t

o1 - exp(=1/y) .

A station is backlogged if its curreant packaet
has suffered a collision. Backoff time, for the
collided packets, is chosen from an exponentisl
distribution so that in the backlogged state pack-
ots may be said to "arrive" (im this case from the
store of backed-off packets) at & station with pro-
bability oy given by

op*1 - exp(=1/v)

In this expression, v, the mean of the backoff
time distribution, is determined by the particular
protocol used by the background stations; for exam-
ple, it may be fixed or may depend in a linsar or
binary sxponential fashion on the aversge number of
collisions per backlogged station.

Por each time slot, past events determine if
the channel is busy or available. If the channel
is busy, the algorithm indexes to the next slot.
If the channel is available, threes prodadilities
are computed, namely: the probadbility of a suc~
cessful transmission starting (p.), the probabili-
ty of a contention starting (p.) gnd the probabili-
ty of the slot remaining i1 (p,). Using a
pesudo~random numbsr generstor, one of the three
outcomss is sele:'8d and, in the case of a success-
ful tranemission .r a contention, the dynsmic var-
iables are updated.

The dynamic variables and the equations for
the probabilities of the three outcomes are nov
summarized,

There are three basic dynsmic variables that
are potentislly updated for each slot: the number
of stations with wmessages in the backlog due to
first collisions, X, , thoss in the backlog due to
more than one eoulAn. » and the average number
of collisions for those “statioms whose currvenmt
packet has collided wore than once, C. Another
dynamic variable, dependent on the other, is the
total number of collisions im the curremt backlog,
i.0., ¢ K.C. Ia psssing, it should de noted that
in geadtal Ane bdedavior of individusl background
stations is mot identifiable.




e T

Equations for the thres desired probabilities
are now given in terms of the more basic probabili~
tiea p; and q:. The probability of i nev u.'tiv.h
(from thinki stations) attempting transmissions
in the typical slot is denoted »; defined as
i Q~K-1
(@=K)! =T/y -T/Y
P* - (Q‘"i)! 11 (1'. ) (' )

i=0,1,...,0K
where K = l‘ + [. denotes the total backlog and
1, if the previous slot was idle

T « | Lel, if 2 successful transaission is
just completed

N+l, if a conteation interval is just
complated.

The sscond basic quantity, q., the probability
of i attempted retrsnsmissions occurring in an
svailsble slot, ie given by

i
- ) _(8) -
q1 jzo QJ q’-’J » 1®0,1,..0,K
g') ate given by
2yt ruy A
-V @M

In this expression qg‘) and q
. . I_Al
i (KA- 1)111
i= 0.1....,KA
and

(3 Ky!
9% " Tg- D (1-e

ie= 0.1.....&,

The two quantities q“) and q?) are respec-
tively the probability of ii retransmissions arriv-
ing from stations with one collision snd the prodba-
bility of i retransmissions arviving from stations
wvith wore than ont."ouhin. The quantity v in
the equation for q ies a function of the backoff
algorithe corrup&ndin; to a spscific protocol.
Yor the emsulation of Ethernet-like protocols, v is
given by

1 -1
O Rl

v ey 20-1

The desired probabilities Py Pgr snd Pe cen
nov be expressed as

Py © PoY
Pg ® Py%g * PoYy
Pc " 1- Py = Pg

A psevio~randon sumber gensrator producing X
from a waiferm distridetion on (0,1), is weed ¢
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decide between the three possibilities according to
the following rule:

if X < P & successful transmission is ini-
tiated;

if ps < X, < (pg + p.) a collision occurs;
itx) > (%G *+ pg) thé slot remains idle.

Possible outcomes and their rvelation to the
thres probadbilities are sketched in Figure 4.

Buccessful Collision ~ Idle

' Transmissiony [l
M L .

0 Rg Ps*Pc 1

Pigure 4. Outcoms Intervals for xl.
In & similar manner, other probsbilities are
calculsted and further decisions are made.

A probability G, defined as

G = probability of a retrsusmission being
involved given that & successful trans-
mission occurs,

is introduced to test whether s successful trans-
uission emanates from the backlog or from one of
the thinking stations. Clearly,

G = 7P /oG
If the generated random number, X,, again unifora
on (0,1) is less than G, then thé backlog is re-
duced by 1 and the cummulative number of collisions
in the backlog is reduced dy C.

It is also necessary to evaluate the number of
transmission sttempts involved in a collision and
from whence they originated, i.e., from the backlog
or from the group of thinking stations.

Given that a collision occurs, the probability
of i or fewer retransmissions being iuvolved in o
collision is given by the following set of equa-
tionst

8o = {2 - pg - pl)lpc

5, = 8y +q,(1 - po)lpc

.‘ - .‘.l + q"’c . iw 2.....‘
1f the random tumber generated, X., lies between
e, , and o, then { retrensmissiofs have collided
bl vigurd's).

Using & set of similer equationms with »; snd

‘ﬁ interchanged, and swother random aumber, !f' the

of msev arrivals iavolved ia the collision
are evslusted. This latter wumber becomes the

backlog R, vhile the backlog defore the collisicn
becomss 5. The total awmber of collisions is up~-
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dated by adding the total number of transmission
attesmptes involved in the collision.
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Figure 5. Outcams Intervals for xa.

A festure of many backoff algorithms, such as

that of Ethernet, is that the packet is discarded

sfter a specified number of failed transmission at-
teapts. The following analysis shows hov this fea-
ture is incorporated into the algorithm.

It is assumed, for sny station in the dbacklog,
that the number of collisions is geomatrically dis-
tributed with mean C, that is, the probability of
the current packet having had k failed attempts is
given by

P " P, kel,2,...

where
'%9 qQ*l-p.

Letting M be the maximum number of transmission
sttempts permitted bafore cancellation, the proba-
bility that asny of the K backlogged stations has
reached this count ie given by

1-(1 =gk,
If the generated random number is less than this
threshold, then a cancellation is observed; the
backlog is reduced by 1 snd the zotal number of
collisions is reduced by M.

IV. ANALYTIC VALIDATION OF THE ALGORITHM

The essence of the algorithm, as discussed in
Section III, are the probabilistic expressions, de-
pendent on the current values of K , , and K.,
vhich are evaluated on a ssquence %f olozg.
These quantities are sufficient to determine the
prodbabilities Pgt Py snd o, which determine the
state of the chennel, and h}ncc make possible the
slot=by-slot generation of the busy/idle periods.
This set of squations describe the dynamic behavior
of a CSMA/CD network with fewer restrictions than
any closed form single expression found in the 1lit-
erature.

A valid anslytical check on the equations used
can be obdteined by reducing the general equatious,
using an infinite population wodel, to specisl
cases which have been previously analysed. One
result asppropriate for this qyrpose has been ob-
tained by Kleinrock and Tobagi®”, who find a closed

form exprassion for throughput, 8, for a elotted 1-
persistent CSMA mnetwork without collision S‘““-
tion. Another analysis, by Tobagi snd Wumt®, pro-
duces & set of equations which can be solved to
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give a numerical solution for throughput for a
slotted l-persistent CSMA/CD network under the same
restrictive conditions.

To produce the analytic check of the back-
ground generation equations, the restrictions used
in the Tobagi and Hunt analysis have been applied
and an analytic expression for throughput has been
obtained. This analytic expression is felt to be a
new closed form expression for the slotted 1-
persistent CSMA/CD case, and it gives the same nu
merical result as Tobagi and Hunt for a particular
set of parameter values ttnt they use. This ex-
pression reduces to that of ~ when there is no col-
lision detection.

As discussed in Section IIl, & number of pro-
babilities sre evaluated in each open slot. Clear-
ly these probabilities - of & successful transmis-
sion being initiated, of a collision occuring and
of the slot remaining idle - are conditional probs-
bilities, dependent not only on the nature of the
previous slot but also on the number of stations in
the backlog, K, and the mean backoff time, v.
These latter quantities are, of course, random var-
iables.

To adapt the algorithm to the model ofs, it is
necessary to make the strong assumption that both
these variables are constant with probability 1.
It is also assumed that :. = K and l‘ = 0.

With these assumptions, the unconditional
probabilitiea p , p_and p iated Tespactively
with a successffl :saanil’blon, a contention inter—
val and of a elot remsining idle can be derived
from a set of three equations of the form

P,"P . P, *P

8 &8¢ c ‘gg's si
where p_ . is the conditional probability of imi-
ziating'h successful transmission in the slot dir-
ectly after the conclusion of a contention inter-
val; similsr definitions apply to p iv Picr etc.
Note thst the probabilities p ., p .S%nd }°  cor-
respond to special cases of pc‘in glieion 188.

Since only two of the three such equations are
linearly independent, the equation

Pt P P

’;’Pi"e-l 1)
is also uneeded to solve for p , p and ;e The
solution obtained is: LI

(1=p,) +p P

- ’lc 31 i fc
y' > (2)
Pe ® D
(1-p. ) *+ P P
o it TPy T Pagfse
Py > %)

vhere the denominator D is such that Eq. (1) is
satiefied.
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The conditional probabilities in (2)-(4) are
essentially the probabilities used in the algoritim
and axe functions of X, v, Q, Y, L end N,

To adapt the model of the algrith to the
simpler infinite population model of” & nav param—
ster must be introduced:

g ™ average number of packets offered for
transmission by the non-backlogged (i.e.
thioking) states in any slot.

In teras of the model of the slgorithm,
g= (@R - )
Similarly, snother parameter r may be defined as:

r = average pumber of packets offered for
transmission by the backlogged stations
in any slot

- x Q-

Assuming an infinite population implies that ss
Q+w, both K andv + » , vhile g and r remain fi-
nite, 1.e.,

g - Lis &K
Qe v
'.m”V.

(Inhereat in such assumptions is that the mesn
backoff time, v, increases with Q, i.s., there is
no truncation in the backoff algoritim.) PFor such
an infinite model, the conditional prodebilities in
Eq. (2)-(4) becoms

0" o (rep)

)
P * (Ho1)(rog)e~(We1)(reg)
Pic * o~ (We1)(reg)

Py ® (Ld)(tog).'“‘l)(ﬂ')

P ® o (Lol)(reg)
The results from the refersaces cited are

stoted im terwe of threwghput, 8. Using results
from renevel theery, $ mey be writtea as

17
' ° s, T v, ®

Afcer deing the nesessery osubetitutions and after
seme slgedraic msaipulations, the expression for
throughput bessmes

Se (Lirog)e- M1 (00),
cimed - me” T8 *
vhere
B o (Lel)(regle {MeBN(Tea) o _ po=(rep)

v (WD) = (La1)(reg)e A1) (xeg) | ~(xep)
(Le2)(rog)) , (~(B1)(xep)

+ L(zeg)e
= (L) (reg)e” (HLe2) (reg)

In the wodel considered by Tobagi and Huat,
=0 and hence Eq. (6) reduces to

518 (41 ey m
where
Ve (Leldg %) (401 - 4e8)

o (1) {1 = (Lod)g o~C00) | 78 | (o gm(ln2dg)

* .’(.’l)‘ - (H)' .-(I#MZ).
The relationship between § and g is plotted in
Pigure 6 for L » 100 and W » 2, nicsnult natches
the curve given by Tobagi and Ruat’ for the same

psramater valuss and thus validates the equatioms
of the slgoriths under thess restrictionms.
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Figure 6. Throughput versus Channel Traffic

Por W=l and writing G = Lg and a = 1/, Eq. (7)
reduces further to

G '(lﬁ)c +a- ~al
s$= _z___(L_g__t.TLr
(140) (1 - ¢~ %) 4 o~ (1%0)C

Thie oxpn“ion agrees vith that given by Kleiarock
and Tobagi“’.

A8 8 by-product of this validation process,
Eq. (6) is a nev gemaral clossd-form expression
for the throughput of a CSMA/CD chamnel. If it is
possible to estimate the sverage dacklog for am
sctusl fisite population setwork uader heavy traf-
fic conditions, then the optimm r (and hence v )
for maximun steble throughput can be found from
this oquation. Unfertwastely, this serves only as
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sn upper bound on the throughput and doss not help
very much in choosing & backoff strategy to schieve
such a stable throughput under heavy loads.

V. VERIFICATION OF THE ALGORITHM

The algoritha has bdesn implemented in FORTRAN
code and to verify its effectiveness in emulating
network traffic characteristics, a three-wvay cow-
parison ba; been made between the results of Shoch
and Hupp '" for an experimental Ethernet, a corre-
sponding in-house discrete-svent simulation and
the algoritha.

To test the traffic generation algorithm, it
can be run on its own as & simulation providing
periodic outputs on the nuaber of successful trans-
wissions, collisions, number of astations in the
backlog, etc. Prom this data various overall net-
vork performance measures such as throughput cen be
determined. Shoch and Hupp, in the references
cited, give limited dats on su experimental Ither-
net. The natwork is operated under high load con-
ditions wuaing the following configuration and
parametere:

- bus bandwidth: 2.94 M.ops

- bus length: 550 meters

- backoff algoritha: ba‘n-ry exponential
backoff, truncated at 2° and with a maxi-

mum of 16 transmission attempts; base

backoff time ("slot"): 38 us,

packet lengthe: 236, 512, or 4096 bits.

number of stations: 3 to 15

loading per station: 10X per host.

jom time: 3 us.

The parameters for both the discrete-event
simulation and the algorithm were chosen to be as
close as possidble to those above; in the case of
the algorithm, all tiwe delays must be expressed in
units of slots (the maximum one-way propsgation de-
lay = 2,38 us in this case). To enabla s direct
comparison between the discrete~event simulation
snd the algorithm, the loading per station was de-
ternined in the same way. Shoch does not clearly
state hov the loading on the Etharnet prototype was
adjusted to give 102 load per statiom.

The arrival process of packets to & station,
as described in Section III, was used in both
cases. The following brief analysis shows how the
mean interarrival time, v, vas evaluated to provide
the required loading.

In the case of s single station trsnsmitting
on the chammel, obviously collisions camnot oceur,
80 that p e ® 0.

It can be easily showa that in chis case
P = - ¢ yy(a - I
nel-p

It should da moted that this anslysis sseumes that
& »ovw pachet arrival time is met gemerated wmeil

after the interframe delsy (one slot time) which
follows sach successful transmission (see Figure
3). Putting the throughput, 8, equal to 0.1 in Eq.
(5), the required value for vy may be evaluated:

T
h [l.n (-:{%i%] slots
where L is the packet length in slots.

For the discrete-event simulation arrival
process, a eimilar analysis in continuous time
shows that the mean interarrivsl time for 102 load-
ing is given in usecs by

Y* 9 (packet transmiesion time inm us)
= (interframe delay)

The discrete-event simulation assumes that
the stations are equally spaced along the bus and
80 as the number of stations is incressed, they
becoms closer together. The programming language
used was Pascal, which is very suitable for hand-
ling event-driven models. (Although all CSMA/CD
network are continuous-tims systems, the movement
of packets around the network can be expressed in
terms of eveats.)

From Tables 1 and 2, it is evident that excel-
lent sgreement as far as throughput is concerned is
obtained between the two simulations. Figures 7, 8
and 9 compare, for different packet lengths, a sin-
gle curve representing the two simulations with the
results of Shoch and Hupp and with the ideal
throughput responss. The difference betveen the
results of the algorithm/discrete-event simulation
and Shoch's in the range 6 to 12 is probadbly due to
the differsnces in the arrival/loading methodolo-
gies. For the short packets at high loads, bdboth
the simulations tend to give higher throughput thc .
Shoch obtained; however another recent discrete-
svent li-ulntiﬁn of the experimental Ethernet by
Rughes and Li" " tends to egree with the suthors'
results, It would seem for short packets especial-
ly that an operational Ethernst has some secondary
delays or other factors which tend to degrade per-
formance at high loads and which need to be model-
ed, These results seem to provide excellent veri-
fication of the operation of the algorithm as far
a8 throughput ~ load characteristics are concerned.

Tables 1 and 2 give a listing of some of the
tesults obtainad for the algorithm end the dis-
crete-event simulation reepectively. For each
packet esise, algorithm results for 100 etations
show that stable and fairly comstant throughput is
obtained under heavy load comditions. The tables
also show that, while both spproaches produce the
same loading effect on the channel, the methods
involved are not quite the seme: the percentages
92 collision-free and of cencelled transmission to
the oumber of succesaful tranemissions are quite
different, especially for the shorter packets,
This discrepancy cen possibly be explained by the
fact that more collisions are inevitedle veing the
algozithm since it uses the maximm one-way props~
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gation dalay as the effective delay between all
stations.

VLT piscussION -

The algorithm described above can generate the
busy/idle periods of any CSMA/CD access protocol.
Parameters such a&s numsber of astaticas, packet
length, length of bus and channel bit rate are set
to appropriate values. Parameters accounting for
specific detaile of particular access protocols,
such as maximum number of collisions, must also be
incorporated.

Using parameters appropriate for BEthernet,
comparison with msssurements wade by Shoch and Hupp
and vith results of an in~house discrete svent siw-
ulstion show excellent agreement. A theoretical
analysis using the equations of the algoritha is
also presented and it gives the same results as
obtained by other authors for the special cases
considered. This anslysis and the comparisons
noted taken togethar are felt to provide a complete
validation of the algoritha.

Por the aspplications such as those discussed
in the paper, the ounly alternative use of the algo-
- ! rithm is the implementation of & discrete event
simulation of the large number of stations in the
background. Computing costs, in terss of CPU time
and storage, are significently less for the algo-
rithm. Storage vhich is at least directly propor-
tiomal to the nusber of stations for s discrete-
event simulation, is not significantly dependent on
the number of stations for the algorithm. Rather
than processing s series of events arising from all
of the atations, the slgorithm deals with a set of
squations which are solved using samples from
pssudo-random variables generated by the computer.
Thus the basic spproach used by the slgorithms is
inherently more efficient.

Several extensions to the study reported in
the paper are planned. In one directionm, higher
level protocols than the sccess level investigated
to date can be added to the algorithm,

In other directions, empirical data can be odb-
tsined on computer run times and costs. Measure-
ments can also be made to gquantify the length of
transients which occur before the steady state is
solved.

Pinslly, externsl stetions cen be operated in
conjunction with the background gemerator to obdtain
delay versus throughput curves which can be compar-

. ed to results of appropriste discrete~event simulae-
tions and, perhape, experimentsl data.
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