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The objective of this project, initiated by the U.S. Army Institute for

Research in Management Information and Computer Science. was to develop a

cost-effective alternative to discrete-event simulation methods for studying

Carrier Sense Multiple Access networks. This report contains sections on the

design, conceptual approach, and implementation of the CSMA emulation facility

and preliminary experiments performed to validate it.
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I. *INTIKIJOCTIOM

In the last five years, there has been an increasing interest in local

area networks and in the Carrier Sense Multiple Access Collision Detection

(CSMA/CD) type specifically. Commercial networks of this type are becoming

available and include such networks as Ethernet, Net One and Want Net, [MOKH

82]. Ethernet is the most widely documented, and a detailed description is

included as an appendix in the book by Franta and Chlamtac, (FRAN 81). Most

*of the networks listed claim the ability to support many hundreds of sta-

tions. For example, Ethernet claims to support on the order of one thousand.

A typical CSMA/CD type local computer network has the general structure

shown in Figure 1.1. Note that each station has three major components: the

Network Processor, the Transceiver Interface and the Transceiver. In the

notation used for the Ethernet architecture, the Network Processor supports

the Data Link Layer, while the Transceiver Interface and the Transceiver

support the Physical Layer, as identified in the ISO model (see, for example,

I [TANE 811).

Performance studies of CSMA-type networks can obviously be carried out

using the brute force of building a testbed with a number of different net-

works deployed. This approach is prohibitively costly since each network

would have to be loaded with stations producing prescribed traffic and the

number of stations required could be quite large, for example approaching 1000

to load the Ethernet fully.

The approach of a straightforward discrete-event simulation of a CSMA

network with a large number of stations is also costly. To be realistic such

a simulation would be required to model key events for each station including
higher level functions, as well as access protocols.

X
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User User User
Device Device Device

Serial or Parallel Serial or Parallel Serial or Parallel
* Connection Connection Connection

Network Network Network
Processor Processor Processor

Transceiver Transceiver Transceiver

Interface Interface Interface

Transceiver Transceiver Transceiver
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General Structure of a Class of Contention-Type Local Computer
Networks (Boxes are identified with the terminology used by
Net One.)
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The project, which is the subject of this report, was initiated by the

U.S. Army Institute for Research in Management Information and Computer

Science to develop a cost-effective alternative to the brute force or dis-

crete-event simulation methods for studying CSMA networks. What is required

is a means to assess the performance of particular contention networks for

specific military applications at moderate cost.

The emulation facility being developed for studying the performance of

CSMA bus networks is part of a more general facility--SPANET (System for Per-

formance Analysis of Networks). SPANET is a dual-topology facility which will

also support performance studies of mesh-type store-and-forward networks an

completed.

Subsequent sections of the report describe the design, conce,

appJroach, and implementation, of the CSMA emulation facility and prelimin~ary

experiments performed to validate it. The appendix contains copies of pub-

lished papers, one of which covers details of the development of the analyti-

cal model that the work is based on.

_
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II. DESIGN O F WEWATIOE FACILITY

The key innovation used in the emulation facility is the division of a

potentially large number of network stations into a small group of Primary

Stations and the remaining Background Stations. The Primary Stations are

implemented in hardware, while the Background Stations are represented by

artificial traffic generated with a computer program.

Figure 2.1 gives a logical view of the emulation facility. The two

Primary Stations, A and B, operate essentially as if they are connected to a

physical network. Actually they transfer data into and out of a shared micro-

computer memory with the transfer being controlled with the combination of the

Background Traffic Program, the Control Program and Switch shown in the

figure. The Background Traffic Program generates a sequence of busy-idle

intervals using an algorithm with the parameters of the Background Stations

specified as input data.

Reduced to its simplest terms, the emulation facility can be represented

as in Figure 2.2. The "Emulated Contention Networkm consists of the common

memory, the control program, the switch and additional circuits not shown in

Figure 2.1. Implementation of this and other portions of the facility are

discussed in later sections of the report. A more detailed discussion of the

overall logical design of the facility is given in a paper by the project

staff, (OREI 82 A], included in the report as Appendix A. The algorithm for

producing the emulated background traffic and its verification are discussed

briefly below. A detailed discussion of the same topics is given in a paper

by O'Reilly and Hammond [OREI 82 B] included in the report as Appendix B.

The emulated background traffic is input to the emulated contention

network as a binary function of time, B(t), delineating a random sequence of

*J
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busy/idle periods as shown in Figure 2.3. A random sequence of times initiat-

ing and ending the busy per iods is generated by an algorithm based on a set of

equations describing the statistical nature of the background traffic. These

equations are solved in a computer program which uses a modified Monte Carlo

approach to generate the busy/idle intervals.

To achieve the required speed and flexibility, the traffic generation

algorithm is run off-line and the random sequence of beginning and ending

times for the busy periods is stored. Hardware in the emulated contention

network of Figure 3 accesses the table of stored data in a manner which is

synchronized to the stored time intervals.

An aspect of the operation, which received some attention in the design

of the facility pertains to the interaction of the primary stations with the

background traffic. A specific issue studied is the treatment of the back-

ground traffic during good transmissions by primary stations. In an actual

network only one station can transmit good data at a time, so that the back-

ground stations must back-off during good transmission by primary stations.

After studying two modes of accessing the background traffic, it was concluded

that continuous sampling of the stored busy/idle intervals, but blanking this

output during good transmissions by primary stations, gives better results

than the alternative of deactivating the sampling of the stored intervals

during good transmissions.

Derivation of the equations and logical structure of the algorithm for

* background traffic is given in the paper referenced above and in Appendix B.

* Required inputs are: the number of background stations, statistics of the bus

* lengths, propagation times, station loads, and protocols used, both specific

*access and some higher level. The number of stations and bus lengths can be

changed easily. Arrivals to the stations are currently assumed to be Poisson

-7k"WPWV
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distributed, and this parameter could be difficult to change since it is

incorporated into the equations of the algorithm. Protocols can be changed

with routine changes to the algorithm.

The algorithm, programmed with the parameters of Ethernet, has been

validated by comparison to an in-house discrete event simulation in studies of

bus traffic. Excellent agreement is obtained for throughput over a range of 0

to 20 stations. Comparison is also made with measured results for Ethernet

reported by Shoch and Riupp (SHOC 801. Agreement in this case is also good,

although not exact as would be expected in comparing theoretical and experi-

mental data. Simulation studies of the interaction between primary and back-

ground stations have also been performed and good agreement with theory has

been obtained.

A further contribution of the work and a verification of the mathematical

model used for the algorithm is contained in a new closed-form expression for

the throughput of a slotted I-persistent C14SA/CD channel derived using the

probabilistic equations of the algorithm and a number of simplifying assump-

tions. This equation, given in JOREI 82 B1, reduces to well-known theoretical

results for special cases.

The algorithm is implemented in FORTRAN code and runs on the PDP 11/70 at

the AIR14ICS facility. The program used for the background traffic is termed

JNET. Other programs supplied are SIMNET and EXT. The three programs are

described in a user's manual supplied under separate cover.

I~~~m b".;..*
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This section describes the hardware implementation of the bus emulation

system. As described in the previous sections, the bus emulator approach is

to model explicitly two nodes in the bus network with their user hosts and

then model all the remaining modes on the network as a single statistical bus

load. The bus traffic is observed through time delays by the two stations

under study as they attempt to transmit messages to each other during the idle

slots of the bus traffic. The following elements are required to implement

this type of procedure.

1. Generation of an array of numbers to represent the busy/idle periods of

the background bus traffic.

2. Hardware to convert the buoy/idle data into logic levels as a function of

time.

3. Hardware to implement programmable time delays to represent the physical

delays produced by the length of the bus.

3. Transceiver nodes for the 2 stations under study that will implement the

CSMA/CD network algorithm.

5. A method for generation of a data array to represent the statistical

traffic between the 2 stations, or actual traffic from live hosts.

6. Hardware to take the array data and generate physical message traffic to

the transceivers, when actual traffic is not used.

A hardware block diagram of the system used to implement the 6 elements

is shown in Figure 3. 1. In this system the master Nova 4 computer with its

disk system, line printer and terminal, perform the master control of the bus

emulation system. The statistical bus traffic information is generated of f-

line on a PDP 11/70 computer using the algorithms developed in the previous

KIMA
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sections. Generation of the busy/idle logic levels is performed by the bus

simulator hardware under control of the master Nova 4. The time delays are

also performed by the bus simulator hardware and are initialized by the master

Nova 4 computer. The transceiver node implementation is performed by three

68000 Motorola microprocessor units wjith a common shared memory. Since the

microprocessors can share memory locations, messages can be moved from one

transceiver node to another extremely quickly. This savings in time allows

the transceiver to implement most of the CSMA/CD network protocol in software

rather than hardware. The statistical data used to determine the traf fic

between the two transceiver nodes is generated in software on the master Nova

4 computer and transferred to the slave Nova 4. The slave Nova 4 uses this

data to generate the physical traffic between the two stations under study

when artificial traffic is desired. When a particular bus traffic experiment

has been completed, the two transceiver nodes transmit data back to the master

Nova computer indicating the arrival time, departure time and number of

attempts for each packet transmitted during the experiment. The Nova 4

computer analyzes this data and prints a summary of the experimental data on

the system line printer.

The following sections are a detailed description of each of the 6 ele-

ments of the bus emulator.

generation of Bus Traffic Busy/Idle Patterns

The busy/idle patterns used to represent the bus traffic supplied by the

remaining stations on the bus are generated in software on a PDP 11/70 com-

puter using the algorithms developed in the previous sections. By changing

various parameters in the traffic generation program, a large variety of bus

networks can be simulated. The various parameters that can be changed in this

program are given in the Table 3.1 with their minimum and maximum values.

77
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EXPERIMENT INPUTS

PARAMETER MIN. MAX.

BUS TRAFFIC:

BUS RATE (MEGA BITS/SEC.) .1 10.0

BUS L.ENGTH (METERS) 50 100000
NUMBER OF STATIONS 1 2000
MESSAGE LENGTH (BITS) 100 100000
MEAN ZNTEPARRrVAL TIME (MICRO SEC.) X 100000

f BACK OFF ALGORITHM
LINEAR INCREMENTAL
FIXED MEAN
B INARY EXPONENTAL

ACKNOWLEDGE LENGTH (BITS) 0 100

TABLE 9.1 MAXIMUM ANC) MINIMUM BUS TRAFFIC PARAMETERS



14

The output from this program is a sequence of numbers that represent in

microseconds the consecutive busy/idle periods that would be present on the

bus for the particular configuration simulated. These patterns are transfer-

red from the PDP 11/70 to the Nova 4 master computer to simulate the bus traf-

fic.

Bus Traffic logic Level Generation

In order to use the busy/idle patterns generated by the PDP 11/70, these

patterns must be converted to on/off logic levels as a function of real

time. This conversion is accomplished by means of a bus simulation circuit

interfaced to the master Nova 4 computer. A simplified block diagram of the

bus simulator is shown in Figure 3.2. The circuit utilizes two 16-bit down

counters to set or reset a flip-flop that produces the logic levels. At the

beginning of the process the computer sets the first busy period into the busy

counter and the first idle period into the idle counter. When the busy

counter reaches zero, it resets the logic flip-flop to zero. The idle counter

is then enabled and starts counting down to set the flip-flop back to 1.

During this idle period the computer loads the next busy pattern into the busy

counter. During the next busy period, the computer reloads the idle

counter. This scheme continues until all of the patterns have been proces-

sed. When the process terminates the bus is held in the busy state to inhibit

further transmission on the bus.

Bus Time Delay Iuplimentation

The bus emulator implements all of the real time delays that would exist

between the 2 stations and either of the stations and the bus simulator. A

simplified block diagram of the time delay relationships are shown in Figure

3.3. The busy/idle patterns generated by the bus simulator described in the
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previous sections is fed through a time delay to the A channel node and

through a separate time delay to the B channel node. The transmit output from

the A and B channel nodes are also fed through time delays back to the bus

simulator. The delayed A and B channel transmit signals are read together and

used to inhibit the bus simulator output when A or B transmit signals are

present. The transmit signal from A is also fed through a time delay to the B

node, and the B transmit signal is fed thro qh a delay back to the A node.

Each of the 6 time delay circuits is programmable from .2 to 409.5 micro-

seconds from the master Nova 4 computer. Since the time delay between any 2

points in the network is the same in each direction, the 6 time delays are

programmed as 3 pairs.

In order to implement time delays that could exceed the busy/idle pattern

times, the time delay circuit must store a section of the bus signal and then

output it a programmable delay time after it is read in. This is accomplished

by use of a 1 bit by 4,096 RAM memory chip as shown in Figure 3.4. Every .1

microseconds the RAN memory is switched between a read cycle and a write

cycle. The address during read cycle is determined by a 12 bit read counter

and the address during the write cycle is deterined by a 12 bit write

counter. These counters are also incremented every .1 microseconds. This

means that alternately the data is being read into and out of different sec-

tions of the RAM memory. The difference between the read and write address

will then determine the amount of delay between data being read into the RAM

and data being read out of the RAM. This delay is programmed by allowing the

Nova 4 to initially set the counter states. The read counter is always ini-

tialized to zero and the write counter is initially set to some value n. The

read counter must then increment to a value of n before it reads the first

data bit written. The net time delay is then n x clock period of .1 microsec-

**- . 1.
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onds. Since the counters and the memory length are equal they will continue

to cycle through the memory space with one initial setting from the computer.

Jrpeentat ion of Transceiver Jbdes

The transceiver nodes used to emulate the 2 nodes on the bus that will be

studied are implemented using 68000 microprocessor systems. The 2 node pair

is implemented in 3 microprocessor systems sharing a common memory. Two of

the microprocessors are used to implement the CSMA/CD protocols at the 2 nodes

under test. The third microprocessor is used to receive serial messages from

the slave Nova 4 and build message queues for both of the node microproces-

sors. Both the message queue and the current message being transmitted are

passed from one microprocessor to the next through the shared memory. A block

diagram of this configuration is shown in Figure 3-5 and the flow diagram of

the CSMA/CD protocol is shown in Figure 3-6.

The following procedure is used to transmit a message through the system

from one node to another.

1. A message is received by the 68000 10 processor either from the Nova

4 serial traffic generator or a live host, depending on the mode of

operation. In an experimental mode the message content is unimpor-

tant, and the protocol for the serial messages is a simple 2 byte

transmission indicating the number of characters of the message to

A be transmitted. Since long messages can be represented by a 2 byte

transmission, this technique allows the 9600 baud serial link be-

tween the Nova 4 and the MC 68000 10 processor to simulate message

transmissions at a much higher baud rate. When the system is used

in a live host environment the protocol is changed to an actual

message receiving and transmission protocol (Motorola defined), but

the baud rate is limited to a maximum of 9600 baud.
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2. The 10 processor takes the messages for A and B and builds queues in

the shared memory indicating the message number and the message

length.

3. The A and B processors, which are programmed to implement the

CSMA/CD protocol shown in Figure 3-6 will see the messages in the

queue as a message ready.

4. The A or B processor would take the message length and number from

the queue and read the time from the real time clock and store it as

the starting time of the message.

5. The node processor will look at the busy/idle patterns from the bus

simulator through a parallel 10 port to determine when a message can

be sent. As long as the bus is in a busy condition, the node pro-

cessor remains in the deferred state and holds the message.

6. After 2 consecutive observations of the bus being in the idle condi-

tion, the node processor will start its message transmission by

bringing the parallel 10 output transmit line high.

F 7. The transmit line from the node processor and the bus signal from

the bus simulator are and-ed together to set a collision flip-

flop. Whenever the bus simulator and the transmit signals are in

4i the busy state simultaneously, a collision has occurred. This flip

flop can be read and reset by the node processor through the

parallel 10 board.

8. The node processor enters a timing loop that holds the transmit line

high and observes the collision detector for a length of time that

would normally be required for transmitting a message of the speci-

fied length.

£ ?'4 t 4 .4
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9. if no collisions occur during the message transmission, the transmit

line is returned to the low condition to terminate the transmis-

sion. The time is read from the real time clock and stored as the

message ending time. Successful transmission of the message is

indicated through the shared memory by removing the message from the

message queue. The processor then returns to the start of the loop

and awaits another message to be queued by the 10 processor.

10. If a collision occurs the transmit line from the node processor is

immediately returned low. The number of attempts is incremented and

the current number of attempts is compared to a maximum value. if

the number of attempts has exceeded the maximum then the message is

deleted and the message delete count is incremented.

11. If the number of attempts does not exceed the maximum, then a back-

of f time is calculated using a random number generator. All the

initial experiments using the experimental mode used a binary expo-

nential back-off algorithm where the mean time for any back-off

doubled as the number of attempts increased. When the number of

attempts exceeded 10 the mean time per back-off remained constant.

12. When the back-off time expires the processor returns to the begin-

ning of the loop and tries to retransmit the message.

The implementation of the CSWACD protocol in the 68000 microprocessor

was tailored in particular to the binary exponential back-off algorithm. If

other forms of back-off algorithm are to be implemented by the 68000 system,

such as a fixed or linear back-off algorithm, then the particular section of

assembly language code in the 68000 microprocessor would have to be replaced

with an equivalent section for the particular algorithm chosen.
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generation of Statistical Serijal Data for Uper isental W4.

The serial data for the bus experiment is generated by a separate soft-

ware program on the Master Nova 4 computer. This program in run prior to the

actual bus experiment and generates a disk file on the master disk indicating

the length of each message and the time between messages. The program also

prints a record on the system line printer indicating the file name of the

data record and the type of statistics used to generate it. A large number of

files can be generated based on varying statistical values so that they will

be ready for use during bus experiments. A typical dialogue of the operations

of the serial data generator is shown in Table 3-2. The minimum and maximum

values of the input parameters are shown in Table 3-3 and a sample printout

from the program operation is shown in Table 3-4.

j Harduare Implementation of the Serial Traffic

The serial traffic for the bus experiment is generated by the slave Nova

4 using two RS232 interfaces and an assembly language program that takes

message information stored in memory and generates the 2 byte message trans-

mission to the Motorola 68000 10 processor. The message data is stored in 2

separate memory buffers, one for messages to be sent to the A node processor

and the other to be sent to node B processor. Both of the data buffers and

the assembly language program are downloaded from the master Nova 4 com-

puter. Startup and termination of the assembly language process is also

controlled during bus experiments by the master Nova 4 computer. This means

that the bus experiment operator needs only to interact with the master Nova 4

computer through its main console. Table 3-5 shows a typical program download

operation and Table 3-6 shows a typical download operation for both the A and

B data bases.
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SE)B{; < >

STATIsTICAL DATA BASE GENERATION PROGRAM -REV. 1.0

ENTER MEAN MESSAGE LENGTH (BYTES) 100<>

ENTER MESSA;E VARIATION (BYTES) 25(>

ENTER MEAN INTERMESSAGE INTERVAL (MILLI SEC) 50<>

ENTER INTERMESSAGE VARIATION (MILLI SEC) 10<>

ENTER NUMBER OF MESSAGES TO GENERATE 200<>

ENTER BAUDRATE OF SERIAL PORT 9600<>

ENTER SPEED OF BUS (MEGABI'T S/SEC ) I.fl<>

ENTER DATA BASE FIL.ENAME %B8.U)F*<>

EQUIVALENT MESSAGES /SECOND := 6.486

STOP

,2:05:15

~R

NOTE: OPERATOR RESPONSE UNDERL..INED

TABLE 3.2 SERIAL DATA GENERATION DIALOG

k
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EXPERIMENT INPUTS

PARAMETER MIN. MAX.

SERIAL (USER) TRAFFIC:

MEAN MESSAGE LENGTH (BYTES) 5 10000
L..ENGTH VARIATION (BYTES +-) 0 ML - 5
INTERMESSAGE INTERVAL (MILLI SEC.) 1 10000

INTERVAL VARIATION (MILL.I SEC.) 0 INT -- 1
NUMBER OF MESSAGES 1 5000

SERIAL.. PORT BAUDRATE 110 50000

TABLE 3.. MAXIMUM ANU MINIMUM SERIAL TRAFFIC PARAMETERS

I
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STATISTICAL DATA BASE GENERATION PROGRAM - REV 1.0

DATA BASE FILENAME - SDB6.DF

MEAN MESSAGE LENGTH (BYTES) - 100

MEAN MESSAGE VARIATION (BYTES) - 25

MEAN INTERMESSAGE INTERVAL (MILLI SEC.) - 50

MEAN INTERMESSAGE VARIATION (MILLI SEC.) 10

NUMBER OF MESSAGES GENERATED - 200

SERIAL P(T BAUD RATE : 9600

E(UIVALENT MESSAGES/SECOND. - 6.486

TABLE 3.4 SERIAL DATA GENERATOR PRINT OUT

I

£
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NSLOR< >

NOVA SLAVE L.OADER - REV. :1.0

ENTER LOAD FILENAME S'TF'GS.LS(>

C NUMBERS WILL APPEAR HERE 3

STOP

12:05:15

NOTE: OPERATORS RESPONSE UNDERLINED

TABLE 3-5.5 NOVA SLAVE PR(GRAM DOWNLOAD PROCEDURE

DBL.DA )...... .... . ....--

NOVA SLAVE DATA BASE LOADER - REV. 1.0

ENTER A CHANNEL. DATA BASE (OR NONE) SDB-,DF<>

ENTER B CHANNEL DATA BASE (OR NONE) SDB2.DF<>

S TOP

12: 05:15

R

NOTE: OPERATOR RESPONSE UNDERLINED

TABLE 3.6 SLAVE NOVA DATA DOWNLOAD PROCEDURE

?I _ _
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IV. BUS 23PERIM

In the previous section, each component of the network system is describ-

ed. In this section the procedure for setting up these component parts into a

complete bus experiment will be discussed. A flow chart showing the hardware

and software components in the interaction of setting up a bus experiment is

illustrated in Figure 4-1. This procedure is outlined as follows:

1. The master Nova 4 computer is linked to the AIRMICS PDP 11/70

through a data link program (PDP 11.SV). Through this program the

background traffic simulation program (JNET) is executed and the

data from the simulation is captured by the master Nova and stored

as a disk file (BSIM.DF) on the system disk. A large number of

these files can be generated with varying statistical characteris-

tics for later use in bus traffic experiments.

2. Serial data is obtained by using the serial traffic generation

program (SDBG1.SV). The serial data is also stored as disk files

(SDB.DF) on the system disk. A large number of serial data files

may also be generated in advance and called up for different bus

experiments.

3. The slave Nova serial traffic generation program (STFG4.LS) is down

loaded from the master Nova using the Nova slave download program

(NSLDR.SB). The serial traffic data is also downloaded from the

master Nova 4 computer using the data base downloader (DBLBR.SB).

4. After all network cables are checked for proper configuration and

the 68000 microprocessors have been initialized, the bus experiment

is started by executing the bus experiment control program

(BSIM6.SV). This program controls the complete operation of the bus

; *. . .. ', ' _ _ _ _ ', , - ., , v
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SERIAL DATA BASE - MASTER NOVA

DATA BAE DATA BASE DTBASE - MASTER NOVA

SERIAL TRAFFIC - SLAVE NOVA

- MC 68000
NODE A NODE B

BUS5 SIMULATOR HARDWARE

P.U5 TAAFFIC - MASTER NOVA

DATA BASE DATA BASE DATA BASE - MASTER NOVA

DATA LINK -MASTER NOVA

BUS DATA BASE -PDP 11/70

FIGURE 4.1 SOFTWARE FLOW DIAGRAM
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experiment and collects data at the end of the experiment on the

starting time, ending time and number of attempts of each message

that is transmitted during the experiment. A typical main console

dial1ogue of an experiment is given in Table 4-1. At the end of the

experiment a complete statistical breakdown of the bus experiment is

printed on the system line printer for both channel A and channel

B. Included in this printout is the experimental setup message

completions, cancellations, and back-of fs. Time delay information

and a histogram of number of message and time delay versus

attempts. A typical printout is shown in Table 4-2. Upon request

the system will also printout a description of each individual

message that occured in an experiment including the length of the

message, the number of attempts the message required and the delay

time in processing the message. A typical printout is shown in

Table 4-3.

_5
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BUS6( >

GA. TECI..I/ATrM I((,S (':)MPUTE :l NETWURK

BUS SIMUL.A rTION PROGRAM IEV. :1 . 0

ENTER SIMUL.ATION DATA FILE NAME BSIM6. DF<>

BUS TIME DELAYS - MIN.=.2, MAX.=409.4

ENTEP DELAY BETWEEN SILMULATOR AND CHAN A 1(>

ENTrER DELAY BETWEEN SIMUL.ArOP AND CHAN B 2<>

ENTER DELAY BETWEEN CHAN A AND CHAN B 3(>

ENTER EXPERIMENT RUN TIME IN M.S. 5000()

NO . OF PAT"T''RNS REQAUIRED FOR RUNT IME: 2992

NUMBER OF PIATTERNS PEtUI RED EXCEEDS

NUMBER OF PATTERNS IN DATA FILE

NUMBEP REQUIRED : 99.?

NUMBER IN DATA FIL.E . 122

I:S S I BL..L' OPTILONS:

I. PEPEAT DATA TO FO-M 2992 PAT'T'-:NS

2 --- REDUCE REI.U:RE[D "TO 122 PATERNS

-3 ... :UN CONTINUOUS PATTEFINS

-1 A--ABORT

)I .'ON 1<>

BUS S IM.I...ATOR EADY TO PIUJN 2992 PATERNS

EN'T'ERl (G T) STARr SIMULATION G(>

TABLF. q. I BUS EXPERIMENT DIALOG

1 4
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BUS S(MUI...A'IJN RUN WIMIL..TE WITH 3063 PA'rTEPNS

NO. OF SERIAL.. MESSAGES SENT TO A CTHAN 98

NO. OF SERIAL- MESSAGES SENTr T) B CHAN 98

PEAL) DATA FROM STATION A (Y OR N) ? Y<>

PRINT IND)I IDUAL MESSAGE DATA (Y On N) ? Y(>

REA) DATA FROM STATION B (Y OP N) "? Y<)

PPINT INDIVIDUAL. MESSAC.GE DA'TA (Y OP N) 7 Y<)

D) YOU WANT IO MAKE ANOTHER PUN (Y (3I:1 N) N<)

15 TO P

12 : 05:.- 5

T"ABL..fE L.. 1 (CO;[NrT. ) BUJS E.XP:ERI[MENT DI]AL_()1

'AA
4I

U.
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GEORGIA TECH AIRMI(:S BUS SIMUL.ATION NETrwORK

STATISTICAL. DATA

*** (.H4ANNE... A ***

BUS SIMUL.AT ION FIL.E -BSIM6. DF
EXPERIMENT RUN TIME =500)0. MILLISEC.

NUMBER OF* BUSY /IDL.E PATTERNS = 2992
OEL.AY SIM(.t.A*TOP) TO CHANNEL A = 1 .0 MICROSEC.
DE-L-AY -SIMUL.ATOR TO CHANNEL 8 = 2.0 MICROSEC.

DEL.AY -CHANNEL- A TO CHANNEL.. 8 un, S.0 MICROSEC.

NO. OF MESSAGES SENTr TO CHANNEL.= 98
NO. OF MESSAGES (::Mm-L ,rED' 96
NO. OF MESSAGES CAN(ZEL.EO 0
NO. OF MESSAGE--.S LEFT IN CHANNEL 0

VdTAl. NO . OF'BUOF 190)

MAX:l:MU.M rIME. 1E:LAY = 77.32 MIL-L..I SEC
MINIMUM TIME JE:LAY = 1. .00e MILL. ISEC.
MEAN *T".l:ME DELAY - X4. '49f4 MILl. SEC.

rurAL. BYTES PPRO.CESSED = 9800.
MAXIMUM MESS C l... IENGTH 100 BY T ES
MINIMUM MESGGAE L.ENGTH 100) BYTES

Q LlJI V A I.ENT MF-:SSA(UES/ 5EC. =19. 600)
MIN. EQUIVAL.ENT 13AU.DPATE 19600,
EQU.JI VAL..ENT UNl OADED OUS 2,22496 . OPS

MES SAGE U)is:rnIBrP18.J1 ION

A~rTTEMP)T!S NUMBER DEI..AY TIcmE

111 *j. . 653
11 2 . 1L33

3 13 C) .988

'I6 5. 114Z
7 A.785

6 2 6.1189
7 1 5.9-12
a 1 12.'4013
9 0 0.000

10 2 :1.8 . 767
1 0 0 .000

12 3. -7. 1(74
13 0 .000

14 1 '77.4329
15 C) 0.000
1.6 0 0. 000

TA 8L 4 .? SAMIPL.E BUS E-.XPE:PXMENTr PRIN'r OUTPUT



CE(C(.rIA TECH AII:udMICS F.US '5IMUI..ATION NETWOPK 35

INDIVIDUAL MESSAGE DATA

MESSAGE I...ENGTH ATTEMPV"S DELAY TIME
1 100 2 1. ..2-. 2 9

1 00 ,'3 '752
3 00 .14 7"T. )38

4 10()0 1. 1. .872
5 1.00 2 1. 123
6 1.00) 2 1 . 114
"7 1.00 '7 5. 942
8 1.00 1 .123
9 1.00 2 5.1.1.7

:0 100 1. 3 .955

1. 100 '1 .061
21. 100 1. 1. 018

:1.3 1.00 2 3 .802
1. 4 :100 2. 1. 402
1.5 100 t 5 .50.
:1.6 1. 00 :1 . t 18
:1.7 100 , 4 01.3
1.F3 100 2 1. 990
1.9 100 1.2 47. :.8,4
P0 1. 00 :1. 1. 603
21. 100 5 6 . 509
.2 100 12 1. 1.1.Zl
23 100 el 6.221
a24l 1.00 2 1. 41.1
25 1.00 1. 1. 008
2 6 100 P 1.. l4()

9 7 1.00 2 2..333r 1
81. 0 .12. 9137
29 1.0 2 2. 928
30 :00 1. 1. 680

.1. 1.00, 5.616
,.- :1. O0 c. l. 061

100 2 1. ...

. 1. 00 2 :1. :L42
,'"}51.00 Aq 3.01.4

3 7 100 2 S .16
D]8 100 3. 3.763
.9 1.00 2 2. 07'4

-110 10)0 2 1.58A
'1. 100 2 1 . J.2,3
4Z. 1.00 4 5.779

.1,; 1.00 2 .. 670
414 1. 00 P 2. 81
'15 1.00 5 3.168
d6' 1.00 1 1. 181
('17 1o0 2 3 . 677
18 :1.00 W, 4.205

'19 1.00 4 5 .395
50 1.00 f! 1 . 123
5.1. 1.00 6 6. 653
5:.2 1.00 4 6.21 1
." 100 2 3. '360
. .,.0 El 281-
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55 10 0 2 1 824
56 100 5 5.846
'57 1 O0 ,3 112. 390
58 100 6 6.125
59 100 2 . 129
60 100 5 3. 965
61. 100 2 486
62 100 2 1.853
63 100 2 7.018
64 100 2 1 .123

65 100 2 3. 043
66 100 10 12.998
67 1O0 1.906
68 100 2 1 . 1.1.4
6919 100 1. 1 .992
70 100 5 3. 235
71. 100 1 '2 054
72 1.00 2 1. . 3 f44
73 100 3 1.248
74 100 5 5. 338
75 1.00 a 2.170
'76 100 -3 5. 088
77 100 2 1 . 1459
78 100 3 6 . 758
79 100 2 2.995
80 100 1. . 402
81 1O0 72 3.206
82 100 10 24. 576
83 100 3 2.870
F34 100 8 12. '103
85 10 0 2 1 . 517
86 1.00 1. 1.018
F7 ,1.00 2.71.7I88 100 2 2. 2a"7
89 100 2 2.698
90 100 2 3.61.9
91 100 2 1.853
92 100 2 1 .891
93 100 2 1.728
94 100 3 2.966
9 15 100 5 5.434
96 100 2 1 1.114
97 100 2 1 .s267
98 100 2 2.31.4

TABLE 4.3 INDIVIDUAL. MESSAGE PRINT OUT

, ,. .- . 'T. 
' ' -'

W .2
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V. 3IUMMMO MERXICATIOU

To verify the pioper operation of the bus emulator, certain benchmark

experiments were run under known experimental conditions. Since the bus

experiments are very statistical in nature the extreme loading conditions were

chosen to force the system into a deterministic behavior. Tests vere run at

no bus loading, full bus loading and constant collision mode of bus traffic.

Following these extreme conditions a typical bus experiment was run and com-

pared to a computer simulation of the same type experiment.

HD load Test

In the no load test, 99 messages of 100 bytes each were transmitted

through channel A with a 1 megabyte bus equivalent. The background traffic

and the channel B traffic were set to 0 so that channel A's messages would not

differ or collide. Under these conditions the experiment should indicate all

99 messages completed with no back-of fs and the time delay for each message

should be 1 millisecond. A printout of the experiment is shown in Table 5-1

indicating that all messages were completed with a maximum time delay of 1.018

and a minimum time delay of 1.008. The printout of the individual messages in

Table 5-2 indicates that each message was exactly 100 characters and passed

with one attempt and approximately 1 millisecond delay.

Pull load Raper iment

In the full load experiment 98 messages were sent to channel A, but the

background traffic generator was kept in the busy state during the entire

experimental run time. Under these conditions, the channel A should remain in

the defer mode trying to send the first message transmission without suc-

cess. At the end of the experiment, all the messages should be left in the
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GEORGIA TECH -. A]IMICS BliUS SIMULATION NETWORK

SrATIS TICAL DATA

** CHANNEL A ***

BUS SIMUL.ATION FILE - BSIM5.DF
EXPERIMENT RUN TIME := 5000. MILLISEC.
NUMBER OF BUSY/IDLE PATTERNS 3063
DELAY -- SIMULATOR TO CHANNEL A =; 1 .0 MICROSEC.
DELAY SIMULATOR T'O CHANNEL B = 2.0 MICROSEC.
DELAY - CHANNEL A TO) CHANNEL B 3 9.0 MICROSEC.

NO. OF MESSAGES SENT tO CHANNEL 99
NO. OF MESSAGES C(]MPL.ETED : 1 99
NO. OF MESSAGES C(ANCEI...ED 0
NO. OF MESSAGES L..EFT IN CHANNEL 0
TOTAL NO. RA)F' ,AGKOFF S = 0

MAXIMUM TIME DELAY = 1.016 MILL.ISEC.
MINIMUM 'TIME DELAY . 1.008 MIL.LISEC.
MEAN TIME DEI...AY = 1 . 014 MILLISEC.

'TOTAL BYTES PFUOCESSED : 9900.
MAXIMUM MESSAGE L.EN;TII = 100 BYTES
MINIMUM MESSGAE L.ENGT.H 100 BYTES
EQ LJIUAL.ENT MESSAGES / SEC. 19.800
MIN. EQUIVAL.ENT BA1.IDPArE . 19800.
E{ UIVAI..ENT UNL..O:ADED BUS 985715. BPS

MESSAGE I STRFIBU'T ION

ATTEMPTS NUMBER DELAY TIME

1 99 1.014
2 0 0.000
3 0 0.000
4 0 0.000
5 0 0 .000

6 0 0.000
'7 0 0. 000
8 0 0.000
9 0 0.000

10 0 0.000
11 0 0.000
Ip0 0.000
13 0 0 000
14 0 0.000
15 0 0 .000

16 0 0.000

TABLE 5. 1. NO LOAD BUS EXPERIMENT PRINT OUTPUT
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(.;E:O.ACIA 'EC:c .. A:I:MIC5 FAJS SIMUL.ATION NETW0I:IK

I[NDIVIDUAL ME-:SSA[(.fE DATA

MESSA[C: I..EN(.;-TH ATTEMPTS DELAY 'TIME
1. 100 1 1. 008

100 1 1. 018
S3 100 1. 1.018
ZlI .00 1. 1. 018
, 10(0 1 1. 018
6 100 1 1. 018
"7 1.00 1 1 01.8
8 100 1. 1 .018

9 1.00 1 1. 01.8
1.0 100 1 :1. 018
:1.1. 100 1 1. 01.8

:1. 100 1 1. 008

1'Il 100 1. 1.008
.I5 1.00 1. 1. 01.8
1. .0 0 1. 1 . 01 S
:1. "7 100 1. 1. 008
1 1.00 :1. 1. . 018
1.9 1.00 1. 1 .01.8

20 1.00 1 . .008
121. 100 1 1. . 018
22 1.00 1. 1. 018
23 1.00 1. 1 .018

al 1 0(0 1. 1 .008

P5 100 1 1. 01.8
26 1.00 :1. 1 . 018
27 1.00 1. 1 .018
28 100 1 1 .018
29 100 1. 1. 018
30 .00 1 1 .008

11. 100 1. 1. 01.8
3 2 1. 00 1 1. 018
33 1.00 1 1 . 008
3 1.00 1. 1 .008

,'36 .O0 0 1.00841 1.00 1. 1.01.8
I36 100 1 1 . C)08
:"7 1.00 1. 1.. 008
38 1.00 1. 1 .018

.39 1. 00 1. 1. 008
'to :1.00 :1. 10 0 008
e11 1.00 1 1.01.8
el, 1 00 1 1 .018

"3 1.00 1 . 008
'-Ill :1. 00 :. 1. 008

415 1.00 1 1. 018
116 1.0) :1. 1. 008
'7 1.00 . 1. 01.8
'l(8 1. 00 :L 1. 0:1. 8
/19 100 1. 1. 008
50 100 1. 1 .008
.31. 1.00 .1 . 01.8

1.00 1 1. 018
,53i 100 1 1. 018
51 1.00 1 1 .008

,,,,__ _____ _____ _____ __'__ _____ _ .-
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55 100 1 1.008
56 1.00 1. 1 018
57 :100 :1. 1. 018
58 100 .1. 1 01.8
59 10(0 1. 1 .018

60 1.00 1. 1. 018
61 100 1 1. 008
62 100 1 1. 008
63 100 1 1 . 018
6-1 100 1. 1 . 018
65 100 :01 1. O18
66 1.00 1 1. 018
67 100 :1. 1 . 018
6E. 100 1. 118
69 100 1 t .018
70 100 1. :1.. 008
71 100 .1. 1 .008
72 100 1. 1.0l8
'7:3 1.00 1. 1. 0:1.8
7A 100 1 1. .01.8
75 :00 :1. 1 .008

76 1.00 1. 1. 01.8
77 100 1. 1.018
78 1.00 1. 1. O:18
"79 1. 00 1 1. .008
80 100 1. :1. 018
81 100 1 1. 008
82 100 1. 1.018
8 3 100 1. 1 .008
i8- 100 1 1.01.8
85 101 1 . 018
86 100 1 . .008
87 1.00 1. 1.01.8
88 100 1 1. 1.8
89 100 1 1.018
90 100 1. 1 .018

91 100 1 1 . 018
92 100 1. 1.01.8
9, 100 1 1.018
9A1 100 1. 1.018
95 100 1. 1.018
96 100 1. 1 . 008
97 100 1 . 008
98 100 1 1. 018
99 100 1 1. 008

TABLE :5.2 INDIVIDUAL.. MESSAGE PRINT OUT
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channel with no back-off s taking place. The printout from this experiment is

shown in Table 5-3.

Constant Black-Off ftper iment

In this experiment the collision flip-flop for channel A is held in the

high state so that every time channel A tries to send a message, it will get a

collision indication. Under these conditions, the channel will try to process

eamessage wil bes aneledind a newiio mesae willtebroughte in. tepitot

eamessage 6 tes gcletin a coliio mesach attlept.uAfte 16. Tempitt

from this experiment shown in Table 5-4 indicates that 98 messages were sent

to channel A with no completions. The system cancelled 90 of the messages

with 1,442 back-of fs and left 8 messages unprocessed at the termination of the

experiment.

omparison of Bus Houlator to Coputer Simulation

A final verification was performed by comparing the bus emulator to a

computer simulation of the same bus traffic scenario. A typical scenarioI outlined in Table 5-5 was setup in the computer simulation and on the bus

emulator. The resulting data was collected and summarized in Table 5-6.

Since these experiments are very statistical in nature, the data from the 2

systems were not expected to be identical.* The number of messages completed

* and the number of back-of fs were extremely close but the mean time delay of

the simulation was approximately 1 milisecond longer than the emulator. It

should be noted that a single message requiring a large number of attempts for

completion can cause a significant change in the mean time delay. An example

of this would be the message in the simulation that required 15 attempts and

used 97.7 milisecond of time delay. The most significant difference in theA comparison is the fact that in the simulation run, almost half of the messages
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GEORGIA TECH AII'MICS BUS SIMULATION NETWORK

STATISTICAL. DATA

*** CHANNEL A ***

BUS SIMULATION FILE rn, BSIM6.OF
EXPERIMENT :UN TIME = 5000. MILL..ISEC.
NUMBER OF BUSY/IDL.E PATTERNS 2 2992
DELAY SIMULATOI:i TO CHANNEL A 1 .0 M'rCIOSEC.
DELAY SIMULATOR TO CHANNEL B = 2.0 MICROSEC.
DELAY CHANNEL A TO I-IANNEL B = 3 8].0 MICROSEC.

NO. OF MESSAGES SENT TO C--IANNE..L.. 98
NO. OF MESSAGES COMPL.ETED 0
N(]. (OF MESSAGES CANCELED - 0
NO. OF MESSAGES LEFT IN CHANNEL = 98
TOTAL NO. OF BACIKOFFS 0

MAXIMUM TIME 1DEI...AY : 0.000 MILLISEC.
MINI MUM I£ME DELAY 0. 000 MILLISEC.
MEAN TIME DEL.AY 0 .000 M LL.ISEC.

TOTAl BYTES PROCESSED - 0.
MAXIMUM MESSAGE LEN;TH 0 BYTES
MINIMUM MESSGAE LENGTH 0 BYTES
EQ4UIVALENT MESS5ACESISEC. 0
MIN. EQIUIVAL.ENT BAUD:ATE - 0.
EQUIVALENT 1.NLOADED BUS 0. BPS

MESSAGE oIsrIaUTION

ATTEMPTS NUMBER DELAY TIME

1. 0 0.000
2 0 0.000
3 0 0.000
4 0 0.000

5 0 0. 000
6 ) 0.000
7 0 0.000
8 0 0.000
9 ) 0.000

10 0 0.000

11 0 0.000
12 0 0.000
13 0 0 .000

14 0 0 .000
15 0 0.000
16 0 0.000

TABLE 5. 3 NC:) LOAD BUS EXPEI:MENT PRINT OUTPUT

'S
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GEORGIA TECH AIRMICS BUS S1MULArION NETWORK

STATISTICAL DATA

*** CHANNEL A *

BUS SIMULATION FILE *= BSIM6.DF
EXPERIMENT PUN TIME = 5000. MILLISEC.
NUMBER OF BUSY/IDLE PATTERNS 2992
DELAY - SIMULATOR *TO CHANNEL.. A = 1.0 MICROSEC.
DELAY SIMULATOR 'O CHANNEL B = 2.0 MICROSEC.
DELAY CHANNEL A TO CHANNEL. B 3.0 MICROSEC.

NO. OF MESSAGES SENT "ro CHANNEL 98
NO. OF MESSAGES COMPLETED 0
NO. OF MESSAGES CANCELED = 90
NO. (IF MESSAGES L..EFT IN CHANNEL 8
"'OTAl. NO. OF BACKOFFS = 1442

MAXIMUM 'TIME DELAY = 0.000 MILLISEC.
MINIMUM TIME DELAY 0.000 MILLISEC.
MEAN TIME DELAY = 0.000 MILLISEC.

TOTAL BYTES PROCESSED 0.
MAXIMUM MESSAGE LENG'4 = 0 BYTES
MINIMIM MESSGAE LENGTH =0 0 BYTES
EQUIVALENT MESSAGES/SEC. = 0
MIN. EQUIVAL.ENT BAUDRA'TE = 0.
EQL.IVAL.ENT UNL.IUADE:D BUS 0= 0. BI:)S

MESSAGE I:)ISTPIBUTION

ATTEMPTS NUMUEPI: DELAY T IME

1 0 0.000
2 0 0.000
'3 0 0.000
•1 0 0.000

0 0.000
6 0 0.000
.7 0 0.000
8 0 0.000
9 0 0.000
10 0 0.000
1. 1. 0 0.000
10 0.000
.13 0 0 .000

A14 0) 0.000
15 0 0 . 000
1.6 0 0.000

'TABLE 5. 1 Nt) LOAD BUS EXPERIMENT PRIN'T OUTPUT
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BENCKMARK EXPERI MENT S IMULArO]R/EMULATOR

EXPERIMENT INPUTS

PARAMETER VALUE

BUS TRAFFIC:

BUS RATE (MEGA BITS/SEC.) 1.0
BUS LENGTH (METERS) 1150
NUMBER OF STATIONS 40
MESSAGE L.ENGTH (BITS) 1000
MEAN INTEI:PARRIVA.. TIME (MICRO SEC. ) 50000
BACtK OFF ALGORITHM BIN. EXP.
ACKNOWLEDGE LENGTH (BITS) 0

SERIAL (USER) TIAF'F*I':

MEAN MESSAGE I..E"NGTH (BYTES) 1.00
LENGTH VARIATION (BYTES +I--) 0
INTERMESSAGE INTERVAL. (MLI..]: SEC. ) :.O0
INTERVAL. VARIATION (MI:LL:I: 5EC. ) 0
NUMBER OF MESSAGES :1.00
S ERIAl. PORT BAIJDRATE 25000

EXPERIMENTAL SET UP:

DEL.AY SIMUL..ATOR IT) CHAN. A (MICRO SEC . ) 1.0
DEL.AY SIMULATO"'(R T(O CHAN. B (M:ICRO SEC . ) 0
DEL.AY CHAN A TO C:HAN. 6 (MICRO SEC. ) .0
PUN TIME (MILl.... SEC. ) :00 0

TABLE 5.5 SCENARIO FOR BU1S EMULATOR / SIMULATION COMPARISON
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S IMUL.AT I ON / EMUL..A J: N C(OMPAR I SON

PARAMETER S IMULATI ON EMULAT ION

MESSAGES SENT 98 98
MESSAGES COMPLETE 98 9B
MESSAGES CANC:ELED 0 0
MESSAGES LEFT 0 0
TOTAL BACKOFFS 185 190
MEAN 'TIME DELAY 5.955 M.S. 4.494 M.S.

ATTEMPTS NO. DELAY NO. DELAY

I 44 I .2 11 1.65

2 24 1 .78 53 R. 13
3 9 .-3. 16 13 3.98
'4 6 4.13 6 5.11
5 1 ,.91 "7 4.78
6 0 - P 6.39
7 3 7.71. "1 5.94
a 2 9.89 1 12.40
9 2 16.09 0
10 2 27.29 2 1.8.78
11 , 51.52 0
12 1 '45.48 1 47.18
13 0 - 0
14 0 - 1 7.32
15 1 97.70 0

$16 0 -- 0 .

'TABLE 5.6 SUMMARY OF EMUL.ATOP / SIMULATION COMPARISON

I

'Ii

'4.
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were completed on the first attempt whereas in the emulator, over half of the

messages required 2 attempts. This difference may be caused by the fact that

the computer simulation is basically synchronous in nature while the bus

emulator is basically asynchronous in nature.

I
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APPENDIX A

"DESIGN OF AN EMULATOR FACILITY FOR PERFORMANCE STUDIES

OF CSMA - TYPE LOCAL NETWORKS"

A PAPER PRESENTED AT THE 7 TH CONFERENCE ON LOCAL NETWORKS,
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DIGU OF AN SULATION ACILT OI PlIIFOUWIC STUDIS OF CSIA-TYPI LOCAL NITWOI1MS

Peter J. P. O'Reilly, Joseph L. Unsmond, Jay N. ohlg
Sobool of Electrical Bgineering, Georgia Institute of Technology, Atlanta, GA.

Dale N. Murray, Advmnoed Informtion 3ytem Division,
Army IUtitute Var Isearoh In Management Information and Computer

Boimnows, 3 Army Computer System Comand, Atlanta, GA.

The paper discussea the design and preliminary Lal ocomputer networks saws destined to play a
evaluation or a facility for emulating baseband or role or Increasing importance In distributed pro-
broadband CSMo-type local networks tor ocaueia- easing and offloe automation. Vithin the class of
tions aseasent of distributed processing system. local omputer networks, the bus topology, going
The facility to belng comtructed to met a no" aom form of oarrier sens multiple acOess (CdMA)
for a cost-effective method for studying the per- both beseband and broadband, has a number or advan-
tormanoe and protocol Interactions of local net- twos in term of reliability, coat, and ability to
works loaded with any number or stations, even up reofiure. This paper descrlbes I oat-erffetlve
to the order of several thousand. racility for performance studies of much netwuks.

The facility consists o two physical stations, The general structure of a CINA network is
with high levels of protocol& Implemented and shown In Fiure I using the terminology or Net One
active, coupled Into an emulated network. The emu-
lation facility usea an analytical model to gener-
ate the effect of traffic from any number of beck- WIs
round stations. A control program allows the Device

physioal stations to interact with the eulated
backgro stations o that the foroer behave as if
they are connected to an actual network. In opera-
tion, th only transfer or data isJ Into and out or

a memorn shared by the two physical stationa. Thus Ser1l or Prallel Serial or Parallel
high speed aerlal bus operatlon "n be mlated Connection ceaction
with low spe"d equipment. 00 4

A key element of the facility is the background
traffic generator. The proper operation or this U~
generator is verified with studies discussed In the Prcessor Pcossor Processor
paPer.

5WmW: Local Computer Networks, Local Area
Networks, AnalytieohL Model fotr LCs, Perfoamne
Monitoring or LCD, LCi ISulatlon, LCU Simlation,
EEURNlUT Performance Cmaracteristios, Camunica-
tions Asment Tool for Distributed Processing,
Distributed Processing Coam lations Test-bad Transceiver Transcetver Trnscetver

aeilIty. Interface Interface Interface

This research was dome for the Department or
Defense under contract nmber wAi29-60.-0009 with
the 5. 5. Army Reeearch Offloe for the T v--
INSTITMT NO UK IN NANAGEU N F ORMATION ~ ncie nsavc1ese o
AND OWM1 SCICS. The vlews d oonlusioas
oatained In this document a-* thoee of the authors
and 11ld not be lnterpreted as nOOssarily repro ble
senting official polioia, either eproe or

Itoral stvultwo of a class of Contestin.)Impiedof heDeied tats o~einst. a1 Cmpte lietwo (se "e ident ified
with th. tolmiNolop Wed by set One.)
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113. User devices are ooupled to & coaxial cable for numbers of stations varying from two or three
at a number of station locations along its length. to twenty. P blolaansel uas a hybrid ascss
Eah station has three mjor componenta: the net- mechanism Involving scme aspects of central
work processor, the tansceiver Jatrftos, and the control. Although oentral control strategies are
tracoeiver. The bandwidth of the cable Is Such not a part of the present study , the papers are
as to allow operation in the meablt per seecod mentioned because of the overlap Into areas of
range; for eaple, .koffr 1 3 discuMss pM Sn- erest.
tative local area networks which operate at data In sumary it seems accurate to say that,
rates trom 0.8 to So mbite per second. Using although performance of basic access protocols have
suob high data rates allow d CM-type network to been studied to some extent, only a very limited
support a large number of stations. thrnt, as amount of data Is available on user-to-user parfor-
an illustration, claims the ability to support over mane, either from measured data or from simulation
one thousand stations. studies.

The objective or the faoility to be desoribed
is to provide a oost-effeotive Meas for studying 3. X-M FOR FACILITY
the overall performan e (as ootrasted to merely
the performance of the acess protocols), of a The survey of previous performance studies,
variety of CSN networks ouplinxg appropriate user documented in Section 2, Indicates a need to study
devices under realistic conditions. In order to the performance of user-to-user links through
accomplish the objective, all protocol levels up to CSA-tYpe local networks for both basebad and
the user-to-usr level, snd of course including the broadband systems. Such studies could obviously be
access protocol, mast be a part of the study. carried out using the brute force approaob of

Desired resulta from the facility are such per- building a test bed with a number or different con-
formance relationships as delay versus throughput, tentlon networks deployed. Rach network would have
and response time versus loa4 for station pairs to be loaded with statios producing prseribed
comeuicating In the presence of varying amounts of traffic and the number of reqired stations could
*bekgrounds traffic due to other stations 006- be In the hundreds to achiem a full range of lead
peting for the network, conditions. This approach, using a brute force

test facility, in not cot-effectlve.
2. PREVIOUS PERFORMANCE STUDIES An alternate approach would be to study the

networke In qustion with a simulation model. The
Host of the performance studies reported in the stralght-fornz approach to simulating a CNA-type

literature examine the characteristics of only the l1l network would use a disorete event model,
access protocols, without considering the higher perhaps programed using a simulation language such
level protocols necessary for user-to-user con- as OPS or SINLA (Fronts [133). Such an approach
muloation. Studios of this sort for ALOHA-like is feasible, but clearly the number of ents which
contention mechanisms, including Pure ALOHA, mut be prcessed will inrease in Woprtion to
slotted ALOHA, non-persixtent CMA and various the number of stations connected to the network.
p-perslatent CUB schemes, are sumarized by Experience has shown that as the nmaber of stations
Kleinrook V3. Hore recently, detailed analytical in the simulated network becomes forty or so, the
studies of CSNA/CD protocols hve been done by cost of computer time becom significant. The
Tobagi and Hut 13, by Franta and Bilodeau 152, cost of a simulation with an the order of one
and by Lam [63. Lam's paper contains simulation thousand stations, and Including higher level tIO-
curves for comparison to the analytic results, and tic.s, would be prohibitive.
all three papers give a variety of curves showing In order to carry out cot-efoctive studies of
the relationship or delay and throughput to other usr-to-us obaraoteristie fbr local networks, a
system parameters. different approach to those of a brute force test

Typical simulation studies of access protocols bed, or a discrete event-type simulation model mst
are those by: Tokoru snd Tamaru 13 for Acknow- be round. Such an approach is the subject of the
ledging Ethernet, Franta and Bilodueu C53 for present paper.
priority CM, IHughes and LI [183 for thernt, and
Ales a" Lazoweki 1192 for what ae termed l. OVERALL DIZON OF TIE MLATIOU FACILI
Ethernet-like networks.

In the only work found which reports measured Dasic Anargoah
results, shoch and kpp 053, giJ, give limito
data on chanel Utilization versus m r of hoats Consideration of the shortcomings of the two
tn two sets of curves using measured data from an methods discussed above adft w that both are subject
experimental gthernt. to Gosts which increase tn propo Lot to the umber

The mot extensive simulation studies reported or station cao ted to the sable, efve thooug
In the literature to date have bos done by Teh attention Is to som extent foused on eny the two
93. Watson g1O (113, and Donmelley and Yoh C122. stations bich are cmnuinosting. This realization

These authors in the related papers cited study leads to a structure for the emlation anility
lYPERshannel and, in a part of the study 1112, con- which isolates two mmuicating stations from all
pare It to thernet. The simulations performed by of te Other Stations which, takes toether,
thees authors Include sm higher level protocols comprIse a ObaokgroumdO type of load for the cable.
as well as the basic access protocols. The amha- The two communicating stations ar Implemented in
s In thee studies is to obtain ourvee or total physical hardiare an softare while the background

network throuhput and average delay versus lod traffic is generated artificially using a model and

6j
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the specifications of the comercial LCN to be emuft 3?*?IG A nzc
lated, as shown In Figure 2. With this approach.
the two physical stations operate essentially as If -0Mg
they are connected to a real networks While use of mic UIC
the artifici background makes It possible to emu-
late arbitrarily large loads merely by changing--
constants In a background computer program. IMLAI * ,, M,

USER USER
DEVICE MIyCE MACKGROUNDF Ts"Fic

(P-gi) ow"ort

NETWORK NETWORKI
PROCESSO PROCESSORI

EMULATED CONTENTION NETWORK IC

figure 2. Logicel Diagran of faula~ed
Coftention-Type Local Network pigs"@ S. flyaltel 9iagram of aiatift PACil1Y

The operation or the emulation facility can be the channel. In the evagatica facility no phyJsicl
explained In more detail by referring to Figure 3. channel Is used and therefore chboael busy" nd
Stations A and B are Implemented in hardware and "collision deteotionO flags must be generated arti-
software wish the sme as In an actual network. tially.
The m6800O microcomputers carry out the tasks of Only two extensive chnso in the software of
the network processors In Figure 2. in operation, the two physical stations In the soulation fecility
a Packet of data from a user at station A, which is Ure noeessrY due to the modified opeatic. of
to he transferred to station 3 across the network. transferring Packet* Into and out of memory,
Is stored by station A Ini the comon mmor y. ften instead of over a physical channel: eme wait, time,I the control program finds the emulated cable Is detersmed by Pocket length sad actual ohamoel bit
free of background traffic, station a ise allowed rate, Is Incorporated late the frame transmit
to read the Packet cut of memory to the user at Program between the Point at which the 8trnamis-
station U after a time daisy which accunts for sion begins' and the point at which the
transmission time and propagation delay in the "transmission" termates; and a second 'nit time
actual network, equal to the propagation time plus time for the

Since actual data movement, emulating flow 1eceITe preso In the actual system, to Incorpora-
through the network, Is only into and out of the ted Into the fram receive program to delay the

o mmmorY, It is possible to emulate large bit termination of this process.
rates without using a high-speted serial Usak. fte The logic For ocatrellIog transmissions from
cotrol Program, using Inputs from the background stations A and 3 ad for generating shahoel busy
traffic program and the logic cirouitst operates an and collision detection flags requires the pro.
a switch which determines when data an he tramns- oesaing of three types of Physical signals: a
ferred from station A to station 3 and vies versa, 4signal, 110t09 indicating6 that sltation A Is

transemitting; a similar signal, saft), for station
*Desian of Control Proaram and Loi Ciruit 3; nd a s19Mal, 3(t), Indicating that a backrground

station is transmitting. Figure 4 gives typical
In the actual network, She network processor at wavefeorme for the three signals ad a waveform

each station awipofts several eoftuare progrome indicating whem station A, for examle, am we the
chick are noa In real time to aentrel the following channel. Previous work baa issued that D(t) is

*functions: frame Input, frae output, deference, Independent of &A~ t), however ways of making 9(t)
frm troemissioa, end frome reception. The Interactive are being Investigated.
adefrencem prowsm end the 'fram tranmiot' The 'station transmitting signals are
PrOWr require input ftr *channel WBy and gemnted In a straightferimrd mommer a% eaeh OtA-
'eellisiont detections, chick are ebtained in the ties. The signal. iNdicating that a background at&-
actual network by high Speed circuits uWhich monitor tie Is transmitting is derived by a aimple logic
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£ 2 ) Idl Idlej Fi ~i . Background
t 3 t4 Goners tor

', I It

to To I II

I chomi ol for lv
,- w by Station A 13

S(t1

Figure 4. lypiCal Mavefowus, ter SigagiS Ujd in the
L.Sc Cruits of thle catre) Pogrm.

Deference Logic

circuit from a stared sequence of umbers giving a
the length of background busy and free intervals. Cliin 6 olso

genraed of-ineoronli, y a - IhmtoCollision Detection Cllision Detection
bediscussed In Section 5 or tb. paper. Station A Station B

Figure 5 shows a logic circuit for generating
signals to cause stations A and 5 (sand the bac- Figue S. Logic Circuits far Deference end Collision Detection.
ground generator If so desired) to defer odiea

detected at the station io question. A obi$'aI Input at terminal &2, for esample, causes station A
to abort or defer tranamissili. Such a asgal can
also be used as a "chanel busy' flag for station Intuetto
A.* A high Input at 12 Inhibits the traffic genera-
tion program It so desired. ?be emalation fasility Is to be used to study

Note that the logic circuit for deference the performance of various emulated networks. To
Includes delays Tab . r. and g % lac account aocaplish this a somer of quantities most be
for the appropriate propagation delays between sta- sttered In the curse of operation.r ticme A, 3 and an "Naveragel background station. The parameters of the background generator area
The topology to be emulated and the interstation determined as a pert of the basic algritm and no
distances Involved decide the settings of these difficulty has been expere eed In seording or
delays. processing this data.

*Collision detection Is acpliahed by cm- For the acteal stations A and 3, several
bining the signals aI, a or b, , 102 In on AND air- maurements most be made. For exmple, mobh quinn-
emIt. At station A, tor eape, It the signal at titles as the starting tUme of the first bit of a
:1 Is "l~ at the time Mat the aignal at message sand the time of receipt of the last bit of'
12 is hi*, M lMUWeVe Output resultsi fom the a message most be measaured. Similar measurements

AND circuit before the a2 Input susesi station A to mast be medo for packets, since they will set typi-
abort, Sush a signal Indicates that station A Mes @ally be of onstant length. Packet lengths meet
obseve merwe than one signal as the obeml, med also be mpeared as packets are esastruoted.
homee a collision basasocurred. The Impulsive With respect, to Imme operation, the umber
output am be used to aetuste a Circuit which mJa- of cellisioms, the nmers in various queues and
talm the "Gollisii detection' swinal over several possible esesse eslisiens are quetities to be
slet times , If this In appropriate for the aetwork observed. Details of these mesuremets and air-
beingemulated. suIts will met be isoussed in this paper.



5

53
5. OWU A XTOU LN IA SOROU T FF IC oeoSuccssf ul ,

litegal Trana iasshi erld at rval

The design of an allithm for generating the
duration of busy and idle periods for the baok-
ground traffic "epresents a significant problem I ................
if the system is to accurately represent a real . ... .. _ _.

CSNA network. The theoretical aspects of this 1,
problem We discussed In detail in another paper by
two or the authors 9143.

In the next subsection, the algorithm used with Idle $loss
the emulation facility is discussed qualitatively
and as of the equations defining the algorithm
are given.

Alsoriths for Backiround Traffic

The background traffic algorithm produces the
data for a signal, B(t), consisting of busy periods .......of' random duration Intrspersed with Idle periods ! f | l, :
also of. random duration. The statistical proper - _' •
ties of the busyidle periods are determined by the 341, ma P ie Idle
number of stations on the emulated bus, the charac- e, o .o a, ,
teristics of the individual station loads, and of
the Protocols used - both the specific aocess and (b)
higher level protools. The final output of the
bookground generation is a two state stoohastlo i" 6. (a) A Sosot of Nestu View Soed CAM tle. Ito tali.
proceas with alternating busy and idle periods. Idle sts 4" Seamesf Tr.es?,,e Pwd

The traffic algorithm is based an a set of Wb A %~eto em~ ieldei~~ sa a l
oquations% hich describe the dynamic behavior ofe

the CIM/CD network. Following the approach used
I" i 153 and LU) probabilistic arguments and om
results from the theory of regenerative processes
are used to develop these equations.

In developing the equations, it is assumed that
the time axis is divided into &lots, with the Assumptions and notation used in formulating
length of each slot taken to be the nsuinm One-way the equations for the traffic algorithm are as
propagation delay along the part of the bus used follows:
by the stations contributing to the background
trafflo. All time periods are taken to be an * fixed packet length, L(slots)
Integer numer of slots, and transmissions are
assumed to start only at the beginning of a slot, • finite nuember of stations, 0
a for a slotted 1-persistent CSMA/CD protocol.

A time interval of network opration ownists identical Poison arrival process to
of sucessive periods of successful transmissions each station with mean interarrival
and contention intervals with idle slots inter- time, y (slots)
spersed, as illustrated in Figure 6(a). Many
protocols cause a station to defer for one slot, • length of contention interval, N (slots)
after detecting an idle channel, before attemptinga tre eo in order to allow the last bit of a • sen bokor t ate frst oellision,
message to reach all stations on the bus. &uoh V I (Slots)
slots, during which the channel is effectively
still busy, are shown dotted in Figure 6. . the arrival process to a particular sta-

Figure 6(b) Illustrates busy and idle periods tiOD to deactivated until the tranmis-
produced by the traffic gnerator as 3(t) As son of a packet already at the station
Indicated In the figure, the boy periods ain con- is awoesafully completed.
eiet of a mber of suooessful transmissions and/or
contention lntervals. 3tations can be in one of two states:

In both parts of Figure 6, arriving packets am *thinking* or "baoklogged.0 In the thinking state,
denoted with arrows. TW or mere arrivals within packets arrive rftm outside the network in ay slot
an idle slot, a suocesaftl transmission period, or with a probability ot given by
a contention interval will cuse a mollimio• during
the next open slot time, as illustrated in the at  - exp(-i/Y)
figure.

A station is backlogged if Its eurent packet
ha suffered a collision. U okoff time, for the
collided peokets, is chosen from an expomtil

*
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distribution so that in the backlogged state The second basic quantity, qi, the probability
packets my be said to Oari'ive" (in this case from of i attempted retransmissions ooourring In an
the store of backed-orf peokets) at the station available slot, is given by:
with probability o b given by: Iqx - ~ (A) (B)

J 0 qj qi j i = 0,1,...,K

Ob - - xp(-1/) In this expression qI(A) and qi(S) are given by:
q) KA Ie-T/vz~ e-T/v K A-I

In this expression v, the man of the backoff I (KA ( (e

tim distribution, Is determined by the particular -0protoool used by the background stations; for
example. it my be fixed or way depend in a linear
or binary exponential fashion on the average number and
of collisions per backlogged station.

For each time slot, past events determine If
the channel Is busy or available. If the channel (B) K1 (1 -/v i -T/v)K
Is busy, the algorithm Indexes to the next slot. q (K3 - i)Il! (1 - e-)/()
It the channel is available, three probabilities

* are computed, namely: the probability of a sue- ± - 0,1,...,K
cosaful transmission starting, (Pg), the probabi-
lity of a contention starting (PC) and the The two quantities qj(A) and qL(S) are reepe.-
probability of the slot remaining Idle (ps). Using tively the probability of I retransmissions
a pseudo-random number generator, one of the three arriving from stations with one collision and the
outOomes is selected and, in the case of a suoess- probability of I retranmissionas arriving frem ata-
ful transmission or a contention, the dynamic tions with more than one 91lislon. The quantity
variables are updated. v in the equation for q a ts a function of the

The dynamic variables and the equations for the baokoff algorithm corresponding to a specific pro-
probabilities of the three outcomes are now sum- tocol. For the emulation of Ethernet-like proto-
sarized. cola, v Is given by:

There are three basic dynamic variables that
are potentially updated for each slot: the number V . v 2
of stations with messages in the backlog due to 1
first collisions, A. those In the backlog due to The desired probabilities Pl, p0, and PC can
more then one collision, K5, and the average number now be expressed as:
of collisions for those stations whose current
packet has collided more thn once, C. In passing. PI 8 POqOit should be noted that in general the behavior of
individual background stations is not identifiable. pa a PqO + Poqj

Equations for the three desired probabilities
are now given in tra of the more basic probabill- PC a I - PI PC
ties pi and qj"

pi In the probability of I now arrivals (from A pseudo-random number generator producing X
thinking stations) attempting transmissions In the from a uniform distribution as (0,1), is used to
typical slot. This quantity Is given by: decide between the three possibilities according to

the following rule:

*-T/y I QTY if X 4 PC a successful transmission is
Pi (Q-K-) (initiated

i - 0,1..... Q-K If Pg C I (pC * PC) a collision ocurs

If X (PC * PC) the slot remainIdle.

where K * KA * Ka denotes the total backlog and
Possible outcomes and their relation to the

three probabilities are sketched In Figure T.
1, if previous slot was idle

3moocssful Collision Idle
T * LL*.1 if a suocoesful transmission is just Transmission

completed I I I I
PC POOPC

.1, If a ontention interval is just Figure 7. Identification of Ranges
Completed for the Variable X.

f.
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In a similar manner, other probabilities are
oloulated and further decisions are wade: proba-
bility of a retransmission being involved given .0 .o z
that a smoeaful transmission is initiated; proba-
bility that the backlog 9g Is reduced given that a o.6
retransmission is involved in the successful
transmission; probability of having 0,1,..Q-I naw P. o.
arrivals Involved In a collision, or having -a0 1 ,..[A and of having 0,1,..I B retransalslo.
Involved in a collision. Using similar random nun-
bers, decisions are made which allow the updating
of KA, K9, and C. The above probabilities and
discussions illustrate the basi approach used. A ,
number of other similar probabilities mst be cm- a 10 12 20
puted In order to complete the updating. The
equations are discussed in detail in the forth- Number of Stationsoming paper [1 .c 

Figure 8. Throughput versus Number of Stations
Verification of the GLorithm for Packet of Length 4096 Bits.

The algorithm has been implemented In FORTRAN
code and to verify its effectiveness a number of
checks have been performed: against the results of
Shoch and Hupp g83 for an experimental Ethernet;
against the results of an Acknowledging Ethernet; Number of 3hoch Discrete Event
against the results of an In-house discrete event Stations Ideal 4 Hupp Simulation Algorithm
simulation for a small number of stations; and,
finally, with an analytic study of the basic
equations. 5 0.5 0.50 0.478 0.482

8 0.8 0.80 0.729 0.735
Verification of the Algrithm with Published Data: 10 1.0 0.94 0.864 0.856

12 1.0 0.96 0.924 0.922
To test the traffic generation algorithm, it 15 1.0 0.96 0.961 0.959

can be run as a part of a simulation providing 20 1.0 - 0.976 0.971
periodic outputs on the number of aucoeasful )00 1.0 - -- 0.977
transmissions, collis oms, number of stations in
the backlog, eto. From this data various overall
network performance measures such as Othroughput si Table I. Throughput versus Nuber of Stations
can be determined. By considering one or moe with each Station generating 10% load.
typical stations as external to the background
traffic, delay characteristics can also be studied.

Sho h and upp, in the reference cited, give differefne with the Shook and Rupp data can
limited data on an experimental Ethernet. The net- probably be aoounted for by the fact that Shoch
work is operated under high load conditions using a and RUM do not make clear the condition or their
550 meter bus loaded so that each station accounts study Or how the load was adjusted to give 10% load
for ten percent of the load; i.e., the mean inter- per station.
arrival tine was chosen so that the output from The results from use of the algorithm are also
each station would ocupy the channel for ten per- compared to the simulation results of Tokorc and
cent of the time if no other stations were allowed Tamru 7 for Aoknowledging Ethernet, although
to transmit, their work uses normally distributed interarrival

The results for packets of 4096 bits using the tims rather than the, more realistic, Poisson
algorithm are compared: to measured results of distributed time on whlh the algorithm is based.
Shoch and Hupp 1173, to Ideal throughput response, The results are shown In Fler 9 for a bit rate of
and to the results of an in-house discrete event 1 Nbpa. The comarison io qualitatively good and
simulation In Figure 8 and Table I. As can be discrepanclem are considered to be adequately
noted, results from the algorithm and from the aceounted for by the differem e In arrival distri-
discrete event simulation orrspond very closely. buttons.
A comparison with the Shoch and Rupp data shows
more discrepancy but still a good agreement. The Verflication of the Algorithm Uslno an Analytic

Technique:

OThrouthput is defimed as the ratio of channel time The background generation algorithm, discussed
spent transmitting good packets to total time. above, oslits of a met of equations for updating
Defined In this way, throughput and channel utili- values of KA , KS. and C on each of a sequence of
sation are equivalent In the present study. time slots. These quantities are sufficiont to
Effective transmission rate Is obtaned as the pro- determine the probabilities Pg. PC, and Pl, which
duct or channel capacity with either channel utili- determine the stats of the channel, and henc make
sation 9r throughput. possible the slot-by-slot smeration of 3(t). The

. .. .. . ... ... ... . .• I. .. .. .. .'1
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1.0- (L .)8 e-(1+l)g {4- - Ne
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9

Algorithm -.- ( L e2)&

.6 -(N+l)- (Lk) -(N+L+2)g

"., Tokoro and The result from this equation for $ versus g Is
.4 Tamaru plotted in Figure 10 tor L a 100 and N a 2. This

result wtchs the curve give by Tobagi and Hunt
C43 for the same prasmeter values. The parramter

! 
g,8 defined as the aver ag number o f' p ckets offered

r.2 transmission In any slot by the non-backlogged
stations, is related to the paameters or the

backround gneraton algoithm by the equation

16 32 64 12 256 (Q-K) (1- "

ubher od Stetions

FiSure 9. Results fwi the Background Genertor Algoritha For V L, api nd grtng OLg and a I/li, the
Co pared to Results from Tokoro and T maru for e xr s so n f'o r 3 r e u c e s t0

Acknowledging Ethernet.

S Ge- (1+&)
G (1+a-e

- a G }

S=(1+&) (1-e 
-iG ) + e (1+

A l G

eutosuederi• hedsmoehvo•JC3MA/CD network with fewer restrictions than any Thi1s expression agrees with that gitven by Klo~nrook

closed form single expression found in the liters- and Tobagi In [163.
ture.

A valid analytical check on the equations used,
however, can be obtained by reducing the general
equations to special oases which have been pre-
viously analyzed. One result appropriate for this
purpose has been obtained by KleLnrook and Tobagi
I161. who find a closed form expression for
throughput, 5, for a slotted 1-persistent CSNA net-
work without collision detection. Another analy- 0.6
sis, by Tobai and Rhmt g4]. produces a set of
equations which can be solved to give a numerical
solution for throughput for a slotted 1-persistent
CSNA/CD network under the same restrictive con- 0.
dLtons.

To produce the analytic check of the background
generation equations, the restrictions used in the
Tobai and Wunt analysis have been applied and an
analytic expression for throughput has been a o.,
obtained. This analytic expression Is felt to be a
new closed-for expression for the slotted
I-persistent CSMA/CD case, and it gives the sam
numerical result a Tobagi and Hunt for a par-
ti ular met of parameter values that they use. 0.2

The new result is derived subject to the
assumptions that K ad v are constant with probe-
bility 1 and that

0.0

Vi )0 10
-  1 10

Detalls of the analysis are given in the forth- Channel T ftic. e

oumln paper gIq. The final expression for ne. 10. f hpt re Chamol Yaft0

tughput is F

S - L& e-(N+l)& (H + I - &4e)/D

!4,
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6. CONCLUSIONS AND FUTURE PLANS t 63 S. 3. Lam, *A Carrier-Sense Multiple-Acoess
Protocol for Local Networks, Computer

The studies of the background traffic genera- Networks, Vol. 4, 1980, pp. 21-32.
tor. discussed above, Indicate that its operation
is satisfactory. Results for throughput versus t 73 H. Tokoro and K. Tamaru, "Acknowledging
station load omepare adequately well with other Ethernet," COMPCON, Fall 1977, pp. 320-325.
data available, given the fot that some approxi-
mation is Involved in emulating diatributed t 83 J. P. Shoch and J. A. Hupp, OPerforuanoe of
discrete station leds by an equivalent signal an Ethernet Local Network - a Preliminary
derived from average behavior. Report," COMPCON, Feb. 1980, pp. 318-322.

To date, the background generator deals mainly
with the access protocols of the network. It is t 9] J. W. Yeh, *Simulations of Local Computer
planned to introduce further network level proto- Networks - a Case Study," Computer Networks,
col into the background generator In the near Vol. 3, 1979, pp. 01-417.
future, including the queueing of messages at'
hosts, the partitioning of massages into packets t103 W. B. Watson, *Simulation Study of the
and the transmission of acknowledgements and other Traffic Dependent Performance of a Priori-
control information. tised CSMA Broadcast Network," Computer Net-

The background traffic generation is Judged to works, Vol. 3, 1979, pp. 427-434.
be a key part of the emalation facility.
Implementation of other parts or the facility is 113 W. B. Watson, "Configuration-Dependent
ceniderably more straightforward and should be Performance of a Prioritized CSNA Broadcast
completed in the Fall of 1982. Network," Computer, Vol. 14, Feb. 1981, pp.

Several types of studies are planned for the 51-58.
completed facility. One class of problems will
have to do with determining response times in £122 J. E. Donnelley and J. W. Yeh, "Interaction
exchanging data between two stations in the face of Between Protocol Levels in a Prioritized CSKA
varying amounts of background traffic. Such stu- Broadcast Network,* Computer Networks, Vol. 3,
dies are needed for networks operating with both 1979, pp. 9-23.
voice and data packets and in other applications
where response times are critical. [133 w. R. Franta. The Process View of Simulation,

Another class of problems will deal with deter- New York: North Holland, 1977.
mination of throughput versus load for station
pairs as a function of various protocols at the t13 P. J. P. O'Reilly and J. L. Hammond, *An
data link and higher levels. Such studies will Efficient Algorithe for Generating the
evaluate existing protocols in different con- Busy/Idle Periods of a Channel Using CSMA and
binations and can possibly identify areas for Loaded by an Arbitrary Number of Stations,"
improvement. Studies of this type will aid In submitted to appear in the proceedings of
assessing the comunication requirements and Impact COUCON, Fall 1982.
on various degrees of distributed data processing
system design for future Army needs. 1153 F. A. Tobagi and L. Kileinrook, "Packet

Switching in Radio Channels: Part IV,0 IEE
Transactions on Coancations, Vol. CO4_7pp. 1103-1119, Oct. 1977.
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AN EFFICIENT AL9ORITiHK FOR GENERATING THE ZUST/IDLE PERIODS Of A
CHANINEL USING CSM AIM LOADED BY AN ARBITRARY NMMER 0f STATIONS

P. J. P. O'Reilly and J. L. amon d
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Georgia Institute of Technology

Atlanta$ Georgia 30332

ABSTRACTDetailed analytical studies Of CSMI.ICD protr-cols have been carlied out 7by Tobagi and aunt
Many coercial local computer networks which Front& and Bilodeau and Lam . As with moot analy-

use CSMW/CD access protocols, claim the ability to tical studies of nontrivial systems, it is mcee-
support hundreds of stations. This paper describes eery to employ approximation& to obtain tractable
& tool for use in performance studies of such net- results. Furthermore, in this case, tractable
works when the numnber of stations is large, analytical results for complete networks including

higher level protocols, seem unlikely. Thus accur-
The tool is implemented at an efficient asgo- ate results for the performance of complete net-

rithn for approximating the effect of a large wn- works, including several protocol layers, would
ber of background stations. The algorithm is based seem to require use of either experimental or ji.-
on a probabilistic model for the interaction of the lation techniques.
background stations and produces a stochastic se-
quence of busy/idle periods using standard random The only work found in the literature report-
numnber generators. Applications include discrete- ing swerimontal results is that of Shoch and
event simulation, traffic generation for expari- Hupp '7. These papers give limited data on channel
ments on an actual network and generation of back- utilization versus number of stations for an exper-
ground for a local network emulation facility. imental Ethernet. The maxim number of stations

used is twenty.
4 Verification of the algorithm has been carried

out by comparison with experimental results, re- A number of simulation studies have been re-
suts from a discrete-event simulation and with ported in the last several years. Typical of these
theoretical results for a limiting case, studies are the work11 f Tokoro and Tamaru for Ack-

noviedging Ethernet , Prantev n ilda o
1. INTRODUCTION priority CIMA, Nuf*a and Li for Ethernet and

Almes and Lasowsks for what are termed Ethernet-
In the last fiwe years, there has been an in- like networks. These studies are all directed at

creasing interest in local area networks and in the low-level protocols and few consider more than a
Carrier Sense Multiple Access Collisi 01 Detection dozen or so stations.
(CSYA/CD) type specifically. Eleinrock liscussee
CINA protocols in general while Tanenbaum discus- Apparently neither the experimental nor the
sea CSMA and CSMA/dD in the local network context. simulation approach has adequately addressed the

performance of CSXA/CD networks loaded with hun-
Comercial networks of the Cmuj/cr type are dreds of stations and including several protocol

becoming available and includl such networks as layers. Reasons for this are apparent a the ex-
g thernet, Not One and Van& Net . Ethernet is the pense and complexity of a test bed with hundreds of
s ost widely documeated and a detailed descriptila stations for experimental studies, end computing
is included as an appendix by Franta and Chlamtae . costs, at least directly proportional to modeling

*Most of the comercial networks listed claim the detail, for the type of discrete event simalation
* 3ability to support amy hundreds of stations. For normally used.

example, Ethernet claim to support on the order ofI
one thousand. Shock and Nupp deny the necessary for studies

of network@ with large numb" of stations with the
This paper is concerned with one "aspct of claim that oe station with heavy traffic Is equi-

perfoweae studies of CSWACD local networks * valest to many stations with light traffic. This
Mest of the performance studies reported in the claim, however, has yet to be justified.

* literature examine primarily the characteristics
of asets pretocols, without considering the higher This paper describes an efficient algorithm
level protocols necessary foir user-to-user camm- for generating the busy/idle periods of a channel
0isatieft. The studies typically involve lea from loede" by an arbitrary amber of stations. The
M to Possibly a doeo or so stations. The ap- algorithm can be, potentially, a hey element in
Preasbe taken fall into the obvious categories of mer efficient performance studies of three types;
analytical, experimental od simulation. emslys simulation studies, studies of an artifi-

* 1



cally loaded physical network with a relatively rithe is either run on-line, on a fast computer, or

small number of actual stations, and studies having off-line, to generate the random sequence of times

a combination of physical stations and an emulated delineating the busy/idle periods. The time se-

network. quence is then used with a Progromable Pulse 6on-
erator, such as that shown in Figure 1, to produce

Each of these application areas is briefly a channel signal V(t). The Pulse Gnerator box in

discussed in the next section of the paper. This the diagram of Figure 1 must be designed to produce
discussion is followed by sections detailing the pulses of the type used by the network under study.

development of the algorithm, verifying the results

in a special case with an analytic study, and veri- In this application a network installation or
fying results with published data. A final section test bed, operating with a relatively small number
gives a suary and comments on future work. of stations, can approximate the behavior of a

fully loaded network.

II. POTENTIAL APPLICATIONS
Background Traffic for an Emulation Facility

As noted above, the algorithm under discussion
generates the busy/idle periods for a channel using This application is in some respects, similar
a CSMA/CD access protocol loaded by an arbitrary to the previous one. However, in this case, aeV-

number of stations. The algorithm, which can run oral physical stations are coupled to an emulation
on-line or off-line on a computer of moderate size, of a physical channel rather than to an actual
generates, in effect, a sequence of times which channel. Such an emulation facility for perfor-
delineate the busy and idle periods produced by a manct analysis is being constructed. by a group
collection of stations. The algorithm can be including th1 3authors and is described in a forth-
adapted to the access protocol under consideration coming paper

and the number of stations can be entered as a
parameter. In the applications envisioned for the The use of the algorithm for generating back-
algorithm, the stations of a network are divided ground traffic is essentially the sam as that de-
into primary stations and background stations. The scribed for artificial loading of a physical net-
primary stations which are instrumented for study work. For an emulation facility, however, a shaped
gain access to the channel in competition with the pulse is not required and the signal R(t) at the
"background" produced by the algorithm. Details output of the flip-flop in Figure I serves as the
depend to some extent on the particular application required background signal.
as discussed below.

Reference can be mdo to the paper cited for
Simulation Studies details of the emulation facility. In this appli-

cation, as in the the other two, the algorithm pro-

In this application the performance of a net- vides an efficient means of accounting for the of-

work is studied with a discrete event simulation. feet of a large number of background stations.
mall selected number of primary stations are

modeled in detail including higher level protocols. III. DEVELOPMENT OF THE ALGORITN
The event list, which is the heart of the simula-
tion, is then structured to include not only the The background traffic algorithm produces the
essential events from the modeled stations but also data for a signal consisting of busy periods of
the busy/idle information from the algorithm, which random duration interspersed with idle periods also
accounts for the background with which the primary of rando duration. The statistical properties of
stations compete, such busy/idle periods are determined by the number

of stations on the emulated bus, by the character-

If the background is idle at sm time, pri- istics of the individual station loads, and by the
Gary stations can transmit. Rappeninags at later protocols used -the specific access as well as the
times can account for possible collisions. If the higher level protocols. The final output of the
algorithm indicates that the channel is busy, pri- background generator is a two state stochastic pro-
mary stations must defer in accordance with their coos with alternating busy and idle periods.
access protocols.

The traffic algorithm is based on a set of
In this application, the background algorithm equations which describe the dynamic behavior of

runs concurrently with the remainder of the dis- the dN/WCD network. A flow chart showing the
crete event siulation program. The algoritm pro- logic structure of the algorithm 4 &ven in Figure
vides an alternative, muoch more efficient, mans of 2. Following the approach used in"

'
", probabilis-

accounting for the bulk of the stations shtaing a tic argaments ad eme results from the theory of
channel then the normal discrete event represents- regenerative processes are used to develop these
tion. equations so as to implement this logic structure.
Artificial Load for a Physical Network In developiU the equations, it is astmed

that the time axis is divided into slots, with the

In this application, the algorithm provides length of each slot taken to be the meximm one-way
the essential isformatioa for a becgroed traffic propagation delay along the part of the bus used by
8esator for use o an actual network. The also- the stations contributing to the background traf-

t
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fic. All tile periods are taken to be an integer station with man interarrival tium,y

number of slots, and transmissions are assmud to (slots)

start only at the beginning of a slot. In essence, - length of contention interval, N (slots)

the analytic approach assumes a slotted I- - mean backoff time after first collision

persistent C3N&/CD protocol. v (slots)
- AO€ arrival process to a particular station

A time interval of network operation consists is deactivated until the transumission of a

of successive periods of successful transmission packet already at the station is success-

and contention intervals with idle slots inter- fully completed; only one arrival is per-

spersed, as illustrated in Figure 3(a). Many pro- mitted to a station during a slot.

tocols cause a station to defer for one slot, after

detecting an idle channel, before attempting a Stations can be in one of two statea: "think-

transmission, in order to allow the last bit of a. ing" or "backlogged." In the thinking state, a
message to reach all stations on the bus. Such packet arrives to that particular station from out-

slots, during which the channel is effectively side the network in any slot vith a probability a

still busy, are shown dotted in Figure 3. given by t

Figure 3(b) illustrates the busy and idle per- t  I - exp(-I/)
iods produced by the traffic generator. As indi-
cated in the figure, the busy periods can consist A station is backlogged if its current packet

of a number of successful transmissions and/or con- has suffered a collision. Backoff time, for the

tention intervals, collided packets, is chosen from an exponential
distribution so that in the backlogged state pack-

In both parts of Figure 3, arriving packets eta may be said to "arrive" (in this case from the

are denoted with arrows. Two or more arrivals store of backed-off packets) at a station with pro-
within an idle slot, a successful transmission per- bability ab given by

iod, or a contention interval will cause a colli-
sion during the next open slot time, as illustrated Ob - I - ezp(-l/v)

in the figure.
'In this expression, v, the man of the backoff

time distribution, is determined by the particular
creamittoo Perle sovatl protocol used by the background stations; for exam-

Zatouva? TrAsaaasi5 Pst plO, it may be fixed or My depend in a linear or
binary exponential fashion on the average number of
collisions per backlogged station.

1t II I t . 'I For each time slot, pest events determine if
1t :the channel is busy or available. If the channel

is busy, the algorithm indexes to the next slot.
1' If the channel is available, three probabilities

.Idle sVOU are computed, slelys the probability of a sue-

cessful transmission starting (p ), the probabili-
ty Of a contention starting (p ) nd the probabili-

. ty of the slot remaining isle (pI). Using a
-O14,1OO nme generator, one of the three

O is sele: ad and, in the case of a success-
ful tranme ision r a contention, the dynamic var-

•. ! iablos are updated.

,IdP The dynamic variables and the equations for

Idleft he robbiltie ofthe three outcome are now

Figure 3. A Segment of Network Time (a) Showing There are three basic dynamic variables that
Contention Intervals, idle Slate and arm Potentially updated for each slots the number
duccssfUl Transmission Periods and Of sttion@ with Imsaes is the backlog due to

W I dentifying Busy and idle Periods first collisions, 9, those in the backlog due to
Mors than one €ollid L, 1g, and the average umber
of collisions for those stations whose current

Asumptions and notation used in formulating packet has collided more than once, C. Another
the equtions for the traffic algorithm are as gal- dynamic variable, depeNdent o the other, is theloves total WINUT Of Collisions in the current backlog,

L-6 ., 4 11,,C. Is P88168, it should be noted tbat
- fixed packet length. L(slots) in pedtal 'the behavior of individual background
-finite *Me of statis, Q statio o sot identifiable.

- identical roisson arrival process to each
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lquations for the three desired probabilities decide between the three possibilities according to
are now given in terms of the one basic probabili- the following rules
ties pj and q~ The probability of i new arrivals
(from thinkini stations) attempting transmission* if X, <~ Pr successful transmission is ini-
in the typical slot is denoted Pidefined s tiated; colsocus

I~" ifG thU slot remains idle.
p1 (QK-)I 1 1,TY) Ce7T') vO PCi

P:L (,-K-:) I II Posible outcomes and their relation to the
I . , ...'K three probabilities are sketched in Figure 4.

where K &A %~*K denotes the total backlog and aTsmssion Collision M..

it if the previous slot was idle 0G 9  1
T L+1, if a successful transmission is

juat completed
Figure 4. Outcome intervals for x

X+19 if a contention interval is just asila
completed.,nasiia manner, other probabilities are

calculated and further decisions are made.
ofi attempted retransmissions occurring in an A probability G, defined as

avaiableslot is ivenC a probability of a retransmission being

q:L aI (A (3)involved given that a successful trans-
31 % , -O,,.., mission occurs,

W is introduced to tet whether a successful trans-
in this expression q(A) and qjD are given by mission emanates from the backlog or from one of

RAI - (1 1 1  A - the thinking stations. Clearly,
q1 (A) Aitt U- e'3l (-/

* oi,..j ~If the generated random number, 36, again uniform
0n (0,1) Is less than C, then thif backlog is re-

and duced by I and the c~alative number of collisions

(M) U ~ - Tv I (eT/V _ in the backlog Is reduced by C.
q1  (le~*it is also necessary to evaluate the number of

(if -)111transmission attempts involved in a collision and
frmwhence they originated, i.e., from the backlog
or from the group of thinking stations.

The two quantities q and q1  are respec-
tively the probability of iretrnaissions arriv- Given that a collision occurs, the probability
jng from stations with one collision and the probe- of i or fewer retransmissions being involved in a
bility of i retransmissions arriving from stations collision is given by the following set of equa-
vith more than ont 5 5ollision. The quantity v in tional
the equation for q is a function of the backoff

* algorithm correspJksdinl to a specific protocol. s OI-p l/for the emulation Of Ethernet-like protocols, v is 0 P
g i v e n b y 2 -

l a a 0 + Y O /

The desired probabilities p1, paq a" P can *I a 1- + q1L/pc 0 LIM 2, ... *K
now be expressed a

If the random number generated, I , lies between
- ~ ende , tban i retreasmiesie;e have collided

* ~l~0* p~q1 using a not of sila equatioms with pi OW
- I- 1 -P ~q Interchanged, and amether random I Wr, I tauPC P, m PC = of new arrivals involved in the coltisim

A pseudo-radom umber generator producing X are evaluated. This latter Numer becomes the
from a usiform distribution on (0,1), is used ti backlng !A wAile the baeklog before the collision

becomes %. The total memer of collisions is up
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dated by adding the total number of transmission give a UmTrical solution for throughput for a
attempts involved in the collision. slotted 1-persistet CSXCD network under the mis

restrictive conditions.

. I . i I I To produce the analytic check of the back-
0 so * I a.1 a i a1 -1 ground generation equations, the restrictions usedin the Tobagi and Runt analysis have been applied

and an analytic expression for throughput has been
obtained. This analytic expression is felt to be a

Figure 5. outcmes Intervals for X3  new close# form expression for the slotted 1-
persistent CSIA/CD case, and it gives the lm nu
mrital result as Tobagi and Bunt for a particular

A feature of many backoff algorithms, such 8s set of parameter values thff they use. This ox-
that of Etbernet, is that the packet is discarded pression reduces to that of when there is so col-
after a specified number of failed transmission at- lision detection.
tempts. The following analysis shows how this fea-
ture is incorporated into the algorithm. As discussed in Section III, a number of pro-

babilities are evaluated in each open slot. Clear-
It is assumed, for any station in the backlog, ly these probabilities - of a successful transais-

that the number of collisions is geometrically die- sion being initiated, of a collision occuring and
tributed with mean C, that is, the probability of of the slot remaining idle - are conditional probe-
the current pechat having had k failed attempts is bilities, dependent not only on the nature of the
given by previous slot but also on the number of stations in

k-I the backlog, X, and the mean backoff time, v.
" pq k-1,2,... These latter quantities are, of course, random var-

iables.
whore 

To adapt the algorithm to the model ofS , it is
p- q .necessary to make the strong assumption that botht s these variables are constant vith probability 1.

Letting N be the maximum number of transmission It is also assumed that K3 - K and KA a 0.
attempts permitted before cancellation, the proba-
bility that any of the K backlogged stations has With these assumptions, the unconditional
reached this count is given by probabilities p , p and p; associated respectively

( qK Kwith a successfal tiansnission, a contention inter-
- - val and of a slot remaining idle can be derived

from a set of three equations of the form
If the generated random number is less than this
threshold, then a cancellation is observed; the P a P P PS * Pi
backlog is reduced by 1 and the total number of g gc Pgg P i
collisions is reduced by M. where p C is the conditional probability of ini-

tiating16 successful transmission in the slot dir-
IV. ANALYTIC VALIDATION OF THE ALGORITHM ectly after the conclusion of a contention inter-

val; similar definitions apply to Psi Pic' etc.
The essence of the algorithm, as discussed in Note that the probabilities p 0 p .*and p cor-

Section 111, are the probabilistic expressions, de- respond to special cases of paftn Sifition Iff.
pendent on the current values of KA, , and K_,
which are evaluated on a sequence 76f time slotf. Since only two of the three such equations are
These quantities are sufficient to determine the linearly independent, the equation
probabilities p, p , and p , which determine the
state of the channef, and hXnce make possible the P
slot-by-slot generation of the busy/idle periods. P ' Pi c 1 Cl)

This set of equations describe the dynomic behavior is also needed to solve for p p and P.. The
of a CSKA/CD network with fewer restrictions than solution obtained is: c
any closed form single expression found in the lit- Pc (- pi) + P &Ppc
erature. a (2)

pg D
A valid analytical check on the equations used (1-psI)-p11) -

can be obtained by reducing the general equations, (P- Pj (3)
using an infinite population nodel, to special Pt D
cases which have been previously analysed. One p(Ip) + p
result appropriate for this Trposo has been oh- P 0 Is t (4)

* taied by Eleinrock and Tobagi , who find a closed ai D
form expression for throughput, It for a slotted 1o  where the denominator D is Such that Eq. (1) is
persistent CSXA network without collision 5detec- satisfied.
ties. MAother analysis, by Tobagi end hunt , pro-
doses a set of equations whih can be solved to

P. I
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The conditional probabilities in (2-CA are + W0.11{ L1C~~(I)~~-*rg
essentially the probabilities used in the algorithm
sad are functions of 1, v , Qp V. L mad U. *Lrgs C'),*(i)rg

To adapt the model of the slgiriths to the -C~)rgeU2 tg
simpler infinite population model of a 11e1 Parml
star mest be intduceds In the model considered by Moagi ad Dun:,

r- sand haes Sq. (6) reduces to
S - average amber of packets offered for

transmission by the nonr-backlogged (i.e. -(+I1
thinking) states in any slot. .5- Lg 4 )a (N+I - NO-&)/3  (7)

in terms of the model of the algorithm, Where

g -(Q.K)C - s*1/y) V -(L*l)g a7(5.1) uN+i -u.8

Similarly, another parameter r say he defined ass + (N+1) U1 (L*l)g @7e I - a- * g~e7 2)9)

r a average aimber of packets offered for * -x~ L3)g +2
transmission by the backlogged stations
in any slot The relationship between 9 sad S is plotted in

KCI-e Figure 6 for L a 100 and a w 2. Thisyesult catches
a I 1/v) the curve given by Tobegi sad lust for the se

parameter values and thus validates the equation
Assuming an infinite population implies that as of the algorithm under these restrictions.

Q-,-, both K and Y .,While g and r remain fi-
nite, i.e.,

*Lim .0- .

Lis .

(Inherent in such assumptions is that the mse .
backof f time, v , increases with Q, i.e. , there is
no truncation in the backoff algorithm.) For suchjan infinite model, the conditional probabilities in .
Sq. M2-C0) become

PiiI pgc 9 Ul(~~(1(g .2

Pis 
4 -

The results from the references cited are Figure G. Throughput versus Channel Traf fie
stated in term of throughput, 8. gsing results For NuL and writing C - S and a- t Sl, q. (7)

* from reneval theory, a my be Written as reduces further to

After doing the nectesry subetitutea ad after
sae algebraie nseipvletim, the emprectiem for This seleiies agrees with that given by Kleinrock

* throghpu bosom"e sad Tobagi.

* j3(L(r 4 ,)e7(Nl)C(S)) As )a bf-product of this validation process,
("OVN () E9. () ia a mew general closed-form expression

-(~- s*(5 for the throughput of a CID channel. if it is
poasibls to estimate the average backlog for anUbere aetual finite population network under heavy traf-
fic eonditions, the. the optim r (end heowe v )

CL~)C~ge~ .1 )C (045 1  8ifor mnim stable throughput can be found from
Wei eqution. fertU11ately, this serves only as

9 MEN
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an upper bound on the throughput and does not help after the interfrme delay (one slot time) which
very mch in Choosing a backoff strategy to achieve follows each successful transmission (see Figure
such a stable throughput under heavy loads. 3). Putting the throughput, 5, equal to 0.1 in Eq.

(5), the required value for Y may be evaluatedt
V. PVR F _A IN Of THE ALOORITM . . . . .- - -:-i ... . . .. .. .. .. .. ..

code and to verity its effectivene in woulating

network traffic characteristics, a three-way con- wbere L is the packet length in slots.
parison ha; been made between the results of Shoch
and Rupp for an experimental Ethernet, a corre- for the discrete-event simulation arrival
spooding in-house discrete-event simulation and process, a similar analysis in continuous time
the algorithm. shows that the mean interarrival time for 102 load-

a g is given in vsecs by
To test the traffic generation algorithm, it

can be run on its own as a simulation providing Y- 9 (packet transamission time in us)
periodic outputs on the number of successful trans-
missions, collisions, number of stations in the -(interfrme delay)
backlog, etc. Prom this data various overall net-
work performance measures such ae throughput can be The discrete-event simulation assoue that
determined. Uhoch and Rupp, in the references the stations are equally spaced along the bus andcited, give limited data on an experimental Ither- so as the number of stations is increased, theynot. The network is operated under high load con- become closer together. The progrming language
ditions using the following configuration and used was Pascal, which is very suitable for hand-parameters 1LIS event-driven models. (Although all CSX*CD

network are continuous-time systems, the mov ment
- bus bandwidth: 2.94 g -ps of packets around the network can be expressed in
- bus length: 550 mters terms of events.)
- backoff algorithmt binary exponential

backoff, truncated at 2 and vith a maxi- fros Tables I and 2, it is evident that excel-
mum of 16 transmission attempts; base lent agreement as for as throughput is concerned isbackoff time ("slot"): 38 us. obtained between the two simulations. Figures 7, a

- packet lengthss 256, 512, or 4096 bits. and 9 compare, for different packet lenSths, a sin-
- umber of stations: 5 to 15 ale curve representing the two simalationa with the
- loading per station: 102 per host. results of hoch and Rupp and with the ideal- jam time: 3 so. throughput response. The difference between the* results of the alSoritba/discret-vent simulation
The paramters for both the discrete-event and Shoch's in the range 6 to 12 ia probably due tosimulation and the algorithm were chosen to he as the differences in the arrival/loading methodolo-close as possible to those above; in the case of Sies. For the short packets at high loads, boththe algorithm, all time delays must be expressed in the Simulations tend to give higher throughput th,

units of slots (the maximum one-way propagation de- Shoch obtained; however another recent discrete-
lay a 2.38 vsa in this case). To enable a direct event simulatipn of the experimental Ethernet by
comparison between the discrete-event simulation Rushed and Li tend. to agree with the authors'
and the algorithm, the loading per station was de- results. It would sees for short packets especial-
termined in the same way. Shoch does not clearly ly that an operational Ethernet has Some secondary
state how the leading on the Ethernet prototype was delays or other factors which tend to degrade per-adjusted to give 102 load per station. foanrce at high loads and which need to be model-ed. These results sew to provide excellent veri-

The arrival process of packets to a station, fiation of the operation of the algorithm a far
as described in Section 1I1, van used in both as throughput - lead characteristics are concerned.
cases. The following brief analysis shows how the
mean interarrival time, y, was evaluated to provide Tables I and 2 give a listing of emc of thethe required leading. results obtained for the algorithm and the dis-

crete-event simulation respectively. For eachIn the case of a single station transmitting packet fine, algorithm results for 100 stationson the ehamel, obviously collisielm eamont occur, show that stable and fairly coatat throughput is
so that Pc -O. obtained under heavy load conditions. The tables

also sbow that, wbile both approaches produce theIt can be easily shown that in this case ame loading effect o the channel, the methods
p8 71 h M' )2 -es~ l l )  involved are not quite the ems:t the percentagesp " -9f collision-free and of cancelled trasmission to

the number of successful traaumiuione are quitepi -p differet, especially for the charter packets.
This discrepancy can possibly be explaited by the

It should be noted that this analysis assumee that fact that more collisions are inevitable uing thea aem packet arrival timse i mot 8seraged umtil algerite ams it uses the maximum one-way prepa-

is
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gatioa delay as the effective delay between all REFERENCES
stations. I~- - . L. glircQueueingj,,Szotes volume 11:

Computer_ 6ptainow TouWile-y Inter-

The algorithm described above can generate the
busy/idle period$ of any CSlIA/CD access Protocol- 2. A. S. Tanenbaum, Computer Networks, Englewood
Parmters such as namber of staticas, packet Cliffs, Nis prenitlaETl,191.
length, length of bus and channel bit rate are set
to appropriate values. Parterav accounting for 3. X. Mokhoff, "Business Comnications," lIii
sPecific details of particular access protocol*, Spectrum, January 1982, pp. 4.3-44.-
such as maximm number of collisions, mast also be
incorporated. '.V .pat n .Cltc o wrs

Using parameters appropriate for Ethernet,
comparison with measurmnts made by Shoch and Hupp 5. F. A. Tobagi ad v. S. Hunt, "Performance
aud with results of an in-house discrete event aim- Analysis of Carrier sense Multiple Access with
ulatioe show excellent agrement. A theoretical Collision Detection," Computer Networks, Vol.
analysis using the equations of the algorithm is 4* 1980, pp. 245-259.
also presented and it gives the sm results as

considered. This analysis ad the comparisons a Prioritized CINA, Protocol Based on Staggered

noted taken together are felt to provide a complete Delays," Acts Infornaticaq Vol. 13, 1980, pp.
validation of the algorithm. 299-328.

For the applications such as those discussed 7. S. S. Lam, "A Carrier-Sense Multiple-Access
in the paper. the only alternative use Of the also- Protocol for Local Networks," Computer Net-
ritba is the implementation of a discrete event works, Vol. 4, 1980, pp. 21-32.
simulation of the large number of stations in the
background. Computing costs, in terms of CPU time S. J. F. Sboch and J. A. Rupp, "Performance of an
and storage, are significantly less for the &ISO- Ethernet Local Network - Preliminsry Report,"
rithe. storage which is at least directly proper- COMPCON, Feb. 1980, pp. 318-322.
tional to the number of stations for a discrete-
event simulation, is not significantly dependent on 9. J. F. Shoch and J1. A. Rupp, "Measured Perfor-
the numer of stations for the algorithm. Rather mence of an Ethernet Local Network," CACM,
than processing a series of events arising from all Vol. 23, No. 12, Dec. 1980, pp. 711-721.-

o f the stations, the algorithm deals with a set ofI quations which are solved using saples from 10. K. Tokoro and K. Tamaru, "Acknowledging Ether-
pseudo-random, variables generated by the computer. not," CON PCO N, Fall 1977, pp. 320-325.
Thus the basic approach used by the algorithm is
inherently more efficient. 11. IS. D. Hughes and L. Li, "A Simulation Model of

the Ethernet," Technical Report TI *82-008,
several extensions to the study reported in Dept. of Computer Science, Michigan state uni- -

the paper are planned. In one direction, higher varsity, 1982.
level protocols than the access level investigated
to date can be added to the algorithm. 12. G. T. Alms and E. D. Lasowski, "The behavior

of Ethernet-Like Computer)( Coaniatinp
in other directions, empirical data can be ob- NetworksI" Proc. 7th Symposium on OS Princi-

tained on computer run time soad costs. Measure- PIS DeC. 1979, pp. 66-51.
mont& can also be made to quantify the length of
tranaient* %bich occur before the steady state is 13. P. J. P. O'Reilly, J. L. Hmmnond, J. H.

* solved. tables, ad D. N. MurraY, "Design Of an EMla-
ties Facility for Performance Studies of CSlIA-

Finally, external stations cant be operated in type Local Networks," to be presented at 7th
conjunction with the background gemerator to obtain Conference on Local Comuters Networks, MTL;-
delay versus throughput curves which can be camper- seepels, MWI Oct. 1982.
ad to results of appropriate discrete-event simula-
tions and, perhaps, experimental data. 14. F. A. Tobagi and L. Rleinrock, "Packet Switch-

ing in Radio Channess part Iv," insE Trans.
on Coimnications, Vol. 003-25, Oct. 1977, pp.
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