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ABSTRACT

We study precise conditions under which the cyclic regenerative

confidence intervals of Sargent and Shantihikumar are asymptotically valid.

We also obtain an optimal way of implementing the cyclic regenerative variance

reduction technique, and obtain a sufficient condition under which the

procedure yields a lower variance than that of the standard regenerative

method.
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SIGNIFICNCE AND WLPANATION

-)Simulation is a comonly used method of analysis for studying complex

stochastic sytms. Often, the parameter of interest to the simulator can be

estiv~ted by more than one quantity. When more than one estimator exists, it

is desirable to use the more stable estimate, namely the one with the lesser

variance.

In this paper, ,We consider a class of stochastic processes which enjoy

cyclic regenerative structure - such systems often arise, for example, in

analysis of queues. W study a family of estimators recently introduced by

Sargent and Shantihikumar and determine precise conditions under which the

estimators are asymptotically valid. W also obtain a closed-form solution

for the minimum variance estimate in the family, and prove that this estimator

will often be superior to the standard regenerative estimator for the

simulation. -
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ON COFIDEWNCZ INRVALS FOR CYCLIC REGZNZR&T!VK PROCESSES

Peter W. Glynn

1. Introduction

Recently, Sargent and Shantihikumar [] developed an interesting new

variance reduction technique designed to exploit the stochastic structure

associated with a cyclic regenerative process. Our purpose here is to study

precise conditions under which the confidence intervals proposed in [5) are

asymptotically valid. This analysis will provide us with the side benefit of

obtaining an optimal way of implementing the variance reduction procedures

introduced there. To be precise, we will obtain the minimum variance estimate

in the class of estimates proposed in (5]. We will also determine conditions

under which the minimum variance estimate achieves a lower variance than that

of the standard regenerative method (see Crane and Lemoine [4] for a

description of the standard procedure).

We will use the convention that assumptions in force throughout the

entire paper will be prefixed by A (eg. Al) whereas all others will be

prefixed by B. We can now state our basic assumptions for the problem:

&I. {Xn : n ) 0) is a regenerative process with regenerative times

0 -To < T, < ... satisfying ZT1 < go where Tn  n - Tn 1 .

A2. f is a real-valued function such that EYn (If) - Efjf(X T )I

+.. f(x _T -1 < -
n

A3. There exist random times (an,, : n ) 0, 0 4 i 4 t) such that

T n-1" %, 0 < n, <a**< %,t - Tn and for which {(Yn,iin,i) :

n 0 1) are independent and identically distributed (i.i.d.) random

sponsored by the United States Army under Contract Wo. DAAG29-80-C-0041.
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vectors (r.v.'s) for 1 4 i t, where Tn, - -n and

r - f(Z ) . f(X 1-
4n,i-1 nej

Assumptions Al and A3 basically define the notion of a t-phase cyclic

regenerative process. We will also suppose that the simulator possesses the

following knowledge:

A4. IYT1 ., lTIi are known for 1 6 D.

AS. The simulator can sample independently from each of the distributions

(Y I,i, TI'i ), i • F A {0,...,t)\D.

Under Al and A2, k f(Xk)/n + r - ZY (f)/rT, a.m. (see [4) for a proof).

The goal of the simulator is to obtain confidence intervals for r.

-2-
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2. A Central Limit Theorem

Zn the setting of a cyclic regenerative process, the practitioner must

decide on a sampling order before initiating the simulation. To be precise,

the simulator must assign, for each n ) 1, an integer mn from

G - F U (0). The practitioner then simulates the sequence of independent

r.v.'s (Wn ,xn ) : n ) 1), where (Wn,xn) is sampled from the distribution

of (Ym 'Tlm n ) if mn e • and from that of (Y 1 (f)
' T1) if mn - 0

(independent sampling is possible on account of &5). Put w

Sn : a =l) and let kni be the cardinality of w for i e G. The

natural point estimate for r is given by

rn I V ni + I. 1 Ili iG ni+ I T
iGG AD ' e ieD

where T - ) W J -A x/k . The a.s. convergence
n " n n~ ni j-n ni

n,i n' j
of rn to r is ensured by:

A6. either i.) k n . if i e l, kn,0 = 0 or ii.) k n i  if i e G.

To obtain a confidence interval for r, we need a central limit theorem (CLT)

- such behaviour is guaranteed by:

2 A o21,
B1. 0 1 - (11 rTl,,) < * for i e 7,

0 < a2 02 ( 1 (f) - rT I

Theorem I: Under 91, there exist constants an such that

an(rn - r) )m N(0,1), whore N(0,1) is a unit normal r.v.

Proofs We shall prove the result under A6 i.), the proof under AG ii.) being

similar. We view the problem in terms of a triangular array of rv.'s by

setting

-3-



U -(w -rxj + L)/knL

if mji L, where BO - rZTi# - xY1 i .  Set U n Un 'j  and observe that

2 ( 2

-a(U) O

Then, the triangular array (U nA/sn  satisfies Lindeberg's condition since

for any C > 0,

n 2 2 2 22
1 i(U nL/s iUn, eSn)

i'F Il n,i ftL n ,

- ~ 2 2 2 e2 22
ie{ IZf/Li ZIi s ,i L

as n mi here Z1i Y -," rr, L + 0L (in the inequality, we used

a) a2/k ). Since EUn 0, it follows by Lindeberg's theorem (see

Chung [3), p. 205) that Un/Sn -- 3(0,1). Hence,

But L Zi Y 'i " rEr1
i ". Thus, using the fact that

T T n*L + I Kr1 Il Zr1I aos. and the converging-together lea

(Billingsley [21, p.25) proves that

an(rn - r) --> )(0,1)

where an " 31/s n.

In a simulation application, one needs to estimate the constants an.

For the estLmationo we need to add an additional hypothesis:

32 C 2  2 o S 2 2
D2 ,B( + ) o LeF M(Y M + I~ (*

Notice that if YI,- - rTl, 1 +6 where ST2  - and 0 < Be < then

91 is satisfied but not B2.

-4-
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Corollary 1: Under BI-B2, there exist estimates a such thatn

a (rn - r) -> N(0,1).

P Doof: By the converging together lemma, this follows from Theorem I if we

obtain estimates a such that a n/an + 1 a.s. Under A6 i.) an appropriate
A ^2

candidate for a is T /S where a a ./k ad
n nf n ieFi

- 2 - W -rx/k 2
n, Jew J n J ni Jewn i  njn

fut /I- a2 2  1 11 - o2 _ /;2. + 0 a.s. A similar proof works undern n irI ni n

A6 ii.) II

The CLT of Corollary 1 can be used to construct confidence intervals

for r. The half-width of a 100(1-8)% confidence interval for r, based on

a sample of size n, will be z6/an where z solves

P{X(0,1) C z.} - 1 - 6/2.

f
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3. Another enLtral Limit Theorem

To analyse the degree of variance reduction of a method, one needs to

compare the half-vidth of competing intervals generated in a given amount of

simulation time. Zn our context, this is accomplished by constructing

intervals based on (WIXl),..e.(W(N,XAM)), vhere (Y)

max(k t 1 +... k < N}.

To base a CT on a random number A(M) of independent r.v.' s requires

control on the growth of the kn,j'a

33. if kn,i o then k n,i/n + O i. If ci , C, are both zero, then

kn,11 n,31i Yi> 0.

Theorem 2, Under 31 and B3, a M)(r - r) -> N(0,1) where the an's

are the constants of Theorem 1.

Proo s We assume we are dealing with A6 i.), the proof for A6 ii.) being

similar. Suppose then that ci is minimal for i - a. Then, by 81 and B3,

(3.1) k/ 2 (Zi : i F)m>
n,s n, i •F r>l

where N is a multivariate normal r.v. with (possibly) singular components

(Z-n i W J z n k ) - in fact, it is easy to obtain a weak invariance

n,i

principle version of (3.1)

Put 8n - 1 +..+ x and observe that

Sn/n' I I x /n
ni

x J( ~ /k )*L k n/

* e c i as.

by 33. But S 4 0 (3 ()+1 so

1-6-
i -6-

A~t~ -

i ; ... . . v - C ' .. . . ...



s t(A)/t(N) < (N) < 8 t()+l/AM

and thus, by "squesing" N/(N), we obtain the result that

R/AWU) + I c i 3?I a.s. Then, using the weak invariance version of (3.1)
iei

and the random time change results of [2), p. 146, we have that

1/2
ktls) 5  Ztl(),j/_ -> N(0,1)

2 c. 2/ (fcwhere o - L i ci O, set c s/c - ) Another
ieF

application of the converging together lemma shows that

a((r - r) -- N(O,1)

22 2
here-a kn,s ZT . But S3 guarantees that a./a. + 1, yielding the

theor-m. I I

Again, in terms of the confidence interval problem, one needs to estimate

aAM)* The following corollary follows inmediately from Theorem 2, and the

fcct that an/a a.s.
A

Corollary 2: Under BI-93, a r(N) (r() - r) -> (O,1) where the a ns are

the estimators of Corollary 1.

Finally, we can often re-write the CLT of Theorem 2 in another form.

If ca is positive, then k ns/nca + 1, so that we obtain the following

result.

Corollary 3: Assume B3 holds with all c.'s positive. The, under B1, there

exists a such that i(r (N)-r)/7o -> M(0,1). Also, under B1-B2, there

exist estimators % such that V(r t(N).r)/a N -> N (O,1).

-2 -2
groof: The ressult is obvious, upon identifying 2 Under A6 i.),

(22., c Z 1 /c) and -

A2 ^2

s a jtl(),±/CiT(N)) • ( T ctNI, /c a). II
Lev ter
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4. Optimal Conf idence Intervals

We nov wish to investigate the amount of variance reduction over the

standard regenerative method that is accomplished by using the intervals

proposed in Section 3. Let v(N), v(c,N) be the half-widths of 100(1-6)%

confidence intervals based on simulating N time units and using the standard

regenerative interval and the interval of Corollary 2, respectively (we write

V(c,N) to reflect dependence on c - (ci )). The following result may be

found in (4].

Lemma It Under BI-B2, Nl/V(N) + 38 /(1T )I / 2  z a.s.

In view of Lemma 1, the next lemma shows that it is never optimal to

allow kni to tend to - in such a way that kI/n + 0.

Lemma 2: Suppose BI-B3 hold and k * a with ce - 0. Thennos

1/2
N V(N,c) + a a.s.

Proof: The assertion is equivalent to proving that N/a * But

./ (N)
^ 2 -2 A2
NI IN) M N) T N)

^22
)o No1W /k I(,. TI(N)

(NI )(N),s (N)/k (N).) (0 (,s/T UN) +-a.s.

Thus, in our search for optimal intervals, we need only consider the case

where all ci's are positive. This allows Corollary 3 to be applied to

obtain a second cyclic regenerative interval with half-length c(N,+)

(say). The following result follows from the proofs of Theorem 2 and

Corollary 3.

Lemma 3s Suppose B1-33 hold with all ci's positive. Then,

v(N,c)/(N,c) + I a.s. Furthermore, under A6 i.),

' : ,1/2 1. 2/ -,1[ : 12 1/2/ T
o/ )VN z ET 1 / 2 a.s.

ier ier
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and under A6 ii.)

N1/ 2 v(NC) + z (a2/c0 / a2/ci) 2 (c0 Er1 + I c ET 1 )
1 2/22£ 1 a.s.

0 ie eF i i '1

We are now in a position to determine the optimal constants c.

Theorem 3: Assume B1-B2 hold. If a 2 ( I ai(E 1,i ) then no
isn

variance reduction is possible via the cyclic intervals of Section 3.

Otherwise, the maximal reduction is obtained via the cyclic interval of

Section 3 in which k n,i/n * e for i e F, where

ci a a i/(ET1,i )1/ 2

(4.1)
C1 ft C i/(ET 1'1)l1/2)

- 1I

ie,

The percentage variance reduction achieved is then

100(1 - I i(ET,i) /2o) ).

iev

Proof%: By Lemma 3. it is clear that the optimal interval possible via a

cyclic method of type A6 i.) is obtained by choosing k n,i/n + c for i e F,

where ci  solves the optimization problem

minimize ( 1 02/c )( I ET )E 2 T

(4.2) 
iertF ieF

subject to I ci = 1, c i > 0
ieF

Application of the method of Lagrange multipliers to this problem (see Avriel

[11, p. 48) show that a minimal c must satisfy

(4.3) - a 2 C T U 2 + ET Y /c +
c 2r i )/ci i + ' E ii( +

for each i e F and some constant X. Multiplying the i'th equation of (4.3)

by ci and adding all the resulting equations proves that A- 0. Equation

(4.3) shows that

2 2
i/1,1

I(
.4gw

T ---.- 9 -
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for some n. The proportionality factor n is determined by - 1. It
ieF

is easily checked that c, as given, is the minimum desired, with minimal

value

2 C . ai(ETii) 1 / 1 2 2 2

2 /2 ~) 2/ZE

A similar analysis for cyclic intervals of type A6 ii.) shows that the minimal

possible value for the analog of (4.2) is given by

(O(T) 1/2 + I 0ilET 1  ) 1/2 ) 2/432 T,
ieF ,

-(;/2 + '2/2) 2 ; min(Vo 2)

which shows that intervals of type A6 ii.) can never achieve lower asymptotic

half-width than the better of the standard or cyclic (of type A6 i.))

regenerative intervals. The other assertions of the theorem are trivial. II

This theorem suggests that the practitioner should execute a small "pilot

run" to obtain approximate values for Zi" If the "pilot run" suggests a

variance reduction over the standard method, the simulator should construct a

sampling order which ensures that k n,/n + c for i e F, and then employ

the cyclic regenerative method.

We conclude with a sufficient condition that guarantees that the cyclic

regenerative method achieves a variance reduction over the standard procedure.

Lemma 4: If BI-B3 holds, then a2 C ;2 if

cov(Yl1i - rTl, YIJ - rT1,J) ) 0 for 1 4 i, j 4 t.

Proof: Since a2 is minimal for (4.2),

0 2)
ie ieF

2 ( O)/r T1 < 02( -2 i rT 1 )/BT 1  ( 2

ieF ies

-10-
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the last two inequalities by the covariance condition. I

We caution that a2 > ;2 is possible if the Y -ri are

negatively correlated.

tt
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