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ABSTRACT

The United States Coast Guazrd s a relatively small
federal agency tasked with a number of duties. Its multi-~
mission rature ard lcw budge* is driving the Coast Guard to
tealize Ltet+ar use of its rescurces. A pivotal factor in
¢this gcal is +te inves*ment in tha information sSys~eas
architecture of +he future, *oday. Withir *he information
architecture, data base technology plays an impor+arnc role.
It is tc be e2mployed in major operatioral &nd adminis*rative
systeans, asz well as in the futurz Coast Guard Dis*rict
Minicompu<er Procurement, The purpose of *his “hesis is to
examine *he al-ernatives available *o the U.S. Coas+ Guard
for implemerting data basa technoloay.
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I. INJRODUCTION

A. BACKGROUND DISCUSSION

In 1981, The U.S. Coas* Guard crea*ed a new Office of
Command, Control and Coamunica*ion. This Office has set
for=h <*he :informaticn architecture concept for the Coas*
Guard, which is commitied %o :investinrg ir the archizecture
cf the future tcday so 2hat the Coast Guard may become an
"informa*ion corporation”" of <he 1290's. The Commanian+ of
*he Coas*t Guard has identified +*hree critical success
factors (CST): in*elligent terminals, da*a base managemen+
systems, and telecommunications natworks. The in“elligen*
terminals (standard <erminals) are already being acquired
and cornfiqured fcr applications. Data base managemer: “ech-
nology is tc¢ be employed in majer opera«ional and
adminis*rative systems under davelopm2nt, as well as in ths
future Coas% Guard District minicompu=er procurement. This
thesies will address *he Coas* Guard's s=cond CSF - data bas=2
managemen< systens - looking at how the Ccas:t Guard should
iroplemert database tschnclogy in a distribut=4d mods, given
the presen®t he+erogeneocus hardware/sof*ware syszems and
planned sys*em acquisitions.

B. RESEARCH OBJECTIVES

The primary cbjective of this thesis will be <«o proviie
the Ccast Guard with a strategic plarn for implemenzing data
base technology given the presen* cornfigura*ion of %“he Ccas=z
Guard and the status of sys*ems available “oday. A secon-
dary cbjective +would be tc¢ present what future <trands in
data base technclogy are foreseen and *he si+uatiorn of
rresent da*a base systems in general.
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C. THESIS SCOPE, LIMITATIONS AND ASSUHPTIOCHES

The main thrust ¢f this +thesis will be an sxamina-ion of
+he varicus Data Base Management System (DBMS) archit=ac+ures
available as well as an examination of *he Coast Guard's
requirements for Jda<+a base <+echnology. Fu“ures +rends in
CBMS technology will be exaamined, realizing “hat “he systens
acquired tcday will be affected by +*he techrological
advarnces which occur in <he near future. The researchers
did nct ccnfine *he scope of +he thesis *c any one specific
organiza*ioral element of <he Coast Guard, but ra*he:z
at~empted *c¢ corsider the requirements of +*he organization
as a whcle, The reader is assum=2d +*o have a% lzast a
cursory knowledge of computer systems romenclature. (Nc=e:
The avthcrs will no* a=<z2mpt %0 use a single spelling of
either "da<a base"™ cr "database" bu+ will use be+h in<er-
changeatly since both spellings are used +*hroughcut curran<+

literature).

D. HMETHCDOLOGY

The me*hcdology <employed 3in this —research effor+ was
primarily arn observational <type apprcach coupled with an
extensive li+era*ure review of cur-en* bocks, periodicals,
articles and journals, as well as Coast Guard directives,
plans, and policy guidance. These li“erature reviews wersa
augmented by interviews with apprcpriate personnel as neces-
sarv. These research tschniques were appropriate because
they furnished Coas* Guard requiremen*s while iden+~ifying
*he available *technolcgies and future *rends.

"
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E. ORGANIZATION OF THE THESIS

The following is a breakdown of <the various chapters
ipcluded in +his thesis:

Chapter II ~ 1This chapter provides +he rceader with *ks
current framewrk ocr si*uation which *he reseaczchers
faced ir conducting their research.

Chapter IIT ~ This chap-~er discusses some organiza+icnal
implica*icns wtick may affect the Coas% Guard's Commarnd,
Control and Cosmunications program goals irn general, and
~he da*a base coals in pac*icular.

Chap*er IV - This chapter discusses +=he fuurs *ech-
nclogy developrents in lata base managemen* sys*ems and
how these developments will affect “he currean+ly avai-
lable alternatives,

Chapt=r V - This chapter provides a de+ailed descrip=ion
of three currer*ly available architec+ures ard discusses
the strengths and weaknessss c¢f =ach.

Chag*er VI - Ttis chaprtar rprovides a s*catagy which the
researchers believe +he Coas+ Guard =should employ in
implementing dztabase *2chnology.

Chapter VII =~ This chapter proviies a summary of *ha
researchers' ccnclusions and recommendations.

12
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A. GENERAL

The purpose of +his chapter is o give *he reader an
understanding of +he framework which the =cesearchers
addressed in forrulating *his thesis. The authors will give
a brief cverview of the missions assigred *o *he U.S. Coas*
Guard ané ttken look at how *he Coast Guard 1is organized in
crder ¢ accomplish *hesz missions. The researchercs will
*her look a* the plans, policies and resourczs dedica+ed to
the Command, Control and Communications program of the Coas*
Guard ir sugppor+ing +heir mission objec+ives. A brief look
at the currant +echnoloay framework is included to describa
*he environmen* of the informa<ion sys+ems ZIirndustry facing
*he Ccas*t Guard today.

Guz2rd Miss:ians

'rt

1. Coa

The Uni+ed@ S*ates Ccast Guard was created In 1790 by
an Act ¢cf Congress which was initia=ed by +he Secre=ary of
the Treasury, Alexander Hamilton. The primacy purpose of
the crganiza*ion was irizially to collect +ariffs €cr tha
country to offset *+he dedb* from the Revolu+ionary War. This
organization was f£irst called the Revenue Cu+ter Service and
had an initial ccmplement of 10 cutters with 40 %otal cffi-
cers. In 1915 ¢tha Life Saving Service was ccmbined with the
Revenue Cut+ter Service to form the U.S. Coas*t Guard. The
Lighthouse Service was amalgamated in 1939, At presert the
Coast Guard is tasked with perforaming the folldwinq
missicns:

SEARCH AND RESCUE (SAR): Locating and assisting persons and
property in distress on <he high seas and U.S.

13
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Jurisdic-ioral wvaters. Charged by +he National SAR Plan
with total respcensitilty for SAR in the Nor+th Pacific and
most cf “he Nor+l Atlantic.

ENFORCEMENT OF 1AWS AND TREATIES: Place terri*torial and
adjacen= va*ars under surveillance +o deter fllegal activi-
ties, acquire relevant data, and promote safety of life and
property.

AIDS TO NAVIGATICN: Overate and maintain a complex ne*wecrk
of rnavigaticnal signals (e.g. buoys, lights, radio beacons)
covering all U.S. jurisdict ional watsrs, and -adionavigation
signal systems (IORAN and OMEGA) meeting the requiremen“s of
+h2 Depar*ment of Defense and the civil community.

ICE BREAKING: Clear passage =hrough frozen watervays for
ship movements and conduct scientific research in ice
covered waters.

MARINE ENVIRONMENTAL PROTECTION: Perform surveillance of
maritime arcas fcr evidence of discharged ¢il, o%her hazar-
dous sutstances and ocszan dumping violatiomns. Praven*
unauthorized discharging and enforce applicablie laws and
+reaties. Ensure necessary containment ard removal of

spills.

MILITARY READIVESS: Maintain an effective force of
personnel, facilities and equipmen*t in a state of r-eadinsss
for war cr reace*ime emerge ncy.

RECREATIONAL BOATING SAFETY: Conduct safety patrcls, espe-
cially in areas of high bcating density, iastruct statas
off icials and +the Coas« Guard Auxiliary in me+hods to
increase recreational boating safety, and promote boating
safety *hrough public contact.

1)
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COMMERCIAL VESSEL SAFETY: Develop safetry standards and
erforce *hem thrcocugh vessel and equipment inspection, vessel
documentaticn, investigation of accidernts and viclazioms,
and licensing of seamen.

PORT SAFETY AND SECURITY: Enforce laws and safety regqula-
tions. Facilitate traffic movement, Investigate accidents
and violaticns. Mcnitor lcading operations and movement of
vessels carrying hazardous cargo [Ref. 1].

The Coast Guard is *he smallest of +he 0.S. Armed
Services and iIs unique in *ha+ I% performs +these various
peacetime missicns as oppcsed to the other Armed Forces

which really only perform war*+ime related functions. Having
a multitude of missicns has created some debate as “o which
department +the Ccast Guard shculd belong. Originaliy, the
Ccast Guard was rpart ¢f *he Depar“men* of Treasury, bu*t in
1967 +he Coast Guard was placed undsr <+he newly crea%ed
Departmernt of Transportation. Some Observers have stated
“*hat +*he Coast Guard should be part of <the Tr=asury
Department while others f2el it belongs wi*h <=he Coammerce
Departmer+, Ancther viaw points out that since the Coast
Guard is ul«imate<ly an Armed Service, it shculd be par+ of
the Depar~ment c¢f Defense. Table I relatas thes various
missions which +*he Coast Guard performs to <he Federal
Departmen+t tc¢ shich that function would be cornnacted
[Ref. 2]. Rafarence 2 poin%s out <+ha*t there are various
reascns for not putting the Coast Guard in ei*her <he
Departmen*t of Defenss, Commerce or Treasury and recommends
that the Ccast Guard remair a par*t of +he Department of
Transpor*ation, with which *+he researchers concur. But i+
is observed tha+ there will continue <o be specula“ion of
relocating the Ccast Guard as long as i+ remains a mul+i-
missicn crganization. In recent years this fact, along with
beirng a relatively small organization, has con*zibuted

15
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TABIR I
Coast Guard Bissions by Logical Departaznt

HISSION LOGICAL DERARIMENT

Armed Force/Miltary Read iness Defence

Maritime Law Enforcement / Commerce or
Navigation Transpor+azion

-fisheries,sanctuaries, mammals

-Navigation laws,aids to naviga*ion
-Navigation facilta*ion

Maritime Law Enforceament Justice
-Crug Interdiction

-Immigration Laws

Maritime Law Enforcemant Treasury
~Customs lLaws

Marine Safety Punc*iorns Trarsporta*ion
-Search and Fescue

~Aids to Navigation

~Commercial vessel,boat ing

P S gt R o sy by et

ard por+ safety
Marire Envirormmental Protaction EPA

*oward giving t£te Ccast Guard somewhat of a visibility
problem. The end rasult of *his visibiiity problem is +hat
i¢ has been difficuit fecr the Coas* Guard to get adequate
funding and rescurces in order to properly carry ou: %h»
missicns wi+h which “hey are assigned. 1In 1980, in combina~-
tion with the Of fice of Managemen> and Budge: and the Office
ct *he Secratary of Transportation the Coast Guard carried
cut a sorhisticated zero-based personnel study. This study
considered the sissions currently assigned %o the Coas*

16
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Guard and the prcgram standards develcped for currert levals
of operations. 1he study fcund tha*t to cortinue the current
level of operations withcut dererioraticn of plant and

i equipmer+, <%he Coast Guard would need between 9,000 and
15,000 more perscnnel than *hey currently have. The average
age of Coast Guard ships is 27 years and +there is approxi-
mately a $2-3 billicn backlog in capital Zinvestment to its
aging shcre facilities [(Ref. 3].

The bottem line with regard to +his discussiocn is
+hat <the Coast Guard is a severely cesource cons*raired
organization (as all ocrganiza+*ions would probably admi%, bu*
the researchers telieve <+ha+t the Coast Guard is especially

s0) . Le* us +hen prcceed *o look at how the Coast Guard is
organized to carry out its missions ard “her 1look ia%*c how
*te Ccast Guard ltandles i*s information resources.

B. CCAST GUABRD CRGANIZATION

1. General

The Coast Guard is an organiza<ion wi+h approxi-
mately 39,000 military personel and 6,000 civilian
emplovyees. Coast Guard Headquarters is loca*=d in
Vashing+on, D.C. and is divided up into staff elements
respcnsible fer *he various operational or support programs
the Coast Guard carries cut in suppor+ of its assigned
missions. (The Search and Rescue progranm is an example of
ar operatioral frograa.) These staff elemsnts are often
referrted *0 as rrogram managers and they set the policies
and obkjectives for +their respective programs according to
the guidance set forth by t he Commandant of the Coast Guarg,
a b-star flag rark.

The next organizational level in +he Coast Guard is
troken dcwn in*o +wo Area Offices - +he Atlantic and
Facific, located in New York and San Franciscec respectively.

17
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TABLE II
Ccast Guard Districts

ATIANIIC AREA PACIFIC AREA

1st: Bos*“on, PFa. 11+h: Leng Beach, Ca.
2nd: St. Louis, No. 12¢h: San Prancisco, Ca.
3rd: New York, Ny. 13+h: Seat+le, Wa.

Sth: Por~smouth, Va. 144+h: Honolulu, Ha.

7th: Miami, F1l. 17+h: Juneau, Al.

8th: New Orleans, la.
9th: Cleveland, Oh.

Each Area is *her subdivided into Distric% regions. Tablz
II shows +he breakdcwn of Districts with *he 1loca=icn of
each ¢f *the Dis¢rict headquarters. Bach Distric* 1is then
subdivided intc Grougs, Stations, and Capt2in of the Por+
zones depending on the needs of each par+ticularc Dis+trice.
The wvaricus afloca* resourcss are distributed among the
Districts with Ccast Guard air-craft being operated ou* of 26
dif ferent air stations. The District Commanders are zespon-
sible fcr all operational activities withir their geographic
boundaries. BEach Area of fice provides administra*tive and
operaticnal suppecrt and guidarnce when more +han on2 Distrie:
is involved in a coamon mission. Since almost every Coas*:
Guard unit is corsidered multimissioned, management of oper-
ational, logistic and informa*tional <support can be a
difficul* task.

At this poin%, the researchers will briefly describe
how the management c¢f information resources fits into <he
Coast Guard organizational picture. Prior o 1981,
management cf dinformation resources was essentiallly split

18
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bet veen thrae Headquarters' progran offices - CTHM: :
telecommunicatiors division, EEE: elactronics enginsering *
division, and PIS: information systems division. CTH was f
responsible for +*he general operation and technical perfor- :
pance of “he Coz2st Guard communications systen. OTH also |
played a substantial rols as +technical advisor and *market-
ing' agent for the Office of Opera*ions 3in +*ranslating
mission needs into =system requirements for EEE to actually
acquire. PBEPR was responsible for all elec*rorics sys<ems irn

use operationally with specific resporsibility for
computer/informa*ion systems when used in conjunction with
these orerational systems. FIS was respornsible for almos*
all of the Coast Guard's ccamputer sys-ems and some special
data communica*ticas systaas. FIS was created in the 1950°'s
as primarily a aroup of <experts runring and building appli-
caticns cn cne central computer. 1

On 17 March 1981, +ha Ccmmandan+ arrounced his deci-
sion +*o forma a new O0ffice of Ccnmargd, Cecn+rcl and
Communicatior (G-T) which was a dirzec* resul: of <+he
Decisicn Suppor% Sys*ems S-udy Group (DSSSG) report. The
mos* significan* point raised in this repor*t was that full
integration of +the three divisions (OTNM, EEE, FIS) was
recessary in order to maximize +he human and £inarncial
resources available ¢0o meet <he unprecented demands for
information techrnologqy.

The Office cf G-T has been subdivided into several
divisions *o carry out *he functions previcusly performed by
OTM, EPE ard PIS; in addition, i+ has a2ddad a new s*aff
component, <the Plans and ©Policy Divisiorn (G-TPP). _ This
divieion's func*ions include: (V1) managing and performing
planning functions for =he allocation of Coast Guard-wide
resources to +he G-T program, (2) Information Resources
Management (IRM) and (3) Da ta Resourc2s Management,
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A broad definition for 1Infcrmation Resources
Managemen* (IRM) is the 2f fective and efficient u=iiiza+-ion
and control of the resources (i.e. hardware, sof+ware and
data) necessary tc¢ support the information ©processing
requirements of an organization. Informaticn is now seen as
2 pripary resource of an organization in +hat it allows the
members of the crgariza*ion to answer questions ard solv?
problems, <therelty achieving organizational gcals. As a
primary resource, informa+=ion needs *o0 be effectively
managed Just as any o-her resource (i.e. manpower or
capital) is manaced by an organization.

As part of the 1981 fecrmation c¢f the 0Zfice of
Command, Control and Comaunication, sever S5-year goals were
e€stablisned:

(1) Suppcrt Goal - Providing *he suppor+t and mainte-
nance of installed hardware/software systems occupies
cre-half of *he Cffice ¢f G~-T. The goal Is to con+inue and
reduce the cost of this support program maragement with
ccntinual sensi*ivity <to the differencz beiween ac+tions
necessary +*o maintain sys*2m performance and those <ha+
improve i+, The la“ter are also tke responsibil+«iy of the
support forces, but improvements must compete with other
wer-hwhile projects for resources. The SUPPORT anid
CPPORTUONITY goals are complementary; either one, if carried
+c excess, can re<nder the other unachievable.

(2) Acqguisi+ion Goal - The Office of G-T 4is “he
designated support manager for acquiring major electrecnic/
computa“icnal sjysteans, and the goal 1is to develop ar
adaptive organizaticn to carry out *his mission with project
management “echniques. 'Acquisition' is the entire func-
tion, from concept *hrough deployment and acceptance by “he
operating and sugport managers. tMajor' is a case-by-case
decision reflecting funds, quan+-ity, time, failure-risk,
etc. A large-dcllar replacesent acquisition may wvell be a
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support/mair+tenarce action, while a small new~techrnology
pro ject could require a *'ma jor acquisition' projec+.

3 opporturity Goal =~ The Office 0f G-T, ir
pursuing *he above *wo goals, will have manry oppor%unities
(e.g9., in allocation decisicns, degree of budge*t emphasis,
use of small discretiomary resources, etc.) +o tackle other
goals of opportunity. Por exaaple, within the support/
painterarce environment, a familiar target of opportunity is
to seek Iimproved performarce in *he course of a
maintenance-just ified action. This goal, coupled with the
SUPPORT goal, 1is to aggressively pursue the use of inferma-
tior techreology <=hroughout <*he Coas% Guard with +hese
‘opporturi“«y' resources. This service-wide use of irfcrma-
tion technology 3is %o b2 ir accord with +he Ccmmandant's
long rarge goal-seeking 2fficiency through automaticn and .
effectiveness through decision support.

(4) Operaticn Goal =~ The Office of G-T is charged
with *he operation cf four facilities to directly suppor:
Ccas* Guard Headquarters: Flag Plect, COMMCEN, Na+ional
Response (Certer, aad Terminal Center, The goal is +o
increase the efficiency <¢f <+his support, particularly
+*hrough use of information +*echnoclogy, without an increas2
in rescurces.

{S5) Maritime Communica+ion Policy Goal - The Office
cf G-T performs a unique function in agovernment forums
(domestic and international) in fields withip this umbrslla
subdject, such as spectrum maragement and radio distress
policy/*~echnrology. The goal is <o draw upon the increased
technical ard serior management resources of the new O0ffice
to increase Coast Guard effectiveness in <this subiect
without new resocrces.

(6) Human Resocurces Goal - There are two dimernsions
to the gqoal for human rescurces - the general progran
managesent of the cfficar and enlisted spacialty groups
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under +he cognizarce o0f the Office of G-T, and of the
personnel assiqgred to the Office staff a+t Coast Guard
Headquarters. In the former, th2 goal is efficient use of
these people in @meeting mcst of the above goals. This
requires consideratle inteqration of previously separat2
special+ies, devel cpment of new carszer patterns and
retraining. In the case of Coast Guard Headquartsrs s*aff -
particularly civiliar staff - the goal is one of oppor*unity
fcr personal grew=h anpd development along witkh <ths new
Office. Such development would be through %#raining and new
pcsiticns in the nev subijects being under+aken.

(7) Informa*icn Resources Maragemer+ - An aCCESSSOry
functicr in the surport/maintenance area for informa<ion
systemas is 'data base adaministration'. This forams a ccre ia
the broader TIRY subject which 3includes manual (paper)
systems and o*her <tcpics such as office automation, elec-
tronic mail, and teleconferencing. Fu“ur2 assignmen= of
these responsibilities to the O0ffice of G-T is intended; =<h2
goal is mature development of the ini+ial da*a base concepts
and inclusicn within th2 next several years of =<he marual
systems management in+to a true IRM role for the Offica,

The reseqarchers consider the IRM gcal %o be *he most
significant and revclutionary for +he Cras: Guard of <+ha
seven goals establishad by the O0ffice of G-T. The cther
goals support already well established programs im k2 Coas=*
Guard, whereas IRM is escentially a new ore, aand orne which
“*he researchers believe is essential if the ‘'informa=ion
corporaticn of the 1990's' concept is +0 be achieved.
Database *achnolcgy is one aspect of IRM in that it supports
+t+he IRM goal. Therefore, recognizing *he impor+ance of IRN
for the Coast Guard, the authors' will discuss IRM with
regard to +*he Coast Guard's present situa<ion, planned
growth, and how databas2 <*technology fi*s into the Coas*
Guardt's IRM goal.
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? The follcwing paragraphs show a breakdown of some cf
the factors whiclk the res2archers feel will be affec=ing the
Ccast Guard in +he management of informatien resources and
in the attainment of the above stated goals, Assump%tions
and corstraints ccncerning these resources arce also

included.

2. QOperatioral Resources

Table III shcus the breakdown of the current lavel
of major Coast €Guard resources. Drastic <changes in +the
level of +hese resources is not expsc*ed in the next five
years especially in wview of *he budget situation prssently

TABLEB III
Coast Guard Operational Resources

CUTTIERS: 250
AIRCRAFT: 173

BOATS: 2000

SHCRE FACILITIES: 700

facing the Coast Guard., The Coast Guard is acquiring 11 new
270 foot Medium Endurance Cut:ers which will improve <he

average age of tte fleetr somewhat whenr they c-eplace som2 of
the most aged vessels. #ith regard %o opera:ing resources, q
the Ccast Guard will continue t0 maintain equipment in *he

most effective manner and will seek to acquire the mwmost
technolcgically cptimal systems available. Improved manage-

men+ of informa<*ion resources is of high importance in

allowing *he Coast Guard to kaep its operational resources ;
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in the highest lcvel of readiress possible. Discussicn cf
infcrma+icn resavrces will be included below.

3. Pudgat

The current level of +the budgetr fcr “he Coast Guard
is apprcximately $2 billion annually. Of this amount, a
portion Is spent in supporting *he Coast Guard information
resource requirements (either directly or indizesctly).
References 4 and 5, cutline the budget and rasource allcca-
tion prccess to te fcllowed with regard to the Coas* Guard's
Ccmmand, Control and Coamamanications Suppor+ procgranm. These
policies are consistent wi*h <he Coast Guard's Plaaning,
Programming and Eudgeting Sys<em (PPBS). The summa+<ion of
these policies is as follows:

(a) Majcr irformation systems will ©Le capitalized
through Acquisition, Cons*ruction ard Improvement (ACETI)
budge* ing. Acqgusition will be dcne by Coast Guard
Headquarters #¢ program manager spacifica+ions. ACET
biilets will be reguired, and <+he program manager w:ill
need 2 degree ¢f experise in s+tating requirsments.

(b) Small to medium=-scale systems can be supported by
Rescurce Change Prcposals (RCP), by a pregram’®s in%ernal
funds, or by competition fcr the Headquar*ers Office of
G-T's small, in-house rasources.

(c) Small +o medium-scale systems would normally be
procured by +te Office <¢f G-T, al“hough the progranm
marager could do this himself folliowing applicable
standards.

(d) 1Iastalled "instituticnal" or Coast Guard-wide offi-
cial systems will ba under <+<he O0Office of G-T's
configuraticn and standar ds management.
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(e) Cpera*~ing exrense fcllow-on resources for main+e-
nance of infcrmaticrnal managemen® systems must be

idertified for the users fcr adsgquate prcvisioning.

At any rate, although the Coas*t Guard's expenditure
for infecrmation resources will be increased in view of the
previously discussed reo-ganization, “he ovarall Coast Guari
tudget is not expected “c increase in any significan%

amount, and may actually decrease when the effect cf infla-
tion is taken into account. The researchers therefore feel
that the Coast Guard MUST make prudent decisions about the
hardware and software it acquires today *o Zimprove its
irforma“ion resource management, in order <+hat it does not
alierate mary of i%s members from fuiture use of this eguip~
men+t through baé experisnces wish <+<he <cys=ems whic are

rurchased now.

As menticned earlier, +the Coast Guard is prasently
made up of abcut 39,000 mili+*ary and 6,000 civilian
employees. Appendix A shows “he lates:t persornel rezcurces
presently assigned tc the G-T progran. The most impor*ant*
rote to make concerning Coas* Guard persornrel ia +the infcr-
maticn resource arenra 1s :that there is currentiy a critical
shortage of qualified people. PYB0 =stima*tes identified 2
shortfall cf approximately 90 professionals merely “o main-
tain existirng systems and ccmpleze develcpmen: of already
initiated systens. The 1981 reorganization only secved o
idertify more shecrtfalls by opening up more billets in *he
informaticn 1rescurce management progran. Traiping and
education are obvious parts of the solu¢ion to *his prcblen,
tut meeting *he Coast Guard 's needs will raquire a s*rategic
approach to the cverall managemen:* and use cf personnel.
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Th=2 users of the Command, Con+-ol ard Communica~-ion
(G-T) prcaram are +he entire Coast Guard plus paz+s cf other
govermer+* agencies and the maritime community. This +hesis
assumes no tasic changes in <“he tradi+ional organiza*ion or
missicr taskirng.

There will te li“tle or no 2xpansion ir the *cral
resources availatle to =he G-T prcgram, al*hough i+ w
contirue to compeste vigorously in <he budge* process.

The core of *he G-T program stra<egy #will be ore of
centrally providing ccncspt design, szandaris, cguisi+iorn
and control of major systams or application o¢f major
Tesouzces *hrougltout +he 2ntire Coast Guard
There is a3 family of ex=ernally imposzd re
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GSA wizhk scle PP equipmen= procursmen: au+h
myriad ¢f computer-relat2d Fed=ral procurement and
Froperty Maragemen+t Regulat*ierns Which implemen= :he Bcco
act; cther Pederai Regulartions and various Zintera
agreements, These factors will ne Jiseussed in great
dzetail as avpropria*e [Ref. 4],

6. ADP Egulrmer:
a. Bxisting Tools and Pacili4ies

The follcwing paragraphs contain a brief 1is+ of
present facllities which in scme @manner suppor* Coas% Guarid
irforma“ien processing. In the next section, the
rasearchers will discuss *he future Information architec+urs
developments beirg planned for the Coas< Guard. The au+hors
discuss the present resources In order “o show *tha: these
resources consist of outdated <equipment put together in
disjoint systems, which appear to have evolved in zssponse
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+¢ narrcwly scored requirements withour ccnsidera=iorn for
consolida*irg the facilities which perform similar furc=ions
into more effzactive, genreral purpose systeams. The
researchers wart to ccnvey *he image that Ccast Guard infor-
mation sys*ems are currently behind the %inmes, ard can be
better manag2d, but *hat positive steps are being <aken in
tha* Coast Guaré is realizing i+*s problems and is taking
action tc correct the situation.

Ccmpunications Stations and Padio tations -
These facilities provide personn=2l r=sources and equipment*
for data *ransfer shcre-zo-shcre and ship-to-shore.

Elec+tronics Engineerirg Cen+%er and Electrorics
Ergineering Laboratory, S*a*ion Alexandria - these provigde

2lectzcnics engineering Fersonnel expsc-tise fcr fielil
maip*erance management, field testing ard special sys*eas
developnment.

Command Cen+t2rs (Communica*icns Cenzers and
Oreraticns Centers) = thase provide +iae nucleil for contin-
uing ccamard and ccntrol of all Coast Guard opearazions;
provide a continuity of aanagement of all activi+ies during
nen-werking hours; provide for +he management of all elec-
+tronic informaticn flows into and ou“ of Dis+trict cffices;
ard “hey will become increasingly deparden+ upon information
+echnclcgy.

Leased lizes and GTE TELENET Packet Switching
Network - Leased lines are procur=2d from +he telephone
cempany and provide +the 2quivalent of a pair of wires from
pcirt *c poin* - +these are ncw used extensively in landline
communica+ions and fin the Dis+trict da*a ne+work; GTE TELENET
is a2 shared, ccmputerized communications system which the
Ccas* Guard has selected as a critical augmenting resource

for servicewide communications needs.
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AUTOLIN - currently AUTODIN is the backbore of
LoD messaqe and store-and-fcrward da+2 communicazions, and

provides the bulk of inter-district message commurnica*ions
for the Ccast Guard; DoD dces not charge for this service;
DoD is <currently designing a packet switching replacement,
similar to GTE TELENET netwcrk; FAAL is designing a similar
one, called NADIN II, which the Office of the Secrezary of
Transporattior (CST) is considering for a Department - wide
network.

Model 28 Teletyge mechanical communica+ions
terminals - these termirals are physically 2and techrologi-
cally very old and ar2 becoming extremely di€ficul:t <o
maintain in opecatior; <hey have very low capacity (75 bits

cer seccrd, abou* 100 wozds per minu%2) and possess no capa-
bility for intelligent massage handling.

VHF/FM and HF Radio Communications Systsms -
installed =cadio ne*wcrks grovide the bulk ¢f opera+-ional
ccmpand and contzol €for mobile uni+ts, and coordiration wizh
civiliar marine =<raffic.

District Northern Telecos DATA 100 Remote Job
Entry Terminals - *hese are high-speed, intelligent =ermi-
nals which can be prcgrammed in a short time to communica*e
over leased or dial-up lines wi-h a varie*vy of computer
equipsent in sevezal protoccls; they can 2lsc be programmed
to execu*e simple processing locally in a2 language called
RPG; “hese curzantly support the bulk of district data
processing needs with <+<he Transpor*a*ion Compu*er Center
(ICC) and l~-cal frocessing.

Word Prccessing Systems - in use at various
locatiorns- in *he Coast Guard serving primarily word
processing and some list fprocessing functiorns; some have
higher processinc¢ capability; many can be used in a coamuni-
cations environsent, and can be utilized as <+terminals;
wherever appropriates ard econoamical, these systems will
remain ir place.
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Mini and microcomputers - various modsls exis<+
throughcut *he Coas* Guard supporting impor*an< functions
fcr lccal needs: as long as these neads are being satisfied
in an economic manner, these systems will remain irn place.

Operations Computer Center (0CC) and Compu*er
Centers at Aircraft Repair & Supply Center (ARSC), Acadenmy,
Coast Guard Yard, and Supply Center at Brooklyn, NY - These
majecr Fprocessing centers will provids special processing
needs tc programs or facilities.

DOT and Othar Governman+tal Computer Service
Centers i.ea TCC, Transportation Sys<em Center, FAA
Aarorau*ical Cen<er, Na+tional Ins+tituta2s of Health, Walter
Reed Army MYospital, Navy Fleet Numerical Oceanography
Canter) - *these systems prcvide general-purpose compu*ing
resources +*+o +*he Coast Guard, on a reimturseable basis,
shared ty o-her 2gencies.

Commercial Time sharing - Comp=+itive single-user
con*rac*ts, .GSA Multiplz-award schedule con=rac=s, and
COT-wide multi-user cen%zacts under nego+ia+ion; the advan-
tages of this +type of service are firs-, higher levels of
aralytical assistance and second, usually more reliabls
on-line, in+terac+*ive service:; this het*er service cacries 13
higher ces<.

For the interssted reader, Refarcence 4 contairs
an inven*ory of the software systems cuucently in uss
throughcut the Ccast Guari.

t. Projected Coast Guard Information Resources
Architecture .

The purpcse of +his section is to give +«ha
reader an understanding of how +*he Coast Guard's existing
resources and facilities will be expanded, reccnfigurad and
utilized in *he pext 5-10 years. References 4 and 6 provige
a more detailed description of *his *opic.
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The words infcrmation and data have various

meanings and sosetimes “he words are used intercharngeably.
The Ccas* Guard tas decided %o refer to data as static en<i-
ties with assiqned definitions. Information is *+he enhancad
m2aning of value associated with these data when they are
somehcw processed cr utilized by human or machine ipteli-
gence. As an introducticr o the Coas< Guard's future
informa*icn resotrce (IR) architecture, i+ is useful +o
think abcut irnfcrematioen iIn +hree global ways in which “hLe
organizaticn uses 1+ - namely hierarchical, transactional
and local informatior.

Figure 2.1 shous hisrarchical information
flowing from <he smallest wuni#«, ¢to the +*co of <he Coast
Guard, ard ultima+<ly beyond to both Corgressional and
Executive recipients. HiIsrarchical iInformation suppor=s *hke
managemer*t contrcl and strategic control functions of +«hs
organization.

Figure 2.2 shcus trarsac*ional iInfcrmatior,
based upon data groupings that flow intact from point-zo-
peint in +he organiza%ion and usually cause or suppor+« rapid
activity,

Local information is any*hing and evervthing
that ary indiviéual cr organizational element chooses to
utilize when it is not institutionally required *to do so.
Strategic design of the information architec*ure recognizes
the use and rneed c¢f local information for maximum user
tenefi«. The architecture must provide some reasonable
facility for esach 1level of the organization to mee*+ its
lccal informatior needs.

Pigure 2.3 shows the merger of <+radi%ional
record communica*ions and future data communications. The
various networks are simply treated as Tresources to move
data, anrd it becomes a ne*work management task to Insur2
that operational <+transactions ar2 handled with adeguate
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Figure 2.1 Hierarchical Information.

priority. By implamenting most da“a communications as an
enhanceé versicn of —ecord communica<ions, upward-compatible
ard gracduated growth is achieved, as well as the loocses<
possible dependenrce betwean physically separate infcrma*tion
resource elements.

An important feature cf *+he ‘*Informa*ion
resources architecture is the new Coas* Guard Standard
Terminal, This riece of equipment has beer chcsen *o be the
primary !'standaréized' computer hardware device in the Coas*
Guard for <the 1980°'s. It can be viewed as a relazively
inexpensive device with *hree essential fea<tures:
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Pigure 2.2 Transactional Information.

(a) Ccmmunicaticn - the terminals car ccammunicate
cver all of the channels planned for Ccast Guard usse,
with software and hardware suppiied by the vender.
They <can alsc be clustered among *hzamselves for
sharing of rrocessors and data, with the wire irter-
cenrection lteing the communication channel.

(b) Human Interface - WIth its CRT screan, sof*ware
and keyboaré i+ can easily be used by all levels of
Coast Guard personnel. Th2 special function keys and
electronic cgeneration c¢f fill-in-the-blank forms mak2
it capable of being vigwed as only marginally
different from paper and pencil, functioning as the
source of data for =2ll thkree +typaes of informa<+ior.

32

SRR
-

Q.
Rl ¥ - .j'v o — o, _ . L ) R . _ S



U.S. Coast Guard
———Planned-Information Architecture

{New York)

Pigure 2.3 U0.S. Ccast Guard Planned Information Architecturse.




r..v,:. — g -v—m

(c) Prccess/Storage - The medium sized microprocesscr
(Intal 8086) present ir each tesrminal gives +them *+he
abili+v to @mee~ nearly all local 4informa*ion neceds
for the 1984Q's. Ir addition, standing alone i+ can
perfcrm many c¢f the formal *ransactional anrd hier-
archical prccessing functions [Ref, 8],

Three cateqgories cf communica*icns re+vworks will
te used by the Coast Guard 3in the 1980-1990 <ime frame.
These are an outgrowth of +the Coast Guard's commpand hiar-
archy anéd *he record pessage store and forward communica<ion
mede. These “kree ca*egcries of networks are na%iconal,
ceqional and local networks as shown schematically in Figure
Z.4.

NATIONAL NSTWOEK - Thz National Ne*work is a gern
term which éencompasses *hcse means of iIn*erconnec=<irnr

:
b o

&

major Coast Guard natioral switching nodes. (The major
switching nodes are prasently Dis=ricts, commurica+ions
ard radio stacions. Ary pcssible combiration of uncon-
nec*ed re~-works may be chcsen in “he future but “oday's
Coast Guard 'National NetwoTk! consists of
SARLANT/SARPAC (Ccast Guard search and rescue systams),
AUTCDIN, Secure Coammand and Con<rol Ne+wcrk, (2ll ~hree

interfaced by manual tcrn-+ape operation), TELENET, arnd
+he lcased Infcrmation Ne twork.

REGIONAL NETWCRK - *the regioral rn2%work will previae
ccennecticn and infcrma-ion exchange between the regional
nodes and local nodes (and user *erminals or local area
natworks). Tlris is analagous *0o the District or Grcup
Teletype net. (Both Na* ional and Regiornal Ne*works may
ul“ima*ely end up using the same ne*work technolgy as
ARPANET.)

LOCAL NETWORK - The local ne*work will provide connec-
tion and inforwma+icn distribution (exchange) between +the
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Pigure 2.4 Coast Guard NETWORKS.

local network, or local area ne«wock (LAN) as they ace
popularly called and cernect usars intra-buildirng,
intra-£facility or intra-industrial park. Examples of
presert LAN's are a shared 1lcgic word processing systanm
connecting all offices in a District 0ffice, a loop cof
Modeli 28 Tele+ypes controlled by anr HP9825 o¢r on-base
adminis+rative teletype <systems. In +the fu+ture <hese
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LAN's will be wmuch more capable of haniling lacge
volumes of infcramation and a heterogenecus mix of users
(such as Wang Xet) [Ref. 6]).

The Coast Guard's last main feature of +he
informa*tien resource architecture is that of data rzascurcs
managemert, This conrncept deals with <he fact +that data :is
an impcr+tant resource of ar organization and tha+ <+he
management (the c¢ollection, storing and prccessing) of <he
data is a crucial determinan* fcr the success of any planned
information resource architecture of tha+ crganiza+ion.

The focus of this thesis is concentrated in
looking at how +he Coast Guard addressas +*he probiem of
informaticn resource management via DBMS *technology. More
will te discusseé ccncerning planred growth for Ccas+< Guari
informa“ion systsms Irn Chapter VI.

C. TECHNCLGGY PEAMEWCEK

The researchers will ncow discuss how <the curren+*
‘state-cf-the-ar+*' has gvolved in computer or informa*ion
systems environment specifically with regard o0 data
rescurce management,

Whern computers were firs*t introduced irn the 1950's hard-
ware cost was tle mcs* significant factor. The computers
were relatively slow (especially when compared with <oday)
and designed primarily for the solu“ion ¢f sophistica*ed
mathema-ical numkter «crunching problems. As the speed of
computers improved, <the abili+ty of compu*ers to process a
large amcun= of repetitive data was recognized and compu*ers
began *o be utilized increasingly for 'managemen*-related’
processing (i.e. Fayrolls, personnel, inventories, etc.).
But still throughout the 1960's, <*“he computer was viewed as
a large, expensive machine kept in a central loca<ion and
operated by srecially trained, dedicated personnel.
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Bfficiency cf the machine was s*ressed Jue to its high ccs+,
and if 3¢ just =0 happencd <that the reports a manager was
getting were not respcnsive *¢ his nceds, then getting a new
report crea+2d was nct an easy task. This was because one
tad tc get the analysts and programmers together from the
data processing departmsnt, ¢tell *hem what was necessary,
and have +them write a new grogram to do i+, If i+ 4idn*+

+urn out the correct wvay, a person might not gc¢ back to
change it because of all the trouble “o do so. Data in *his
type ¢f si*uaticn was probably cer*rally lccated, bu* as
discusseé, getting “c the 4a*a wvwas often not very easy.

With the revolu*ion >f integra*ed circuits and silicon
chips, +“he speed of computers increased greatly while <he
rice cf computers decr=zased even greater. Mini and *her
microcomputers were introduced with recognition that no+ all
sitvaticns require a large mainframe and cften i+ is advan-
tageous *0 have several smaller compu*ters instead of one
grea* big cne. 'Pcwer ¢tc the people! has been used 4o .
describe *his philosophy of previding a small, low-priced
compu*e- dizectly *¢ a user In ordec *o be more responsive
tc his particular needs. As data sharing needs grow, *hes2
independen+t smaller ccmputers can be interconnec*ed *o form
retworks or distribu+ed systems. 'EFFECTIVENESS' (utilizing
*he «computer “o achieva <c¢p+“imal assis*tance “o us2rs in
mee*ing thei needs) rather +han '"BEFFICIENCY' (achieving
cptimal u+tiliza+ion of the computer) becomes the impor+an*
factor with reqgard *o <his *ype of computer archi*tecture.

But, as is the case in a changing world, wvhen you solve
old protlens, new ones of*en appear. As the use of
computers grew, and more people used them, more programmers
appeared and often dit :rant sections or departments ip %he
same organization developed their own programs. This was in
par* tecause the organization wanted +o make the computer
more responsive and give the end users bet“er control, bu+
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problems wi+th data redunrdancy and consistency appearsd.
Zach depar*ment legan maintaining *+hsir own se+ of da<wa, and
often this data was repeated In several depar“ments.

This 124 o0 *he devslcpment of da%a base managemant+
systems in crder +o allow sharing of da*ta, =0 centzol data
integriry, to allow greater data indeperdence, and to
improve da*a recoverability (Ref. 7]. These da*a base
managemen+ systens are sophisticated sofrware products which
provide for effective management of data resources, and waen
combined wi*h a special query lanquage can be utilizaed by a
non-specialist user to Tuickly access the data base in a
responsive panner. Mcst of these DBMSs are desigred for a
single ccmputer. The Ccast Guard has decided on a policy of
distributior of computer resources ia which =he informa=ion
rescurces (hardware, softwars and da+*a) are placed in <he
hands c¢f +he <commander who exercises responsibi<-y and
contre¢l over the forces “hey supoor:. Therefcre +he Coas*
Guazd fzces a problem of manragirg da+a resources given a
distribution of +*hose resources.
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A. GEBREERAL

In tkis chapter, the researchers would like *o take a

look a* +he overall directicn the Coast Guard is headed with

respect to iInforrmation systems and database “echnolcgy, and
then rela*e +his direction with what <Is happenirng ir *“hs
information systems Indusiry at this *ime. The authors will
discuss scms organiza*ional iImpac%s which may be =xpected ac
a result of “he acticns zaken by “he Ccamard, Con%zol, and
Communica*icn pregrar of the Coast Guard. Finrally, =he
researchers will provide some recommendations for planning
for and dealing with thess impac%s in order %o miniaize any
nega+tive effacts.

B. DIﬁECTIC! CO ST GUARD IS HEADED

The directior +the Coast Guard appears “¢ be *akirg in
+he Infcrma=ion resource management (IRM) area seems *0 be
cne of grea*ly increasing the impor+ancz ¢f and improving
IRM *hrcughout *te crganiza ticn. This 1is evidenced by <+he
teorganization and <consolidation cf *“he organizaiicaal
elements involved in this program, and “he comni+men* of
spending moce dcliars on upgrading IRM capabili+es. The
major gecals of the Command, Con+tronl ard Communica+tions
frogram were ou*tlined in Chapter II of this “hesis, and <he
Ccast Guard appears *o be pursuing <hese goals in a systenm-
atic manner wi+th controlled growth, cocrdinated acgquisition
pclicies, and expansion of educa*ion ard *raining opportuni-
+ieg for rersonnel in this area. The researchers feel very
strongly that the overall direction of improving the eoffec-
tiveress of IRM by the Ccast Guard is highly wvaluable,
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scmewha= cvsrdue, arnd will put the organiza*icn in & be==ar
position to overall manage its %“o*tal resources. The use of
data rase technology 4is jus= one avenus for increasing *he
effectiveness of an organization's IERMNM. wha* are c+her
rzlated technologies, arnd hcw Joes +he Ccastr Guard s<and
with respec=- *o *hese concegpts?

Reference 9 discussas socme 0f the new *echrologies in
+*h2 IRM field +which ars awvailable a* <+<his tinme. These

inrclude:

1. ZIex: Haag

ag

-

Mcs+t organizations have realized “he importarce of
having mcst printed +ex= in machine readabtle £form in crider
t¢ speed up the rroduction, ugpda<e and correc-ion of prin+ed
documents. Ofzen referred to as wecr prccessing sys+ens,
~“hese type sys-efs can be obtazined as a microprocessor deii-
cated <o +this task c¢r as a fea*ure of a general purpose
ccmputer system, The Coast Guari has implemen=-ed worA
processing systeus in varying degrees throuqhout the organi-
zatilon. These zange from the simple, stand-alone dedica=zed
systems to sophistica+ed, in“ercomnec+<ed, mul+iuser sys<eoms.
The Cffice of G-T has da2cided tha*t where cost-beneficial,
+*hese systems car be contiaued. The s*andard terminal is an
example of a general purpose system which can be used for
werd frccessing.

Cne ccmmon extension of word processors is the
ability 20 electronically send documents bhe“ween processors
in differen* locaticns ia lieu of having *c manually *rans-
§brt +he hardccpye. The refore, i¢+ is necessary for
communica+*ion s*andards to te established 4in order +hat *he
machines can cormmunicate wi*h one another over *he estab-
lished prctocols. S+*andards for interfacing dedicated woril
processcrs with 1larger general purpose computer systems
should also be required. The Coast Guard has recognized <=he
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importancs of such s+andards and has promulgated <he groto-~
ccls to be u*ilized by *he affected equipment ir Reference

a-
2. Messaginc

This concept is related to <=he feature discussed in
word prccessors on electronically <sendirng documents, but
should ke consicdered as a more general feature than dust
sending documents, Messaging conveys “he idea of using <he
infoermat+tion system as a means to send communicatiorn bhetweern
individuals wi+hout having person-*o-perscn ©r telaphcne
con+ac*. This concept is cften referred to as elec«ronic
mail. An examfple of messaging would be a sys“em which
allows text messages %0 be sent from terminral %o *ermiral
erabling a person to use “he terminal directly for reviewing
inceming messages thereby cutting down on actual paperwork
and speeding up <“he communica*ion in “he ¢freccess (i.e. 1o
busy signals). Anc+her example might be & variacion which
would allow recozded voice messages to be Aispersed bv +he
computer, similar to wha+t 2 “el=sphone answering machine lces
fcr iIncoming calls, allowing the message *o0 be sen* “c mcre
than one des+ipation. This would relieve *he origina+«cr of
the *ime censuming task of calling a lo% of cther people and
getting many busy signals.

The idea of messaging can be oxtended to having a
computer conference wher2 the messages ace sent back and
for+h in an onlire mcde, thus alleviating the need =o hava
actual personnel travel +o one geographic site in order *o
conduc* *he conference. Since some peoplz find conferzarcing
by computer too impersonal and hard +o fellow, the nex<
extension is *o *ransmit video signals, or *eleconferenciag.
The Coast Guard presently has some systems capable of elec-
troric mail fype messaging, although long distance sys*eas
are nct in place at this time. Con+inued gqrowth in *his

41

. —————




area can ke expected given the rising costs of transpcr+ing
personnel and *the decreasing ccs%s cf computer and tzleccn-
ferencing systems.

3. CLisiribu*ed sSystems ard Neiworks

The concept of distributing compu<ing resources
(hardware, software, and data) is currently a major *cpic
throughout *he computer industry. A tremendcus amount of
research is beirng ccnducted ir 1looking at how computer
retworks and distributed sys*ems car improve “he effective-
ness and user satisfactiorn of *oday's information systenms.
The researchers will use +the following definition of a
dis+rltuted systern: first, +he sys*em should possass %wo or
mcre gqecgraphically separated processors, second, *he
processors should te linked, and <hird, +*he processors
should =serve a single organizational erntity. Ccmputer
networks can be qenerally defined as a conrectior of *wc or
pore compu+ers which ace able to communica%e be4ween on=e
another. Examplss of computer netwnrks include the Advanced
Research Projec+s Agency (ARPA) Network and IBM's Sys+tam
Network Architecture (SNA). Note *ha* a dis+<ributed sys*em
is a compu*er network, bu*t not every ccmpu*er ne+<work is a
distribu+ed system [ Ref. 8].

As previcusly menticned, the Coas* Guard has descided
on a principle cf distzibution ¢f computing resources to
some exten=, The Coast Guard will build upon message
store-and-forward communication as 3its principal mode of
interconnec*tior. True compu*er processor interconnec+ion in
the style of IBPF's SNA will te discouraged for +he near
ternm. The reascn fcr this policy is based on the principle
of prudent evolution. There is no forseen great payback to
the Coast Guard for isplemen*ing computer networking c¢f “he
SNA-type systems at this time, esp2cially considering ¢he
high technical-skill and supports cos%*s of SNA [Ref. 4]. An
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important pcint +*he Coas* Guard should consider when iample-
menting i+s present systems is to design for future change
and reccqnize that compu*er networking and distczibuted
sys+ess are the direction irnformation systems are headed.
Therefore, the Coast Guard should strive fcr compatibility
and stardardization as much as possible in corder +«o have
systemas capable ¢f tecoming retworks when such a confiqura-
+ion is considered eccnomically feasible ard 3esirablse.

4. Decisjop Support Systems (DSS)

Pecision Support Sys*em is also currently a highly
discussed “opic in the computer field *+oday. Some corsider
i+ *0 be the la*test 'buzz-wcrd' in th2 industry, pickirg up
where Marnagement Informa=ion Systems (MIS) 1=2ft cff. Marny
crizics feel *tha* DSSs are ro differert “‘han MISs ard tha<
the new *erm has simply evclved so that salesmen can sell
more systems. Fut many ct hers, Ziacluding *he researchers,
feel that DSS is an independen® concept, and that i+ refers
+c buildinrg an information system “o be readily u+ilized

zimarily tc suppor* *he decisions which an individual in

the orgarization hnas to nake, Soma comporen<s ¢f a DSS
would prcbably include: an interac*ive query or &ialcque
capakility, a database zanagement system, a modeling capa-
bili+y, and a graphics capatkility. Some cbservers consider
*he mcdeling capabili*y as the feature whkich distinquishes a
DSS from an MIS, while others believe its distinction *0 be
tkat it iIs primarily designed for *ha particular :indivdual
or jot position for whose decisions i+ ig meant *o suppcr*.

At any rate, the researchers feel that the Coas*
Guard will most 1likely be Inves*ing in decision suppor:
systems in the future, as these systems seem *o fall nicely
into the gcals ard chjectives which the Coast Guard has se+
for i+s Command, Control and Communications prograam. The
researchers are aware of at+t least one DSS in use in %he
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Coast Guard which <Is installed in #he Firs* Coas+ Guard
Pistric* in suppcrt cf ths operations cen*ter con<zroilsr for
search and rescucs decision making.

5. Lata Base Maragement Systsas

This thesis discusses in some detail the status of,
goals ard obqec*ives of database managemert systeas. The
researchers believe that the Coast Guard is realizing %he
importance of DBPS, and specific recommendaticns regarding a
strateqgy for isglementing database technology are included
in Chapter VI.

The Coast Guard is ir varying stages of ins<alling
database *echnclcgy. Th2 Marine Safety Information Systenm
(MSIS) Las been in developmen* for over 10 ysars and will
con+ain a sophis+icated DBMS. With regard “o *he Distric+

study, (Ref. 10],
has beer viewed as a 'jumping off' point for daveloping <+he

miniccmpu“er procuremen*, the Wilson-Hill

legical data base design t¢ be utilized by +*he Coast Guard
Dis*+ric*s. A pilot proj2ct for designing *+he logical da=a-
base is underway in the FPirst C(Coast Guard Dis=rict ard i+
has beer. revor+ed that they are at*empting to integra*e +he
Districts' database requicements for <+his design with those
of other Coast Guard organiza*ional elements, This will
hopefully ensure a standard Coast Guard da*a dicticrary,
whick the researchers believe is essen%ial for the success
of this project. A targe+ date of April 1983 has been
projected for the ipni+tial draft of *his design.

The authers will next discuss some of the factors
which may influerce *he Coast Guard :in pursuit of the goals
¢f the Command, Control and Ccmamunica*ion progranm.




C. INFLUENCING FACTORS

The researchers telieve that the following faczors -
organizatioral ctange, resistance *o change, <“echrological
change, qovernzent procurement requla*iors, and support
requiremerts - will most likely have some impact on <tha
Coast Guard as a result of installing Zinforma*tion irn data-

tase management systems. The authors will proceed to
discuss these imglications in more detail and describe wha+
effects they may cause in an crganization.

The first factor which may have an impac* on the Coas=
Guard Ir implemerting database technology 2nd o=kar infecrma-
tior resource @management goals, 3in fac*, already has
cccurred - crganizaticnal charnge. As was mentioned, cne of
the 3initial events which *rigqgersd the Coast Guazd's
emphasis on informa*ticn and data resource maragement was the
reorganization of <the Headquarter's divisicns of O0OTM, EEE
and FIS Into <+the Office of G-T. But there are other less
evident ways in which the Iintroducticn of data base tech-
nolegy may change the organization. These changes will b2
in *hke way in which éarticular individuals perferm their djob
and also- in *he irfcrmal crganizatioral s+%ructurz of +he
Ccast Guard. Hepefully, the new systems will improve or
make easier *the *asks which Cocast Guard personnel car:cy ou%.
This is one of *he reasons *he new systams vere int-oduced
in +he first place. The infecrmal structure of the orgariza-
tior refers to the fact +that in order <“c get +things
accomplished, +tte formal c¢rganizational siructure is no*
always strictly follcwed, and infermal wcrking rela+tionships
often crcp up. By introducing new *echnology, changes in
this informal structure can be expected as new users of the
sys*ems interac* with other users who either work in a
similar manner with the systenm, or are more knowledgeable,
The effects of +he changes can be beneficial or harm€ul
depending upon tte productivity of these relaionships.
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The nex+ factor which migh* influence *he Coast Guard in
this area is resistance to change. By “his, the researchers
are referring tc +he idea that nrs matter how much one
prepares for changes in +the organization, there should be
some expectation that not every one is going +o accept the
new system (i.e. ¢there will be resistance). These may
appear such as a senior enlisted vradicman who Dbecomes
disqgrur=led at *he thought o0f having a computer take over
+he jcb he used +o dc; or providing a compu*erized systen,
such as computerized inventory system, *0 an employee vwho
develcped *he o014 system and is highly familiar wi+th it,.
These types of rersonnel can be expect2d *o ‘'buck' +he new
system ard therefore <*heir reactioﬁs should be considered in
order *o nake the system work, becduse without their
interest, involvemen* and support, +the new system will mos%
likely fail.

O+ther factors which should be considersd are the impact
of new *echnology, and the =ffect of Govarnment procurement
policies and regulations. Technology in <*he computer
industry seems *o contirue %0 improve upcn iitself &+ an
amazing rate. Ye+ forecasters predic= <hat <%echnology in
the compu*er industry will contiue %> ge« better, and *there-
fore +tlke Coast Guard mus* be aware of this dimproving
environment and be ready to +ake advantage of it. The
authors believe *hat <+he Coast Guard =should strive +to
acquire homcgenecus systems whenever possitle. This will be
discussed in Charpter VI. It is no*ed that the Brooks Ac+t
seems directly contrary tc¢ this goal in the interas+t of
stimulating competition in the industry. Other regulations
such as GSA having sol: procu-emen*t authority over ADP
equipmen* must be taken into account when planning for and
acquiring new systeas. One might think that the bureauc-
ratic procurement regulations of %+he PFederal government
wculd be somethirg that *he Coas* Guard should be well aware

u6




of; tu+, as discussed, for the most par* *he Coas:t Guari is
really orly now purchasing its own computer systems having
leased +imesharirg servica primarily in the past. Therefore
the Coast Guard should take heed of the 1lessons learned by
cther Federal agencies, pacticularly the D=2partment of
Defense, with r1egard to +the long 1lead times involved in
procuring ADP equipment and plan early to spand a coasider-
able amcunt of effcrt in order to keep up-to-date systeams.
Another major factor the Coast Guard must contend wi+h is
the =suppcr* requirements necessary for these systems to
properly function. These requirsments include: personnel,
facilties, +*raining, main*2nance (of bo-h tardware and soft-
ware) , securi+y, and perhaps mos*t importan+tly, dollars. The
first ccurle of requirements are somewhat obvious in +ha+
everycne shculd realize that computer systems need peopl=a to
run them, tuildings to put them in, <cables to run hetween
+hem, e*c. The aspect of training can often be overlookad,
sspecially when one considers the importance of follow=-on
*rainring. Table IV {Ref. 11] is an example of the *rairning
needs of the Jdcetabase adminis+trator ard staff in a2 DBMS
envircnmen-t. Ttis 1lis“« indicates <*he extensive +*raining
required to ensure proper operation 2f *he system, ard also
the need <%c have competent professionals working with the
system in crder to educate +he non-sophisticated user (of
which there is 1likely “o be a majority of ia the Coas*
Guard, at least initially).

Mairntenance c¢f hardwar2 s not considered +o be an over-
whelming constraint, as hardware sys*ems have become more
and more reliable, tut backhp procedures must be planned for
in “he case of hardware failures. The biggest factor in the
maintenance area is that of software mainterance. Here
again i+ must be pcinted ou* that the Coast Guard is rela-
tively nev in tle ccmputar business and <“herefore there is
not a lot of exterierce in dealing wi*h computer systenms.
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TABLE IV
Duties of DBA and Staff in a DBMS Environment

DESIGN AND ADRINSISTRATION

Define schemas and subschemas
Select and maintain data model
Selec* and maintain DBMS software

ADMINISTRAIION
Liaison with users

Trainring and assistanc2 c¢f users

OPERATION

Formulate ard enfcrce procedures for security & privacy
Initiate and enforce procedures for reccvery & in%egrity
Define, creats, update, and retire data

CRING
Measure and mcpnitcr performance of DBMS resources
Lcg ard monitcr usage of DBMS resources

Schedule usaq:z
Monitecr security “hreats

R

As “hese systems beccme available, more and more programs
(sof+tware) will inevitably be written. Therefore software
engineering principals need %o be stressed early on sc tha*
+*he software written <+oday can be maintained <“omorrow.
Experience from [oD has shown that software maintenance is a
tremendous concern and is Erobably the 1largest expenditure
on DoD computer systems today. DBMS should aid in this area
by intrcducing ¢the concept of data indspendence into
programs written for Coast Guard computers equipped with
such systenms.
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Security refers *c the corcept +hat *the pkysical ccmpo-
nents must be protect=d from threats such as +hefs,
vandalism, and neatural disa sters, as well as protecting the
privacy and confidentially of +he da*a stored within the
systen. Security shculd be a primary consideration of any
computer installetion and DBMS should assis* by providing
access ccn+rol, inteqgrity checks, security and audi+ing
features.

The las* ites mentioned is probably a result of “aking
care of some of the cther fac*ors which were discussed, 2and
this implies that i+ takes money <=0 properly 4install and
operate an Iinformation system. The Coast Guard must realize
tha+ it Is going to *take 2 considerable amcunt of additional
funding in order tc¢ properly operate, maintain and keep
current *he comfu%er information systzms it is ins=alling
today.

D. MHMINIBIZING NEGATIVE IMPLICATIONS

The £folllowing are some general recommenda+ions and
ccaments which tlte researchers feel would assist +the Ccas*
Guard in wminimi2ing negative implications asscciated wi%
introducing informa*icn systenms.

The first ccmment is that <the Coas*t Guard mus:t design
for charge. Tte Ccast Guard must take in*o account %he
effect which charging +techncloqy will have on its informa-
tion systems, as well as predict tha* user needs will most
likely expand and <+herafore change as *hey become more
familiar with the systems as time goes on. Therefore, +he
Coast Guard needs tc¢ design systems which are flexible and
changeatle, This ccncept has been repeatadly s+ressed in
software engineering, of which modulariza+ion and change-
akility are key frinciples.
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Along with *his 'design for change' concept go
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ptinciple <¢f requiring good documer<ation for
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all h
systems vwhich are acquiced. This concept is esp=ciall
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crucial in a military o-ganiza+ion wher-e personnel rotation
policies gquarantee that almos“ all +the people who are
present when a new system is installsd will probably be gone
after 2-4 years. This factor indicates that the documen*a-
tion ¢f the sys+tem had better be sufficient and up--c-dats
in order for new perscnnel to understand, operate and main-
tain the sys+en. The Ccast Guard can lezarn another lessor
from CoD, which tas repor*ed many ins“ances of poor documan-
taticn ¢f systess which af*er a2 short while, led o a
situaticn where no cne really knew how *he sys“em worked.
Therefore, if tlte Ccast Guard expec*s to be able <o undsr-
stand and maintain i*s systems, good documen*ta+tion is vi*al.

Anotlker factcr which will help minimize negative impii-
cations is for *lke Ccast Guard *to maintain tcp level suppor+
of its informaticn management goals. If *op level suppor+
exists, +hen tle chances of success are much grea=er:
£

however, if this support is no* aviden+, ~hen €failure is

[wS
o

almost assured. This s-atement seems mos:t obvious, but
appears to the researchers t+that i+ is of+en overlocked. One
probiem Invclved here may be <*hat the *echneclogy associated
with the information systems which are beirg intrcduced
today is probably much differen+ +han wha* mos* <=op level
managers ars experienced with. This could lead *o inzimida-

tior of the senicr level supervisors +=o the point that +hey
will avoid using computers in order +ha* they do nct appear
ignorant in fronmt cf their sutordinates. If *he =sernior

level managers are nct using the systesms, then *heir subocr-
dinates may not feel inclined to use them and eventually the
funds to support the systenms might be cut or even shut off
completely. Therefcre =op level support can be seen +o be
an impor+an* ingredient to the success of a system, bu+* how
can this senior level suppor%« be achieved?
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This question 1leads in*o +*he rnex* pcint which is +he
impocrtarnce c¢f husan needs. The researchers feel tha+ cre of
the best ways in which %o achieve +op level suppor+ feor a
system is *o have *hem irveclved with and wusing the systen.
I+ has already teer mertioned tha* senior 1level personnel
may be Intimida+ed ty a computer, and it should be no%ed
tha+ they probably den't have 2 lot of extra <ime to spend
learning how to use the systen. Therefore one way <o ge+
them tc use it is *¢ mak2 the system =sasy to learn and zasy
to use. Reference 12 poin*s out scme excellent gereral
desigr principles which should charactarize 2 user orienzed
interac*ive syst:m. Thess principles include:

1. Self explana*tory - *he system should display suffi-
cient Inforraticn to the user without having to gc +«o
anc*her source for =2xplaration.

L R TP W B B R s
Ch usSer request.

3. Simple interfacing - “he system only requires ac+icns
which are stort, sSimple and obvious.

4, Irteraction _by_anticipa*ion - <he system an+ticipates
all pessible desires of +the user' in advance _ard
grcvzde$ prempts cr menus SO tha+t +he usar can selace

he desiréd op%ion in lieu of =2xplici*ly specifying

iz,

5. Cpticnal wverbosit - +he =system provides arno<her
levelis ¢of de*ail so “ha=- <the usef can obzair more
detaile irformation ¢n a par*icular itzem, if so
desired (Ref. 121.

By u*ilizing these d=2sign priaciples, nos= sys+tams woul?
be easier to learn Ly most users. Bu+ even wi-h “+hese

fea-ures, scme perscnnel ace going %0 raquire a lot of
thand-hclding® ard training *o be a sa“isfied user. Ancther
importan* i<am to remember when designing a system Is to
always iInclude represen<tatives of *he end users in <he
design ccmmittee., This will o€ften turn up obvicus probleas
and peculiar nesds ty <he end user representa“ives which
would no* have *urned up f-om +he other dasign commi+<ee

members and thereby savin a lox of a2xpense al“ering <he
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e T T R Ty W iR ~ - .
E .. <, - 74)?




’-lnllim;m-_~ i

system just after Installation. This membership =-rn +“ha
design ccmmittee also helps promote a feeling c¢f early
involvement with the new system which can help <cu= dcwn on
the resistarce *c¢ change.

The bot+om line is that =system designers must %<ake into
account *he needs, capabilities, and shortcomings of
human user 1in order that “he system be resvonsive =¢
requirements, easy tc learn ard easy *o use.

E. SUNMARY

In summary, *his chapter ©point2d ou“ several orjaniza-

+ional implica+ions such as s-ganiza*ional chaxnge,
resistarce *o clange, and support requirements which the
Coast Guard should censiler when planning for irnferma*ion
systens. The researchers believe *ha* %<he Coast Guard is
headed in *he richt directicn wizh Z4s irfcrma%ion and da%a
resource management policies, and +ha* goncd implemen=ation
practices are being followed by th2 Coast Guard. Coas*

Guard system designezs must take in*c acccun~ human reeds
and shecrtcomings so that =he Iinforma-ion syszams i% enpleys
are usable as well as efficiency and produc*ivity
improvements.

The followincg <chaprers of +his +hesis will proceed %o
discuss data/da+tabase managemen* <echniques and “rends, arnd
then investigats the alzsrnatives openrn %*0 the Coast Guard.
The researchers will ma*ch *he Coast Guard's particular
needs against +he various DBMS alterna*ives available and
pake recommendations as 2o the direction <*he Ccas+ Guard
should take in ttis area. H
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A. GENERAL

Before proceeding fur-her, it is advantag=sous to explcre
+*he new *echnologies that are evolving +ocday. In *hs f£ield
cf computing, it is not surprising to see advances in tech-
nclogy that make the equirgment, policies, and practices
obsolete in just five or +ten y=ars. Fer example, “he
computer industry's architecture has proagressed through four
genera+ticns of wmachines in *hirty years - from elec+rical
accoun+ting machires (FANM) to vacuum *ubes %o transistors <o
integrated circuits., Similar grow*h has been experienced in
*“he lcgical vwview and managemen+< of data; flat files with
reccrd-at-a-+time serial access, *o ind=xed sequential files
capable of randcm access to data, =0 sophisica<ed data
bases. The phycsical level i1s no =2xcep*tior either as 1K bit
chips were used in the late 1960's while “cday 64K bi: chips
are standard in rost machines with 256K bi« chips availabl:z
cn sone.

Any s=rateqgy must take into corsidera+*ion -“he imrpact of
technelcgy. Thersfczte, this chapter will discuss *hose
i*ems tkat +oday promise o have *the mecst impact onrn da<+abase
managemen+ systegs (DBMS) in the next five to %en yvear *ime
frame. The most promising areas are i: mass s*tcrage hazd-
ware and software, pemory, da<abase machines, and
distributed dataltase manage sent svsieas.

Although the ccnceptual views of DBMSs have gone “hrough
tachrological changes, “hese views have more or less ssteled
dewn in*o three basic models - hiervarchical, ne-work or
plex, and relational. These models will be discussed in a
later chapter.
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B. ASSOCIATIVE COMPUTER ARCHITECTURE

Tradi+ionally, access to da=a in main memory has heen
accomplished@ by hardware address. This 1is a necessary
consequerce of the von Neumanrn computer architeczure.
Hcewaver, <the most desirable way to access non-numeric daza
is by value. Frogrammers and users of computer systeams,
esp2cially thoses employing DBMSs, =*hink cf problems and
sclutions ir *eris of value, not hardware address. As the
computer indus*ry matured, a number of me+hods were used to
cenver“ an ex*errnal value in*oc an internal compu<er or peri-
pharal device address. Most of thzse methods are still in
use tcday, e.g9. sequential, indexed, hashed, and s2* access
me* heds.

As data bases became largsr and larger, and access was
required to more ard mora2 data, comput2r performance was
kept to an accertable lzvel by brutzs-force Iimprovements in
hardwar< speed; i.2. integ-ated circul+s, more ©i%s per
chip, e%c. The cne tasic eleament that never changed was =he
ven Neumann archi*ec<«ure. Tcday, compu*er scientists are
beginning *o rethink <he foundatinr ¢r which coamapu%er
scisnce has been tuil- and are investiga<ing contents
addressaltble memo:ry, cr associative s<nrage.

Assccia+ive prccessing syszems generally have <+he
fcllowin five basic compenen+ts - data <T=2gister, mask
registez, da*a array, word selecx r=gister, ard search
results reqgister. As shown in Figure 4.1 [Ref. 13] <*h
Register contains thz valu2 to be searched, whils thz Mask
Register indicates what par* of the Da*a Register is *o ba
used for *he search. The Data Array contains the data %o be
searched, the Wcrd Select Register indicates which words in
“*he Data Array are to be checked, and the Search Results
Register contains a '1' hit for *“hose values in which *here

was a match. A Multinle Match Resolver indicates which
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DATA REGISTER
{Paul | Jones | 123456 | Production |
MASK REGISTER
lo...o J1...1 ] o....0f0.ccuci0 | WORD SEARCH
SELECT RESULTS
DATA ARRAY REGISTER  REGISTER
0 0
0 0
0 ]
Paul Jonas 1 1 4+
0 0
3 0
Paul Jones 1 1
0 B
0 0 '
3 3 i
John Jones 1 9
0 0
9 0
5] 3
MULTIPLE
MATCH {
RESOLVER
Figqure 4.1 Associative Systenm.

value was found firs<+, From a casual Inspection of Figure
4.1 1t is apparert that zhe <size of <hz2 Da*a Array ccn*ains
an upper bcund wtich limits %*he size of a da*a base *+hat can
be searched using parallel associa“*ive s+*tor2 In a single
s*torage cycle. ®hat is %«ypically being dore is a sequerntial
associative search on large portions cf sequentially stored
data. This gives the logical affect of parallel asscciative
store if not the speed.

This +*yve of azchitecture is being experimented with
+oday in a number of ways., One idea is +o build an in+%elli-
gent ccrtroller tased upon associative processing, and place
it between a general purpose computer (which contains *he
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DBMS scoftwar2) and the mass secondary s+orag2 device ci <zhe
data btase. The in*telligen= cocntroller would accep+ a2 parsed
request £frcm the computer, and process <“he +*rarsac*ion
against the da*a base. Ancther approach is to incorpcrate
this architecture into +he computer i+self. More will be
said cf *his later,

C. HEHNORY

The driving force behird <the rapid advances 3in <he
ccmputer industry has been nmicroelectronics, The greow<h
depicted in Fiqure 4.2 [Ref. 18] was predic=ed in 1964 by
Gordon H#oore, the dirscter Oof 1rIesearch at Fairchili
Semicondutor. To date the curve has beer pret«y accurarte.
Whether cr not this +rerd con*inues Is specula+“ive, bu=
current *echnolog¢y has not reached i+s limi* wizh regards to
physical laws. Fur+her, as the number cf components per
circuit ipcreases, the cost rper bit drops; one cent per bit
using 1K chips inp the iate 1960's “o0 one #enth of a csn* per
Eit ueipg 6UK chips in 1979. These developments, <espacially
with respect: to main memory storage, have great consequence
for DBMS=, because main memory serves as a buffer area %o
operate secondary mass storage. The larger “he main memory,
*he fewer I,0 irterrupts required *o accomplish a process.
Hence, performance requirements for large dat=a bases car be
kep* to wi+hin accep*able limits as sizable portions c¢f a
data base can be kept in main memory wi+hout having <“he
processor page data in and cut of secondary mass storage.

Secondary stcrage devices to0o have been daveloping a*~ a
similar rate. Charged coupled devices (CCD) are available
in 64K <chips wi*h 256K chips soon ©becoming available.
Bubble memory is available, but it is not as popular as CCD,
perhars because it has slower access “imes for large amounts
of data. Research is still on-going in this area.
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Pigure 4.2 Growth in Micoelectronics.

D. DATABASE MACHINES

Today when people talk of database machkines, there is no
ccmmon agreement on *“he architecture. 1In fac* any*hing from
a master-slave configuration (a gere-al purpose processor
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. HOST PROCESSOR
i
i
‘ Pata Host Language QFYLOAD DBMS FUNCTION
Man .t Interface Application -
“9';;“ BACKEND PROCESSOR
Sys Quary Request
G Language
Oparating Systems Host '
Access Mathods Processor i
3 i
Application Request '
Request / Raesponse
Controller
Database Processor |

[ 1 Database Managemsnt System
> < YV 3 £V >
u u u ’ Access Method

Controller

CURRENT ARCHITECTURE

A

Pigure 4.3 Current DBMS Architectures.

which performs all of the 1ata base ac+tivi+ies) to a special
purpose tack-end with intelligent con*roller, is considered
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approach prcbably had its impetus in the front-end prccas-
sors which isola*ed complax and sophistica*ed communica+ions
ard message processing capabilities, and placed those func-
tions in a specially designed separate processor.

Therze are a rumber of factors <+oday which make +he off-
loading of DBMS functions very desirable. Firs+, user
applicaticn requirements are requiring 1larger ard 1larger
data bases. The very volume of data is begirning to create
per formance problems with the length of “im= necessary to
lccate the data. In som2 cases the overhead for indexes and
tables ccnsumes more +*han the 4da*a itself. Typical issues
any DBEMS must adcdéress are (1) the organiza*ion of an inte-~
grated da+a base, (2) <+he stcrage loca*iors for data in the
system, (3) the iocation cf data in *he systen, (4) <he
con<rol of concurrent address2s and (5) *he mechanisms and
s“ructures *o prce¢vide securi*y and integrity. In addi+ion,

more and more furcticns are besing requirsed in the DBMS. As
+he variety of tlese functicns of a DENS increase, so Joes
its overhead witl an accomparying reduc+tior in response +«ime
and thrcughput.

The first attemp*s to ease the overhead ard performance
problems of DBMS's consisted of using a gereral purpese
tack-end compu*er tc replace database management scf*ware,
on I/C routines, and on-line secondary s*torage. Al+hough
+his has provided a partial solu“ion %o the bottleneck prob-
leas, *he follcwing factezs have mitigated against its
popularity. Tte wrarginal value of a general purpose

back-end computer's rperformance are in mos* cases much lass
than the marginal costs of the machine, i+ is no*t uncomaor
to have mnmultiverdor coordination difficulties, and reli-
ability of the total system went down as a result of using
toth the hest and back-end (1f one goes 4down the whole
systenm crashes.)
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By specialization, i.,e. associative addressing in an
intelligent I/0 controller (discussed earlier), in conjunc-
tion with special purpose hardware, significant improvemen*s
result which ease the performance bot*lenecks of present-day
sof+ware-laden DEMS. The reason, in a special designed
processor the need fcr floa+ing poin% hardware, long-word-
size registers, and fast multiply and divide logic aze no*
required. Instead, byte maripulation ard high speed I/0
capability +o a wide variety of s+*ocrage devices carn be
accommoda+ed, froviding +he potential for significan*
improvements. There is much research needed in *his area,
tut it <shows sowme premiss, ard is attrac*ing some of the
best minds in 4irdustry and *he academic <environmen*. For
example, Sperry Univac is wecrking with Dr. David K. Hsiac in
explorirg the cormerical potential for his DataBase Computer
{Ref. 13: p. 1].

E. DISTRIBUTED ILBMS

Another apprcach being explorad +*o solve the bottlenack
per formance problem cf DBMS sof+ware, dis*ributad data-base
+techrology, attacks the problem from anr al*ogether different
per spec*ive. Tle major benefi<s claimed are increas=d data
availability to <he end user and reduced exposure to *c*al
system failure due to hardware or sofzware fzilure
[Ref. 15]). Because da*a prccessing and stcrags capabilities
ara distributed to the location of da*a origin or end use,
fas+er ard easier access tc *he data can be provided than
under a traditioral cen*ralized DBHMS. However +he facili-
+ies fer data organizaticn access aand control must Dbe
extended to0 include the following CODASYL recommerdations in
a Network DataBacse Management System (NDBMS):

1. Intercept a user request and determine which nodes %o
esend i+ to for ©processing. The majorizy of user

Eg ggsts shculd use local 'data _and nc* require *+he

_Thzse may go t¢ the local DBMS directly or be
passed to it by +hé NDEMS.
61
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2. MAccess the netwcerk 1irectory (which may possibly b2
remcte) for *he above purpose.

3. If +he target data are on multiple nodes, coordina*e
the use of *these nodes.

4. panage the communica=ior betweer its node and DBMS's
in ¢*ther nodes.

5. Provide da+a and, process _translation =suppert in a
he*erogeneous distributed data-base, envircnmen*,
Heterogeneousness in _this context implies diffsrencss
Egtgggnsgggngre {and softvware) elemer*ts in each node

Thus in distributed data base <*echrnology, £faster access to
data in*zcduces nore ccmplexity to the overall systen.

Main*aining data base accuracy with <ccncurren*= uvodzzes
to *he same data i+tem, maintaining the in*ernal cocnsistency
of the da%*a base, anrd maint*tairing “he consistency amcrng the
varicus copiles of the data tase, ccllectively comprise wha+*
is known as ccrcurrency corntrol. This is the 9vprimary
research area in distributed database *echnology. One may
“hirk *ha* havinc heterogenecus hardware and sof*ware compo-
ner+~s migh* create <+the mos* dJdifficulty in a distribu=ed
system, tut “his is not so. Heterogesneousness does however,
add *c *he complexi*ty of the systenm. I+ Is beliaved +ha=
before a dJdistrituted DBMS «can achieve wide acceptabili+y,
the update synctronization or concurrency problem mus* be
solved.

A number of methcds or t*technigues are being explored to
sclve *the update synchronization problem (Ref. 16]. The
firs- is global locking where all the copies of the da<=a ara
lecked, *he upda*e is applied to every covy, and all +he
locks are =hen released. This approach effectively solves
the concurrsency protlem, bu< at an unaccep=able price in
high system overtead. The second method is dominan* copy
synchronization where on2 copy in the distributed system is
dominant and wugpdated first, This dominant copy then
controls ths rest of the updates a* *he differen* nedes.
This wmethod is acceptable for systems having low update
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freguency, ltu* becomes +h2 scurce of a bo+*leneck if upda-=es
are higk, or if updates are *ime critical. The *hird me+hoed
utilizes *imestaups instead of locks. The idza presen=ed is
tha~ timestamps zere appended to every data Z:em. The data
a+ *he ncde can lte updated if the timestamp is greatec- (more
recent) than the +*imestamp or the da*a items a¢t +*he ncode.
The ccrncern with this approach is the s-orage burden created
by *he timestamp being appended to every data item. A *ime-
stamp for every reccrd versus data item effectively cuts
storage requirerments, bu+ some r2edless conflicts are
incurred and somes updates are delayed with this approach.

The Departmert c¢f Defense has contracted with Computer
Coréoration of Agerica (CCA) to investigate “he feasibility
of utilizing distrikuted 3latabase *echnology for ccmmand ané
con-rcl siztuvatiors. CCA's resul* has been “he develcpmen<
of the System for Distributed Database (SDD-1) which appears
to have elegantly sclved the concurrency ccnirol problem.
As this davelopment has genera*ed auch interest ia the
research field, a brief description is provided in Appenii
B whichk provides insight to nct only “hs ceoncurrency problem
in distribu<ed dztabase =2chnology, but also the *echnical
croblems of query processing and reliable wri+ing.

Research is c¢n-gcing ip this area and much work has to
be done before i+ can be of fectively used by an organiza+icn
that is not techrolcgically sophistica+ed.

P. SOHBMARY

The regquiresents into the foreseeable futurs will
require DBMSs *c¢ deal with higher and higher <+ransac+ion
rates, larger da*a bas2s, and mcre complex queries to
minimize the nusber cf refports received Lty the end user.
Figure 4.3 depicts those architectures +that are commoaly
avallable today. The most ccmmon arzchitecture is having %he
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DBMS, hcst lanquage interface, and query language cepabili-

ties collocated, Where the CPU is utilized more than 45% to
perform data base functions, off-loading the DBMS functions
into a tack-end processor as in Figure 4.3 may be cos*
effective {Ref. 17]. But this is only a par+ial sclu*icn to
the grewing requirements.

The +echnclogical deve lopments in associa*ive
processing, very large scale€ irtegration (VLSI) chips, and
database machines, will make architaciures like Figure 4.4
pcssible with much tetter cost/performance ra+ios. These
configqura+icens are not commercially available ~oday.
Fur“her Ccast Guard requirements do not+ call for +*hem at %he
present +“ime, But a DBMS s*trategy must recognize +hat
future requiremernts will ou«strip wha=z is available tcday.
Selutions +o exranded requirements will wmore “han likely
find their source in *he =2merging technoloay, and any ccroo~
rate strategy must take cognizance of this.




A. GENERAL

One can categorize database systams by the £form of the
data model that is used, e.q. relat+ional, tierarchical, and
netvork. The primacy characteristic of a relatioral model
is that 21l informa*ion in the database is represented in 2
sinqgle unifcrm manner, namely in *he £orm of tables. This
data model supports many-to-many rela+ionships of da*a. The
charac<eris+ic o0f the hierarchical mcdel is +ha< information

is represen-e2d by a simple tree structure. Each node in the

ot

ree can te likered <o a single file; however, <hese files
are a mcre complex cbject than +*he tables o0f the relz<icnal
mcdel. Pirst, +*he file may contain more *than one =ype of
record, and second theres are links cenrecting occurences
ins*ances) of +hese reccords. Herce, <*he data in a hier-
archical model is repr=sented by records arnd 1lirks in a
one-tc-many rela*ionship. The characteristic of %«he na+work
model is “hat Information is represented by records and
links as in the hierarchical model, but thes network model
has the <capability of modelling mary-+o-many rela*ionships
like *he relaticral mcdel.

Since <+=he difference Ltetween *he network (some*inmes
referred 0 as CODASYL (Conference on Data Systen
Languages)) and relational approaches *o DBMSs are such a
con~rcversial topic at the presen% time, “his chapter begins
wi*h a discussior abcut the distinctions be*ween the CODASYL
and relational arproaches to database management. The only
goal here Is to present *he views of the authorc and wha=
theay wunderstand the difference “o0 be in the approaches.
After a somewhat lengthy discussion of “he relational versus

65




CODASYL approaches, a discussion 2f a par*icular da*a model
£-om each of the three current available DBMS architszctures
is presented. The objective Is +to provids +he reader wi<th 2
feel fer what each data mcdel offers - iis streng+hs and
weaknesses - no* to evalua*z all DBMSs available on the
mar ket “oday. A* *he end of *he chapter the consequences of
choosing cne DBMS architecture over another are discussed as
a prelude *o the nex* chapter on a da=abase management
strateqgy.

B. RELATIONAL AKD CCDASYL NETWORKS

To understané the diffsrence batween “he relational and
CODASYL (network) approach to DBMSs, it is necessary %o
understand <he threg¢-level hierarchial view of a da®a base.
The S+ardaris, Flanning and Requirzments Commi<*ee (SPARC)

ard the American National Standards Institute (ANSI)
published an in*erim repor* in 1975 defining +this *hree-
level s<ruc-ure. The programmers view of data is rzferred

tc as the ex*ernal schema. The overall loaical view cr wha=

one may corsider *he corporate view of data is c¢zllsd %he

conceptual schema. Finally +he physical organiza*icn cf <+he

da*a itself is known as +*he ip*erral schenma. Figure 5.1

depicts *he three different levels,

The irternma. schema is one whose records are manipula%ed
by READ, WRITE, and CELETE commands of COBOL and PL/I. A+
*his level 2ne ro*ices that a file has not only da<a, bu+
£lag and poin+ter fields =20 handle overflow in a hash file.
(There exis* Qtheéer methods t¢ orgarize *he data rhysically;
however, for purroses of illustra+ion +*he file under discus-
sion is assumed to be a hash file, The fdea of a hash file
organization is to divide the records of a file among
kuckets, which each consist of c¢ne or more2 blccks of

storage. If v is a key value, h(v) indica*es the number of
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Fiqure 5.1 Three-Level Hierarchy of a DBMS.

+he bucket in which +the record with key value v is to be
found.) At *he concsp*tual schema level *he flag and pointer
fields are of no in%erest; 1in fact they would just clut=er
the fiie with meaninqless data for *he da=a b

Y
b

S
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admiristratcr or the corpora*s user. A<t +he highes: lesvel,
*he ex*ernal schenmra, each programmer or user Is caly
concerned with a pcr*ion of the conceptual schema. Thus
external files and the fields of an external file are a

subset of +he fields of the underiying conceptual schenma.
The exterrnal schema con*ains no €lags or —rpointers from the
internal schema, cnly data of interest *o *he da+a base
administratcer or corporation. 1I* should te pointed out tha“
~h2 fields in +lte ex*terrnal file may be derivabie £frcm *h=
conceptual schema. As an <xample +he £ield t'age' in the
external schema is derivable <£rom +*he flield 'date-of~-hir+th!?
in *he conceptual schema. (Note *+“hese are =wo differen-=
data <elemen-s; one 1is prcbably rcepresented as '480605!
(concepzual schema) ani +h other as 134t {ex<eTnal
schema)).

There are scme impor=ant consequences flowin

Qa
th
te
Q
=]
W
4o
'l
n

+ype of Cesign. 1TIf fer some Zeason *he database became used
heavily for sequential acca2ss, reads and wrizes, 1t s i
be possible =0 ctange *hs internal schema without affecting
either +the da*a Dbase adaministra<orfs view or use ¢t =<h
Ja+a. Alsc +he precgrammer Oor user (“he ex+ernal schena)
should nc* become embroiled cr tangled with changes mades a+
“he internal schema level. This is commonly -eferred +o as
chysical data ipderendence. Another «closely associa*ed

concept is logical data independence. Here pregreame- B can

add ancther field o his =2xterral schema. If +he field is
in or carn te derivatle f-om *he concep*ual schema “hen not
much effcrt is required <+c¢ provide Programmer B wi<h %he
desired €iz1d. Fowever, :1f a field is reques<ed “ha* is no+
in *he <conceptual schema then the conceptual and in%ternal
schemas will have some work %o do. Logical data irdepen-
dence is achieved when prcgrammer A's application is no=
affected by +the changes required “c make a new £field
available *c Procrammer 3. The benefits tha* follcw from
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physical and logical da:a independence are lower main<=srancs

cost and less programmer +ime. Beth +the rela+icral and
CODASYL da*ta models have a2mEbraced the three-level concsept.
The core of understanding =he difference be+tweern these

data models lies in *he conceptual schema. One can view %he
conceptual schema three ways:

1. The same as _the internal schema without i*ts iaplemen-

tation of flags and pointers.
2. A common derominator lcgical file for all users.

3. A ccllectior of conceptual rceco

ds each of which
descrites ar en+«ity of “he real w 18

on

In -he rela=icnal mcdel, 2 relation (tapla) is +he same as =2
ccnceptual schema in  which no +wn records (sometimes
referred %o as *uples are the same (i.e, no duplicate
reccrds). TFurther, a rzla+ion <can be displayed &s a *wvo-
dimensicnal matrix, where a row of *~he ma*rix is unijue and
corrtespcrnds tc a reccrd. (I+ is impor*tant to realize +hat 2
relation cannot re compared with a cornven+ionazl file as *he
file is a s*orage file tha* physically exists, This is no+
so with *he relation which can only be understood in *eras
cf concecrtual sctemas.) Just because a rela*ion iIs squiva-

lent to a concertual schema, where nc twc records are *he

w

same, does not mean *hat +here 2xists conceptual schemas
that are not relatiomns. For instance, any number of
repeating groups or fields can exist and zre permi++*ed in a
CODASYL ccrcep*ual schema., If “here are repeating groups or
duplica*e records in +the conceptual schema, then the concep-
tual schema Is no* a relation. Hence *“he wundarlying
dif ference Letween the two approaches.

The concep*ual schema of the relatioral wmodel imparts
simplicity as ex-ernral schemas derived from conceptual
schemas are alsc relations. FPur+ther, the simplicity of the
relational's external schemas make *hem easy and converient®
*o manipula+te via application programs. The rela*ionship
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bt=tween the ccnceptual matrices are no+ explicitly specified
(i.e. ramed) ir the conceptual schema for a rela%ion, the
specification of the connection fizlds supporting thz2 r=ala-
tionshir being necessary and sufficient. For example it is
the ccnnection fields OPS_CNTL in AREA_COMMANDER and OP_CNTL

OPS_CNTL '| HQ ;
LANTAREA | New York, |
PACAREA { San Francisco |
AREA_COMMANDERS
SEIP_N¥C | OES_CNTL SHIP_TYPE
WAGB-10 P ACAREA ICEBREAKER
WAGE~11 DACAREA ICEBREAKER
WEEC~716 LANTAREA HEC
WEEC~721 LANTAREA HEC
WEEC-723 PACAREA HEC
WYEC-~618 LANTAREA | MEC
WMEC-620 PACARZEA MEC
VESSFELS

Pigure 5.2 Example of Two Relatioms.

in VESSEL from Figure 5.2 tha:t determines +he relaticnshiop
ket ween the +*wo conceptual matrices. This does crea+z some
difficulty when designing a retrisval 1language which is
suitakle for the nonmathema+*ical user. Consider:
SELECT OM AREA_COMMANDER WHERE
OPS IN

TL IS
TSELECT OPS_CNTL FROM VESSEL
WHERE SAI E_TYPE = 'ICEBREAKER')

Here one is asking for +*he AREA_COMMANDER record whose
OPS_CNTL field values from VESSEL records for which <the
SHIP_TYFE is ICEEREAKER. Very convoluted +o say the leas*.

PE
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In contrast, in CODASYL, the filse of ¢he 2xterrnal and
internal schemas can become very difficult ¢o maripulate via
external programs if +he records of +he schemas cocr%ain
varying numbers c¢f repeating groups of fields. The under-
lying reason is that the data struc-ures are allowed +o
vary. In a2 CODASYL concep+ual schema *he records are typi-
cally grcuped in twe dis“*inct ways. First, records of +he
same type are grcuped togst her. This grouping is similar to
+*he grcuping of tuples (rows) in a rela*tion; however, the
CODASYL files tha*t make up the conceptual schemas don'* have
to te relations, i.e. may contain repeating groups. The
secord me+thod of grouping is in*o ownar-courled sets. In a
set based on *wo files like in Pigure 5.2 each owner record
is grouped with i<s member record giving the groupinag

—_
{
|
|
!

e m e ————————— —m—————— e mm |
OFS_ CNTL HC <~>SHIP_NO |OPS_CNTL SHIF TYPE ::
LANTARLA New York {~->WHEC-716 |[LANTAREA HEC {1

Yew York <=>WHEC-721| LANTARERA MEC |

New York <{=>WMEC-618{LANTAREA MEC {
PACAREA |San PFrancisco<~>WAGB-10 (PACAREA |ICEBREAKER|{

San Francisco<~>WAGB-11 {PACAREA ICEBREAKER’

San Pranclisco<-~->WHEC-723|PACAREA HEC

San Francisco<-~>WMEC-620(PACAREA MEC {

AREA_COMMANDERS VESSELS
J
Figure 5.3 Owner-Cocupled Set Occurrence.

depicted ian Pigure 5.3. The relationship between the

records cf *he +*wo files is clear. CODASYL requires that

+his grcuping in Figure 5.3 be given a name in the ccncep-
tual schenma. The CODASYL query could be <expressed in *+erms
like:

n




Retreive the owner record of sach owner-

courled set cccurance in which all but

R i
Hence, as *he relational approach asserts tha* groupings of
files is nct necessary in a concep*ual database, CODASYL
requires i-. Fcr the non-mathematican certainly CODAYSL's
grouping is easier to comprekend.

In summary then, relational dJdatabases rsquire a unique
key fcr every record type, a means of representing set typ2
relationships, and propagation of prime keys down the s%ruc-
ture [Ref. 181, The propagation of prime keys down the
structure makes i+ very difficult for *+he user to form a
correct query via the ratrieval language of the database
Systen. In contrast CODASYL does no*t £orce a da“a base
designer to propagate rime keys down “he s*ructure; *hus
allowing Bnglish-liks quearies on the database. However,
there is no+*hing in CODASYL <o prevent conceptual files from
teing designed +wi*h repeatirg groups, duplicate <recozds,
etc., *hus creating data structure problems in <+he fu-ure
when s+*ruc*ures Lave *0 be changed.

C. RELATIONAL - SYSTEM R

On 30 January 1981 IBM announced &a product called
SQL/Data System. This system is a relatioral DBHS. To “he
users of SQL/DS the da*a in +*+he da*ta Lase appears <*o bs
structured in *he fcrm of tables. The SQL/DS DBMS 1s %he
result of IBM's work on the prototype System R,

Scme of the claimed capabilities of SQL/DS ar=2 auto-
matic navigatior <through the data Dbase and automatic

optimization. The user of +the DBMS specifies what “hey
van+, not how *c ge*t to the data they wan*. This
72
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description of ‘how' is performed by the very high-level
language, SQL. This language has the ability %o manipulatz
collections of records not Just single racords. SQL also
acts as a host language interface to COBOL, PL/I, and
Assemtler, i.e. SQL statements can be freely mixed with
source statements €from COBOL and PL/I. Besides b2ing a
query language SQL encompasses data definition, bulk
loading, updating, granting authorizaticn, and da<abase
recovery. The gcal cf automatic optimization is achieved by
allowing the user to dynamically change an index or key.

SQL/DS appears *o support +*he Americar National
Standards Ins*itute ANSI X3 SPARC study group's interinm
report or the +three-level hierarchy view cf a DBNS. This
recommendation is +hat a DBMS should supper:t an external
view of +he da*ta base which insulates *he details of the
physical crganizaticn of *he data bas=2 from the logical view
of +the data. This should :in turn, insulate the overall
lecgical s+tructure of the data base from *+he programmer or
user.

As in most DEMSs, £QL/DS provides for data sacurity
via access con+trol/authorization, concurrency control for
toth La*ch and interactive processing, recovery, and direc-
tory managemen+, System resources consumed depend on *he
complexity cf “he data base and the nature cf the transac-
tions; however, it is claimed by IBM that performance car be
kept to within acceptable limits.

2. Critigue

During tle past decade there has been much research
and discussion atout relational databases as “he resul+: of
the papers and theorztical work done by Dr. Edgar F. Codd.
But, +he number of commercially available relational DBMSs
is rather linmited. Table V and Table VI provide a compar-
ison Letween <+hree (3) commercially available relational
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TABLE V
Data Definiticn, Manmipulation, and Control Pacilities

Peature SQL/D8 omcLe mGms
Data Dafinition Support

Variable length Tows Yos Yes Yes

Wull Values Supported Yes Yas o
Oynamically Add New Columme Yas Yes o
upport Stored ¢ & Yes %o [
Oynamic View Definition Yes Yos Yeos
Automatic Elimination

Of Duplicate Rows Optional Optional Yes
Dynamic Data Base Expansion Yes-Utility Yes-Utilicy No~-0/5 Punction
Data Manipulation Support . ,
Storage of View Text Yos Yes Yas
Append Table to Itself No No Yoo
Support for User Files No No No
Specify Diak the Table is

To 3e Placed On Yes o No
Maxamum Size Char. Field 32767 2%5 255

Define Synonyms Yes \ No No
Soxt Query Ihlu.lt’s Yes Yeas No

Data Conversion Functiona No No Yao
Help Pacilicy Yes No Yes
Integrity Constraints No No Yes-$inqgle Table
Three-Walking Syntax No Yas No
Outer-Join Syntax Na Yes No

Data Control Facilities

Access Permission for Tables

and Views Yes Yes Yes
Permission Structure Dacentralised Decentralised Centralized
Resource Authorization Yas No No
Password for Data Base Acoass Yes Yos No
S ) === — =3

datatases [Ref. 19]. It is apparent *hat “hese *hree (3)
systems provide a 1level of capability to support the Coas*
Guard's requirements; however, Dbecause “hey are relatively
new products, 1i*ems such as vendor suppor~, documenta+ion,
and user sa+isfacticn cannot be determined.

D. HNETWORK ~ COLASYIL TYPE ~ TOTAL

One ¢f *he most popular DBMSs on the market today is
Cincom's Systems, Inc. - TOTAL. They claim cver 3,000 users
of “heir DBMS. TOTAL supgorts the network data model by
allowing a large number of files to be linked together.
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TABLE VI

Comparison of General

Feature
Indax Suppoxt

Primary Index Mequired

Support Dynamic Index Def.

Support Multicolumn Indeses

Support Variable Length Kays

Physical Orderang of Data
{Clustering)

Change Clustering Index

Lacking
lavels

Mtomstic Lock Escalacion
Storage Statistics Available

‘Optimization

Access Msthod

Path Selsction Mathods
[ ]

Transaction Mansgemant

Yeos

Row,Page,Table .
Data Space
Yen
Yes

Compiled
Evaluate Inde + Scans
and Two Join Methods

Capabilities

Tos
o
No

Yes

only on Initial load

No

Row , Table

Interpretive
Evaluate lndexes

Mo
Yos
Yos
Yes

anly on Inftial Load

Yes

Table
No
Yes

Interpretive

Evaluate Indaxes,Scans

and One Join Method

Mult. Statemsnt Transactioas Yes Yes No
Usex-Controlled Backout Yes No Yas
Support Nested Transactions No Yesu N/A
Disk Racovery Techniques Moll Forward & Backout Roll Porward None
Host Language Interface
Type Precompiler Call call
Languages Supported PL/I, Cobol and Portran,Cobol,PL/Y Pascal & 'C*
Assesbler ‘C' and Assesbler
sSupport for Multiple Cursoxs Yes Yen “o
Computex Environment
Pus 43xx,370,303% POP 11/XX, VAX VAX
Operating Systems vse RETS ,REX~11M,1A8, Unix,
vMs s
]
1. CapabilitjessCharacteristics
Multiple phases ar2 required +o produce TOTAL'S
DEMS. First, dJdata Lkase generation is necessary. This is

done Lty describing files, file relationships, data elements,
physical ard buffer usage vi the
high-level Data Ease Defini tion lanquage (DBEDL). After data
and files have been formatted the Data Manipulation Language

file characteristics,
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(DML) statements can be 2mbedded in a host language %o tagin
actual processing of data. Access *o *he da*abase is
possitle via FPORTRAN, COBOL, PL/I, RPG II, and Asszmbler. A
simple gquery 1language, T-ASK, and <report genecretor,
SOCRATRS, is provided, bu* SOCRATES can only be executed in
tat ch acde.

Ccapmon features found in other DBMSs are also found
in TOTAL. One exagfple is *hat new applications and files
can be added to an existing da*ta base or a new relationship
can ke defined for exis<ing files wi+hout impacting previ-
ously implemented applicazions and proarams. TOTAL provides
for integri- +hrough its automatic r=2covery system which
res*tores the da<za base %0 its original <andition pricr to
+the ccmputer system cr program failure. Password protsc=ion
is provided at tte file l2vel., TOTAL suppcr*s both in%erac-
+tive and tatch prccessing. Inconsistent upda*ing is
prevented via thz use of recerd locking, i.e. when updating
(wciting) a :eco;d, cther processes arz2 denied access 20 *he
record.

2. Critigu

)

TCTAL is popular, and can be run c¢cn many machinse,
I+ does not fully sugport the *“hree-level hierarchy view of
ANSI X3 SPARC, specifically “he ex+=ernal schenma. It is
capable cf handling large amounts of data. There are a
number cf versiors of TOTAL which are supporied, i.e. Basic,
Extended, Central, and Multithread. The Ex*ended a-d
Cen~ral versions dc not have fully re-entran* code, <*hus
making *he systems a bit slow in a mul*iprogramming environ-
ment where rultirle I/0's are handled.

Table VII represents a 1979 Datapro suzvey of
proprietary software users and their reaction <%0 TOTAL
[Ref. 20]. Fror the table, TOTAL 1is ir general a popular
DBMS, and could suppert the Coast Guards' requirsments. I+
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TABLE VII
1979 DataPro Survey of TOTAL Users

TOTAL Large Scale Systems:
Excellen* Good Fair Poor W.A.

Overall satisfac*icn 30
Throughput/sefficierncy 20
Ease ¢f installaticn 26
Ease cf use 25
Documentatio 14
Vendcr *technical support 18
Training 10

(TS IV, ¥ —F 7V ]
[oe Yo VY o JY, . Y
DININ) b b
[ (ST RNTSESENTY, ]
QO =INOWN

T0TAL Miniccemputer Sys+=ams:
Excellen+ Good Fair Poor W.A.

WS BB B e W @WEmEm @BEmE@E W@ oE ww -

— s

Overall satistacticn 12
Throughpuz/efficiency 1
Fase ¢f installa*tien 14
Ease cf use 1%
10
6

(=)
W

.

N

Documentation
Vendor technical suppor+
Training

PrIIRPRPRIY ) PN
[o, ¥~ To BN BN [V
WO OEIE
WWWo oo

is werthy +*o note <“hat TOTAL runs or many minicomputers,
e.g. Prime 350-750, PDP-11, VAX-11, and o*hers.

BE. HIERARCHICAL - SYSTEM 2000/80

System 2000/€0 supports a number of compu*er systems and
operating envirormen+s, and handles hierarchical “ree da<a
ktase stzuctures. The svstem was firs* introduced by MRI
Systeas Corporation iIn 1970. In 1979, MRI was acquired by
Intel Ccrpcratior. An interesting feature is +*ha% Intel
provides a Data Ease Assist Processor (DBAP) which incorpe-
rates “Lhe 1Intel semi-conductor disk unit with the Sys“en
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2000/80 database managemzant systen. This is a variazicn of
the da*tarase mactine mentioned irn Chapier IV,

1. Capabilities/Characteristics

An Integra*ted Da*a Dictionrnary (IDD) suppor:s System
2000/80 vis~-a-~vis maintaining irnforma<ion abou+ +he
processing environment., An English-1like query 1language,
QUEST, is provided tc generate reports, and a report wri<er
is available €fcr scphis*icated ba*ch <report generaticn
requirements. A FProgramming Language Ex=ensicn (PLEX)
allows commands to be embsdded in hos+ programmirg languages
like TFORTRAN, C0B01, PL/I, ani Assembly Language; =iis
allcws further processing of data from the daza base.

System 2000/80 supports both batch and interac*ive

processirng. Also djcurnaling, rcllback, recovery, ani
security are standard f2aturss of <“he DBMS, Securi+y is
provided for a+ the data base, record, or item l1=vel by
restricting accesses +o update, r2+riaval, ¢cr search.

Finally, =sixty-+hree command streams can he handled concur-
Ten+tly ard interleaved at ¢t he I/0 lavel,

2. Critigu

\u

Sys-em 2€00/80 runs on many machines and environ-
ments including IBM 360, 370, 303x, and 4300 series; Univac
1100 series; and CDC 6000/Cyber Series. Boolean logic cava-
tili+ies make it amenable *o0 ad-hoc queries. The biggest
drawback is that it is not available on minicompu<ers and i+
requires 180K by*es cr more of main memory. The rfesul*s of
a DataPrc survey {Ref. 20: p. 70E-526-01b] are provided in
Table VIII. In general, System 2000/80 can support Coast
Guard's requiremen+s, except for +he miricomputer
requirement.
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TABLE VIIIX
DataPro Survey of System 2000/80 Users

Excellent Gecod Fair Poor W.A.

Overall satisgactlon 12 15 3 0 3.3
Throughpyt/efficisncy 3 16 11 0 2.7
Ease ¢f installaticn 5 11 7 0 2.9
Pase cf use 11 13 6 0 3.2
Documentation 6 15 8 1 2.9
Vendcr technical support 9 15 3 0 3.2
Training M 14 J 0 3.4

e = s e

F. SUMMARY

In general any LCEMS from one o0f *he *hree data mncdels
can support *he Coas*t Guard's raquirements. These rsegquirs-
ments are detailed in Chaptsr VI. The drawback cf <ths
hierarchical da*a @mcdel implemen<z+ion is <heir memory
requirements. IBM's INS (IBM's hiz2rarchical DBMS), a

bo!

u

Intel's Sys-em 2000,80, menticned pravicusly, canno* be
implemented on winicomputers. Ease of use is somewha*
limited tecause, once ths conceptual schema Is defined, i+«
tecomes very difficult +o wmcdify. Also, the concep+ual
schema must be wmany-+to-one and +here are wmany applica+ions
which do no* fi* +his mold. On the positive side, +the hier-
archical data model effectively suppcrts very large
centralized da*a bases, where efficient implamentaticn is
the ccnstraining factor. This data model also, kas been
used for a decade in both industry and governmen* wi*h some
success; hence tlere is a 1¢* of knowledge about its use and
impiemerta*-ion.
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The network data model, unlike *he hierarchical Zaza
model, can be implemen=2d or minicompu“ars. The ne=wcrk
data mocel does suppcr+ large'data bases efficiently. This
mcdel too, has teern in 2xistence fcr bet*er +han a decade.
The prcklem for an unsophisticated user is +he implementa-
tion de+tails <*hat must be kncwn +to usz the DBHS. Access
paths ard the ptysical 32ata organization must be defined
prior tc use by the implamentor. Although +he da*a model
supports many-to-many relationships of data, it is done only
with difficulty.

The relationel data model is rela*ively new and based
upon *he *heoretical rpapers of Dr. Codd. There are rno* many
commercially available relational DBMSs ir existence *=cday.
Because cf +his, wha* is kncwrn about %<he rela+ional model is
restriced +to the research laboratorias and the acadenmic
envircnment, The relational models +that do exist suppor*
small and mediup sized data Dbases. The excep+tions ars
ORACLE, INGRES, and SQL/DS. Implementation of largs Za<ia
tases are usually plagued wi<h performance precbleas. On =he
positive side, *he rela<ioral mcdels a2rte sasy *o use
+he conceptnal and external schemas can be modified =asily
*o fi+ ary sizuatiorn. This makes i+ ideal for sup
Decisicr Sugper“ Systems (DSS). Undoubtedly, “he r=2l
model will play a more and more impor*tan=z =cole in the
future. First, more will become known about them as
are implemented commercially. Secorndly, mos% of +the
research a* universities and RED centers are concen<rating
almost exclusively on th2 relational model.
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VI. DATABASE MANAGEMENT SYSTEN STRATEGY

—— ——— — - e m

A. GENERAL

This chapter will present a broad stra*egic plan for <he
Ccast Guard's use ard ioplemen+ation of a database nmanage-

men* system (DBMS). To help motiva*e *his scenrnaciz, +he

(=}

Ccast Guard's presen* sizua*ion iIs outlired follewed hy a
shor+ discussion of their plaan2d grow=sh in the QJa*abasa
techrolcgy arzsna. I*2ms such as gonalsz, datacase managemsn-
system requiremenrts, data dictiorariss, migratlon paths, and
acproaches are discussed. I+ is *he au“hcrs' belief +ha+
for +the igplemertaticn of any s%ra*agy “he Coast Gua
employs, the tachnology must be ccmmercially available and
have prcven itself cver +he past few '=ars. The Coast Guari
can ill afford tc tackle some of <he stats-of-the-ar= *ech-
nology wi+th its meager <Tescurces. However, ths ac*ions
taken *céay will havs an impact on *he Ccas* Guard's abili=sy
o use rew *echnclogyv la“2r when it b
uld

market. A vreng decision +cday co

w
c
ecomess available c¢cr <=h2
1d effec-ively lcck *=he
a

Coas*t Guard out c¢f very promising al<erna*ives in the futura
years. What follows ars *he authors cririons about hcw to
achieve a databacse maragement system *ech.ology *<oday ir “he
Coast Guard without locking +“he Coast Guard cu* of <*he
changing *echnolcgy.

A1l strategies aust begin with an inventory and
evalua+ticon of ke rresant situatiorn. Clearly the Coas*
Guard is behind *he fproverbial 'eigh* ball' ir +he ADP ervi-
ronmen+,. Even with <he Commandant's attention and

reorganization «c¢f Coast Guard Headquarters %o provide a
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flag-rarnk c¢ffice *0 ovzarsse and direc* Ccast Guacd-wiils
infcrma=-icn requirements, there is s+ill long way =2 ge.

a
of DBEMSs bt

To Adate +the Coast Guard's use as bsen
rather haphazard. A faw years ago *he Ccast Guard bcugh*
Cullinare's dataktase management sys+tam, I1DMs, <£or Coas*
Guard-vwide use. Becauss *here were no Ccas* Guar-d users,

IDMS was *urtned over %o the Depac-tment of Trarnsportaxion's
Computer Center (TCC). Today, if the Coast Guard would like
+o use it, <*“hey have to pay a surcharge for bcth the use of
*he DEMS and the TCC's comruter. Most applications in use
*oday are using file structures tha*t were pcpular in =he
late 1960's and earzlv 1970t ¢, and z2re ro* *akirg advartage
cf currernt Qdatatase managenmeat <“echnclogy. Probably +he
mcs+< reptesenta*ive example is <+he Stardardized Bids %o
Navigaticn Data Sys+tem (SANDS) [Ref. S5]. The system Was
devsalecped in “he¢ late 13960 *'=s using *he file structures of
+ha* date, i.e. fla*, fixed, sequen<ial access record struc-
“uzes., As 2 resulz, today -he system is of iit<le use or
renefit as =he data cannot be changed “o meet ~he zzquire-

men*s of *he users. As an aside, SANDS is bei:

Q
'
N
<
] »
n
by
(oW
ch
(o]

gsee if +he data, collected over the past 15 cT so vears, can
te of ary benefi-, The one brigh% spo* in =his pic*ur= is
+he development of the Marine Safe*y Information Systenm
(MSIS). Althouch %= has taksn over “2n years *o ge% zo its
presen- s+<ate, and it is nct fully ZIaplementad; database
management =achnclogy plays a pivotal vTole in Its develop-
pen+ and Iszplementaticn. MSIS uses Cincom's DBMS, TOTAL.
The use of a deta dicticnary allows centrecl of over 2500
dJata elements thrcughout <he sys*emn. Also, Civil
Engineering (G~ECV) is curren+tly Adeveloping a data Dbase,
data dictiomnary, and da*a direc=ory using da*abase
technclcgy [Ref. 5: p. 5-321.
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Headquar+er's 0ffices are planning new systems at a
phencmenal rate, A glance through Commandar<'s Tns=ruc*ion
M5230.81, Automated Da*a Processing (ADP) Plan, prcvides the
interes*ed reader with the size and scepe o0f +he new
efforts.

The most ambitious new under<aking is *he 'Distric+
Miniccmputer Pro‘ec+.' It is the intenticn of *h2 Commardan%
to procure minicomputers and place *hem ir each of <he
twelve District Offices <0 prcvide ar expanded ADP capa-
bility at major <field commands. This project is *o be
incremently developed wi=h ini<ial a+tention being focused
orn iden<ifying and resvonding +¢o “he <cri+ical informa=ion
and management needs of *“he Distrzict 0ffices. Phase ore of
+he project is +*o perform *he required planning, iIdsn+ify
informa<icn needs, ccnduct a feasibiliiy study and prcvide
for rescurce decisions, Phass =wo vrovides for the develop-
mer+ cf specifications and s+andards. Prass *hree ini<iartes
procuremen* acticn, ©performs system davelcpment, corducts
datakbase formula*ion and =est/integration. Finally, ©phas=
four commiss +he systa2m +tn Operaticn and provides Zfor
refinemer~ and expansior. This proiect is receiving %opo
managemer* contrcl from “he Office of Command Corn<rol and
Communication (G-T) with =he attendan* bureaucractic con*rol
and standardization.

Cnce it is fully cperational, +he Marine Safety
Informa<icn System (MSISY will provide the Ccast Guard with

i+s first fully rmatured Management Infc-ma“icn Systen. The
Operational Compu*ter Center (0CQ) located a+*t Governors

Island, New Ycrk, using ERIME 750s, besides running the
Automatred Mutual-Assistance Vessel Rescue System (AMVER),
the Computer-Assisted Search Planning System (CASP), Ice
Blo* (ICEPLCT), and the EBnfcrcement of Laws and T-zaties
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(ELT) database (limited), will suppor* <he Hazard Asszssmen+
Computer Systenm (HACS), the Spill Cleanup Equirmen=
Inventcry System (SKIM), nd +he ELT database (exparded).
Thus Coas* Guard's near *“erm future requirements will more
than doutle today's present capacity, while quadrupling the
number cf progqrass and files necessary to support *“he infor-
mation needs for the rest of the dacade.

B. DBHS OBJECTIVES

A datalase pranagement system mus*t address the Dbasic
issues cf (1) “he crganization of an in*egrated da+tabase,
() the storage locations for da*a in *he sys<em, (3) <the
lccaticer cf data in *he svs+en, () <the ccntrol of concur-
ren+= addresses, and (5) +he mechanisms and structures tc
gprovide security and in*eqrity. Aside frcm the DBMS soft-
ware, otker aprendages are considered necessary - a 4da*a
dic*iorary, and cood software fcor irtarroga+ing, searching,
mairtairing, and generating reports frcm +*he dazabase,.
These <“wc i*ems will be discussed later ia *he chapter.
Wha+ follows is a discussion cf +he wmain obijectives/
requireaments that a DBMS for the Coas* Guard shoull surpert.

1. Muliiple Views of Data

The Coast Guard will be, in a majority of cassas,
developing datatases by subject area as proposed by
[Ref. 10]. This is in con<*rast %o developing data bases by
application areas. Different programmers will have ani
require differen* conceptual views of <he same data. As an
example, if 'UNDERWAY_HOORS' werse in a data base called
OPERATICNS, then a programmer for Naval Engineering may want
to use this data element with the ‘'VESSEL_AGE', and
'LAST_REEFAIR_DATE!' to 1ietermine a maintenance repair

schedule, A programmer for Operations wmay wan% *o use
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'UNDERWAY_HCURS' from *he database OPERATICNS along with
'STANCART_UNDERWAY_HCURS', and 'AVAILABLE_VESSELS' +o deter-
nine depicyment schedules. The DBMS mus“ be able to suppoz+

both views of this single data elemern*. Therefore “he DBMS
must ke atle to derive from both thsz data ard logical rela-
tionship, the lcgical files +tha*t are necessary. Further,
t+he prcgrammer stould not have t¢o be concerred with how the
data is physically shared. Transparancy for *he programmer
is the main concern.

2. Pperformarce

The Coast Guard will have =zequiremen*s for both
interac+ive and batch processinrg via *he DBMS. The mors
complex queries and reports will, irn all! 1iikelihood, b2
submitted for batch processing, whils “he relatively simple
ad-roc Jquery will be submi++*ed interactively. Wilson-Hill's
Report, [Ref. 10: p. 4-15), indicates tha* approxima*cly 90%
of Coast Guard's use will be interactive, I+ is not uncea-
sonable that other systems'will have a similar mix; however,
they will pcotably nor be as high fcr interac=iv
processing. Hence, database applica<~.ons desigred for use
by a terminal operatcr, and queries of the data base, mnus~
have a r=2sponse time aporopriate for man-machine dialogue,
i.e. response <+imes of 3 *o0 5 seconds 85% to 90% of the
+*ime. ([Ref. 21]

In addi+ion, the DBMS mus* be capable of handling
the thrcughput. Ini*ially, 3in any DBMS whetner for the
Dis<ric* Minicompu*er Project, for the Operational Computer
Center (CCC), ¢cr fcr on2a of the 'super! ndinicomputers a*
Ccas* Guard Headquar+ters, the “hroughpu* will be relatively
low. As 2 nmirimum each 'super' nminicomputer should be
capable of suppcrting 150 users with 20 concurrent usercs.
Since these are ‘the requirements determined and supported in

Wilson-Hill'’s Report, {Ref. 10: Pe 4-171, i+ seeams
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appropriate that <this be a Lasic requirement for =zny DBMS
used ty Ccast Guard. Needless to say, i1f an applicazior or
subject area data base requires higher performance <hen :ha+*
should te +he level. The Marine Safety Infcrmation System
(MSIS) is one such except ion. This system provides the
upper end cf performance ¢throughput, as *heir requirements
are fcr cver 250 users with up to 50 concurrent users.

3. PMipimization c¢f Costs
There are many cos+ features which in*erac« when

considering a DB¥S. The first is “he ccs+t c¢f the DBMS soft-
ware itself, Depending on the features in <+he DBMS, <=he
ccs*ts may be ratter significar:, i.e. 3$100,000 or betzesr for
its purchase, plus a monthly maintenance charge as a DBMS
software package is usually proprietary prorerty. The ctherc
coensidera*icn is that the purchase price may only be for one
copy, i.e, for tle District Minicomputer Project - 12 copies
pay have “o0 be purchased.

The laraest cosz, the one uswnally overlcoked or
underestima*ted, is +he datahase conversicn, loading, and
estabtlishment of a data dictionary system. Thare is *he
cest of loading say a 'flat! COBOL file into +*+he data base.
Also there is a cost incurred of not converting or loading
COBOL files into a [BMS. For instancs, if datz cannc“ be
converted or loaded into a data base, <*hen *he informa<ion
is lost. Therefore, the Ccast Guard has a decision *o maka

- whether or not *0o maintain +he 0ld procedures for
capturing, storing, and manipula%*ing this data or cut with
the past and start anew. This main*aining of old ways is
costly ir programmer maintenance and data entry effor+. As
such, this decision shculd be considered carefully.
Installing a data dictionary system is no*t an easy %ask, and
the cos* is usvally in terms of politics. Individuals
consider da*a +o be their cwn proper+y and nct a corpcrate
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entity *o Le managed as such. The cost is the effor+ i+
will take tc integrate the data dictionary system irzc *he
organization.

These shert term costs must be balanced against the
long term costs of creating addi+ional files, changing
legical structures fecr different programmers or applica-
tions, 2and +*he overhead required for da*a searching and
storage capacity. Without a DBMS, maintenance programming
becomes prchibitively expensive in just a short +*ime.
Changes *c da*a s%tructuras or logical programs cannot be
done without ma-or disruption to other prcgrams and data.
There ccmes a *ige where one scarifices performancza require-
ments in order to accommodate new requirements in the
applica<ion. Ir the case of r=duced requirements, +~ime may
have to ke degraded as *the volume of data *c be retrieved or
updated reaches +*he upper limit of *he capability of a DBMS.

4, Minimal Fedundancy

—— i s . e e . e

The impcrtance of this requiremernt canno* be over
emphasized. It is at the core of what database managemen+*
systems are all about.

A data base may re defined as a collection of interre-
lated data stored zogether withou+ harmful | oz
unnecessary redundancy *0 serve one or more applica“ions
in an optimal fashion; +he data are stored so that *hey
are independen* of programs which use +the data; a common
and c¢cntrollsd approac is used in addressing  new da*a
and ir modifyirg and retrieving ex1st1ng data within the
data base. ore sgsten 1s saild %> confain a collection
of data bages if +hey are entirely separats in
structure. [Ref. 22]

There are *hree reasons for keeping data redundancy =o 3
pinimum. Pirst, there 1is the additional cost of storing
extra da*a. At one time this was extremely Impor*ant, but
teday with the cost per bit of stored da%a dropping so
rapidly i+ is becoming less of an issue. The secend reason
is *he requiremert tc update all the different copies of the
data. As a result of duplicate data, compute- overhead
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increases, and the compl=xi*y of the software %0 keep *track
of the duplicate data and the access paths increases. The
third, and prcbably <the reason most managers disirust
ccmputers, is that different copies of the data are in
dif ferent wupdate sta*es. These different update states
produce 3inconsistart information dspending on the access
path taken by the DBMS. However, i+ is impcr+ant *o realize
that a cer*ain amcunt of redundancy may be necessary to
igprove performarce. This is even more so in a distributed
type environment than in the traditional centralized method.
In cases where redundancy or controlled redundancy is
zequired steps must Dbe +-aken to insure concurrency con:rol
or synchronizaticn of these redundant data itenms.

5. Query and Rerort Genperation

The DBMS shculd provide facilities +o respecnd 4o
requests that are nc< anticiéated in &any degres of detail -
i.e. ad-hoc queries, Since Coast Guard personnel will vary
in degree of comruter sophis+tication, i+ is necessary *hat

the L[BMS provide a gquery or re+trieval language *hat i3

Ww

'"English-1like? ard relatively easy to use. As an aside, *h
reasons DBMSs have caught ¢n so well, Lis +heir ability to
extend “he power of the 'bare' machine. It allows both a
programmer and ncn-programmer +he abili+ty “o manipula=e data
without having tc¢ worry abou* things 1like; hew is the daka
stored, what is +the accass path, Zis +he file indirsc+
sequential cr the cther many details which do no* kelp “he
user with his imrediate immediate task.

The types 0of queries can range frcem very simple %o
relatively complex. As 2 minimum, the query must ke able io
access da*a in the database <through a variety of me+hods,
including direct and Boolesan (logical) connectors. I+ mus+%
ba capable of interfacing with o*her system capabilities
like applicatior programs and repor* genera-ors. As 12
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further regquiresent it must be able *o generate a query
against *emporary files and support several users
concurrern+ly.

The repcr* generatcr must be <flexible ercugh to
support a variety cf output formats, ard interface with
applica+icn programs. The language should be easy +*o use
{(English-1like), logical, and should be able to process
single and multifle files with the capability +o build ani
store output for later usa.

There exists commercial report genera*=ors like FOCUS
and RAMIS II which can be procured as an add-on i*em, if no+*
available with tte DBMS sof tware,.

6. Integrity Ccntrols

The DBMS system must provide routires +to insure *ha=
the data in the datatase are accuraze at all *imes. One can
view main*aining +the 3in%“egrity of a Jatabase as protecting
the da*a against invalid (pnox illegal) altera+ion or
destruc+icn.

First, the system must be capable of checkirg =ach
individual data :Item valus for plausibili+y, =.g. <he hours
a vessel is underway during +he week cannot exceed 168. In
a multi-user system the loss of an update must be guarded
against. This can happsen when da*a are shared, and one
update is alloweé to overwrite the oth=r, *hus nullifying
the first update. {Note: In some systems, allowing several
users to update the same data concurrently is a requirement,
An airlines reservaticn system where i< is important nct to
bcok a seat more than once, is *the classic example.)

In general, loss of integrity will arise as a result
cf a hardware «c¢r software failure such as a+ a cen*ral
rrocessor, data channel, or an inpu*/outpu+ device. Human
error or the par* of the terminal user, programming errors
in +he underlying operating system, or programming ersors in
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the database aprlication will also adversely affec=t +he
integrity of the data bass.

Several routines =should be provided to support
system irtagrity such as, journaling routines, dump rou*-
ires, TRCOVEryYy rou tines, backout routines,
checkpoint/restart routines, and detection Toutines,
Jcurral rouzinas record every operation on the database ia a
systems log or audit trail. As a minimum +he audi+ <rail
should con+*ain an identification of +he transac*tion
concerned, a *irestamp, an identifization of the terminal

and user concerned, +he full +ext of +the inppu* message, and

the “yre of charge and <he address of <“he data charged,
together with its before and after values. pump routines
are used *o make backup copies of the database; usually ornly
selected per+iors of =he dataltase are dumped. Recovery
routines are reqrired +to res*ore +he database to an earlier

n
ct
o]
o
()]
|.lo

£ there is a hardware cr sof+tware failure. Th2 audi:
tape will be useé as inpu=z %to *his rou*ine. De+tec*icn roui-
ires will be required *o =search for ary viclations of
integri<y contraints before +he database i1s wriztan on.

7. Securiiy and Privacy

The Coast Guard has a requirzsment for both security
and privacy o¢f da*a. Infcrma+ion will eventually contain
classified data and confidential personnel information.

Data security refers to protection of data againss
acciden*al or intentional d:sclosure to_ unauthoriz=4g
persecns, or unauthorized m¢difications or destruc+ion.

. Privacy refers tc the righ* of individuals and organ-
izations %o determine for themselves wher, how, apnd *Q
what extent informa*ion about them 3is o bz ¢ransmi<ted
to cthers. C[Ref. ]
The DEMS aust be capable cf positively identifying  users
(authentica*ion) before they are allowed to use *he DBNS.
The scftware mus* prcvide access con+trol *o insurs ordered
accesses ar= valid. Transactions must be capable of being

mcnitered, and data must be reconstructible from journals.
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8. TIhrse-Leval Hierarchy

Ir *he previous chapter there was z reference *“c the
American National Standards Institute ANSI X3 SPARC study
group's interim repcrt regarding the <“hree-level hierarchy
view of 2 DBMS. A DEMS mus* support *his conceptual view of
a datatese, i.e. <internal schema - (physical view), concep-
tuval schema - (logical view), and exterrnal schema -~
(programmer's view). Each schema should be :independen:z from
the other schemas; in other words:

1. The programmer utilizing the exterral schema shoulil
te pzovided (by the concép+ual schema) 211 *he Infer-
pa* cn requlbed o use +the exterral schema 2ard

rothing more.
2. The da*a base administ-ator u+ilizing the conceptual
schema should te provided (b bo*
schema and *the internal schema a
a

o
11 he -1fo.mat ‘on
required *o logically design the 4a¥

moze. T TTE mmTT
3. The _implemenzcr of *he internal schema should be
E;ov1de (by the conceft nal scbema& 2ll <he informa-
icr requiréd +o compliete +the implem€n¥ation of the
internal sctema apd nothirng amores.
This type cf construction in +the DBMS providas flexibili+y,

and ensures main<*ainability and reliability. PFlexibility is
rrovided because changes ir the size of <he data tase,
storage of +*he data tase, and the number «* users, can be
accommodatsd up to the limits of +the *echnoloqy imposad upon
the sys*em i.e. remory size, speed of CPU, etc. The entire
DBMS shkculd be more maintainable as <+hose items <+hat are
likely o change, e.g. the s*orage structure, corporate view
of the da*a and prcgrammer use of da*a, ars isola*ed from
one another, Yence, changes are not propoga*ted +hroughout
+*he entize syster. Because +*he entire DBMS is more main%ai-
nable, +he reliabili+y shoald follow as a natural
censequence.,

91

P e ———————




C. CCAST GUARD INFORMATIONAL GOALS

Today the Coast Guard is not facing the c¢complex problaas
cf cther c¢rganizaticns who have many years cf data
processin experience and who have continuously usad <he
sta*e-cf-+*he-art technology cver a 1long period of +ime.
Basically the Coast Guard is just beginning “o use scme of
the newer *echnclogy available today - database maragemen+*
systeas, ne*works i,e., TELENET, 16-bi+ micrccomputers, etc.
This lack cf exgperianrce is a handicap:; <+ provides a very
small knowledge base 1upon which to draw experienced

personnel. Cn +the c¢*hzar hazd, <he Ccas* Guard can learn
from the crganizaticns *+hat have alrealy in*rcduced “he new
technology, 1liks DBMSs and distributed precessing. Th=

firs* thirg *hat is discernible from organiza+<ions +tha* have
igplemented datatase technclcgy, is <ha*t the reguircemants
for a DEMS a-e 2asily me* by many nf “he ccmmercially, avai-
lable packages. This is no* par<icularly surprising,
especially as the reguiremen*s, al-“houagh 3difficul% <o Zmple-
ment, provide tandscme returns ir the market seczcr cof
society. The “%wo most acute problsms s“em £rom managerial
Jdecisiors. One ccncerns +the implamentz+ion of atabase
managemen* *echncloqy, while the other, concerns the pecli-
cies *o keep current wizh computer technology. First, an
organiza+ion will invest a grea* deal of rescurces, devel-
cping aprlicatiors using COBOL type files. The organiza*ion
finds out later, they canno= take advan+tage of new tech-
nclogy, €.9. DBMS. The reasorn is there is no economical way
*0 conver* *he data aul procedures o¢f “he COBOL oriented
system tc a DBMES. The second problem affects +he federal
governmen+ probatly moras than the private sector. This is
concerned with ttke ugward compatibili*y of resources, i.e.
computers, operating systems, DBMSs, and secondary storage

devices. Maragement inves*s heavily in curren* coampu*er
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technolcgy only ending uap having %o scrap <“he previcus
effort “c take advantage of “he newer +*echnology. Tcday,

managemert is no longer allowing “his *o hagpern. Thz mark-

w

eting strategiss of the ccmputer industry tecognize *his
face, and now provides fcr upward compa+ibili~y of new
itenms. An exception is the microccmpuzer indusctry. Thus,
the ©prctlem redcuces to determining a migration pa+th for
expanded computer system requirements. Therefore +<he goals
cf a LBMS s*rategy are:

1. Tc provide for +he protection of +he organization's
intellectual development and
2. Tc provide a aigration pa<h for expanded

requirement <.
Wha=< is ¢f concern in reqards to goals is *he ability *c¢ rno=
cnly irtegrate datatase maragemen* *+echrnology wizthin <he
organiza*ion, but *c insure its future and to =csduce =he

turbulence that comes from follow-on changes.

1. Pro:ecticn ¢f Intallectual Develcpmen

ll +

f-4e

Most entities utilize a DBMS Dbecause i+ proevides
easier access +o Jdata while allcwing *h2 prcgrammer *o sp=nd
his time writing programs tc¢ manipula*e “ha<+ 3data. Al*hkcugh
this is a very desirable feature of DBMSs, i+ is nc* *th=
main ccrcern. In fact, because DBMSs have abs*rac%ed *he
data so *ha* i* is closer tc¢ the way people thirnk, an en+ti-
+y's data base can te allcwad +to grow willy-nilly. For
example, an applicaticn for law enforcemen*t is detarmined to
be sxtremely valuvable for the organiza<“ion. To help with
the develorment of a management informaticn system, the
designers ard imrlementors decide to use a DBMS to organize
“he data. However, the data going into +the da*a base is
defined and u*ilized by only a small €ragment of “*he organi-
zation even though the data is of benefi+ to other entities

within the organization. Wi*hout “00 much trouble, one can
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ricture what haprpens. The other entities within <h=z
organiza+ion Adevelop their own management irforma+ion

system, defininc da*a in their own way anrd using diiferan-
DBMSs. Befcre leng, %he organizatiorn has a prolifera*icn of
data wi+h much duplication and inconsistency. Bu* the wers+*
*hing is that theére is no way to protec* the da=a ari proce-
dures +that have lteen developed when *the organization ei<her
tries tc consolidate the redundant data, +*o reduce bhot+le-
necks ir verformance, or to +*ake advantage of new
+echnolcegy, like a back=-end processor <¢ handle DBMS
functicns.

An cbviowus sclution is to centralize every-=hing and
have all +hes organization's data placed into one big corpo-
rate data base =la* will prcvide the nmanager with evervthing
there is +o know about the organization. Many comparies and
agencies have “ried *“his only tc fall. It is just =oo bia
an under<taking for mcst large organiza*iors. Ar approach
taken fzcm sof*ware =ngineering is to modularize the process
and take advantage of what <the DBMS sof+tware provides.
First, <try %o minimize “he =2ffacts of charge. Fcr =xample
where the da*a bases are Jeveloped by applica+tion, a change
in a da*a element resulting from a law or zTegula“ion will
have a ripple 2ffect +hroughout the orgenization. dcwever,
if data Lases are developed by subject area <he effec*s of
change are reduced. Therefore, one way =o help iInsure
protection of an organiza~iont's in+ellec*ual developmern+ is

o develcp dda*a bases Dby subject area versus application

areas.

To help implement subject area data btases, and main-
tain consistency throughout *+he organiza+ior, the use of a
data dicticnary system is essential. If *he Coas* Guard

requires a three-level hisrarchy for a DBMS in each subjec=
area then, surely at *the corceptual schema level, one must
know what the =2ntities anil characteristics of <hose entities
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are +tha+ one is managing. For ona person *c manade 500 or
more da*a <lemerts without some kind of softwarz *cols is
unthinkarle. This is a conserva“ive es+imate of “he rnumber
of da*a elements *that will ccmprise a subject area 4a=a base
[Ref. 10: p. 3-4]. In short what a da*a dictiocnary sys*en
provides is the capatili:y for:

1. Spec1filng the type of an ent*ty, such as a ferm, a
emen*, or a compuzer file

2. Oni que1¥ naging an enti+y and describing i= in =2pgro-
Eria+e terms, “such _as *he range of va ues of z Adaza
elzmén: or a narrative descrlp;_on 0of i*s meaning.

3. Speclfylng *he Flow and the s%orace locat;cns ct d ~a
€r=+%*13s  Within <+he ~zgznizatica cr  4lmhin *he
computer ins*allation.

4. gpecifying associations

and relavionships ameng the
da*ta ef*i®ies; for examrle
L e

app2acance on <he same

[4 .. PR
form, cr deriva+tion of a ntity freom arcther
5. Specifying and producin repor+s about_ the dJata
dictichary content, such _as a l:*t;ng_o: 1l da*a
elemen=s " or a _cross-raference listing of all

entities. [ReL. 24
The authcrs believe <ha%*t +he use of a da*a dic=iorary mus*

te a reguirement and *he burden a user must pay in ocder *¢

oktain the tenefits cf a DBMS.
In conjurcticn with a daza dic*iornary sys=em *.:zr2
exists the requirement for a database admiristractor. The

design cf the corcep*ual schema will necrmally be done by +he
database administrator and a stafs. Also *his persorn will
te respcnsible for *the Iazplementation of “he «ccnceptual
schema as a physical data bass=. Once implemen=ed <he data-
tase administrat¢r performs *hese functiones:

1. The creat_on of subschemas for ex*ernal views.

2. The grantin¢ of authorization to use “he data base cr
cer“ain parfs cf i+t.

3. Modification, of <+he concep* ~ual schema should <!
cr*glnal design prove faulty or the requirement<s
the organization changse.

[pRs

4. Modi f*catﬂo¥ cf_ the Tplemenuat ion of the concep+=u a%
schema by tte phys*ca schema should past usa €0
e

the da“a  base indicate another crgarization OL =h
data bases be more efficient.
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S. Making backup copies _of the data base and repai
dalgqezgi.gm ttrashed pointers!) to the data b

{Re

One should not underestimate the difficulty of this task.
Defining a ccnceptual schema to acccmmodate the external
views of wmultiple users is no easy task. In fact, wnost
personnel hired as database administrators leave out of
frustration. Ore cannot expect this position to be £filled
by a jurior person within the organization. The position
requires the talents ¢f a project manager. He must have the
respect cf the organization, and a fairly in~depth technical
background in computer sclence. Although *his is anr impor-
tant job, *+radi*ionally, it has been either underestimated
in its importance, or ignored. In either case, the effec-
tive use of datatase management technology has been aminimal.
The Coast Guard must be willing *o0 astablish this position
and £ill i+ with highly qualified personnel at those offices
utilizing database manageament +echnology.

Rhile the developaent of data bases by subjec* area,
and the use of data dictionary systems will help provide
scae continuity, it will not insure a high degree of protec-
tiorn of developed d3data bases. If those dJdata bases are
alloved the <choice cf selact*ing DBMSs without any overall
cen*ral peclicy, then <+he efforts of inteqrating a data
dictionary and data tase administrator, will fail. Because
+he policy and selection cf equipment for the District
Binicomputer Profect, is a Headquar+ters controlled under-
+aking, they will help insure +*he protsction of <the
intellec*ual development of data bases at different District
Offices. Because¢ the District 0Offices are somevhat indepen-
den+, responsible <¢c Program Managers at +the Headquarters
level and resporsible for field units in the Dis“rict's
Jurisdiction, there is now little need %o distridbute data-
base sanagesent systeas among the different districts. In
fact there is li+tle need at the present time to distribute
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the data Dbetwveen Districts. Al-hough *he distribu+icn of

~data wmay be desirable in some cases, the coasunication

costs, rprotocols, control, and 1lack of *echnically knrow-
ledgeable personrel sake this a high risk undertaking at the
present time. The risks of trying to distribute both the
data and the processing among districts at the present tipme
outveigh any of the Lbenefits. However, at a later +ime when
the distribution of procassing and data are deemed desi-
rable, then i+t may be accomplished without wholesale
disruption of past effor:s. This can happen only if the
Districts are required to use predetermired data Dbases,
based upcn subject areas, and if the Districts are required
to use the sasme commercially available DBNMS package.
Therefore, the control of +*he selection of DBMSs and the
broad definitior of subject area data bases should be a
Headquartars level function. It is dimportant to note *hat
develcpment, iwsplementation, and use of data bases is a
decentralized furction, i.e. +he responsibility of +*he
District 0ffice cr the Program Manager.

2. Growth

There are two fundamen+al facts about data
processing, change and growth. Costs are dropping, machine
structures are changing, new architectures are appearing.
What the Coast Guard *hinks i%s requirements are today, and
the techrology ¢o handle those requirements, will no% be
sufficient *omorrow. Tha Coas* Guard i1l need to move to
nev systems because they are more cost-effective; hovever,
the Coast Guard cannot re-write <+he nmultitude of ol4
programs because there will not be enough programmers. The
computer industry itself has recognized these two facts for
years, They realize they cannot design, wmanufacture, and
market equipment so that it stays continuously current. The
sanufacturers have developed a strategy +o allow for both
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change and growth. Both cperating systems and the 'bare!
machine (processcr) c¢n which the operating system -uns are
developed usirg the manufacturer's strafegy for handling
change ‘and growth. " An initial version of an operating
system vill be released, and as new technology is added,
never versicns of the operating system are available. This
usually happens without ma jor disrup+ion to the utilities
and applications utilizing the operating system. (Of course
+his is not true if an organization has mcdified the cper-
atirg systea.) Hardvare is also planned@ +o be upwardly
compatible. Prime Computer, Inc.'s 50 series is an example
of 2 compatible hardware family. With this marke+ing stra-
teqy, an organrization can move ua1p 4o a aore pouerful
processcr without major re-writes or diIsruptions. The
computer manufac*urers, in short, plan long-range amigration
raths for their custcmers. Scme examples are the facilities
ir a new opera*ing systea may lead the way +o future hard-
war2 change, or a sof:war2 architecture is planned ¢to
accompoda*z future wmachines, Therefcre, +he Coast Guard
must adopt a similar strategy.

The iritial environment the Coast Guard will be
dealing with is a stand-alone, large miniccmputer including
+he orera+ting systeas, u*ilities such as ccmpilers, sor+
routines, eo+¢c, ard DEMS softwvare. For discussion purposes,
i+ is assumed +*lere is a front-end processor to handle the
terminal comaunicaticn protocols. In the District Offices,
compatible machines will reside with compatible software.
This cannot be an assumption with regards to the other
computer systems vithin the Coast Guard. For exaaple, the
Operaticnal Computer Center (OCC) uses Prime 750s, while a
Headguar+er's Office may be use a VAX-11/780. There are
‘hree migration paths available. The firs+t is a migration
up to larger processcrs, “he second is creation of a network
of minicomputers, and the third is use of 2 smaller aminicom-
puter as a back~end database machine.
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If the patk chosen were migration %0 a larger, more
poverful processcr, then a requirement fcr not having to
re-write, the application programs and library routines,
would most certainly te manda*tory. To avoid this re-writing
evoluticr, one gust have compatibility of hardwvare, oper-
ating systes, and DBMS softvare. Incompatibility in or
among any of +*hese features will require some re-wri‘tes.
Baintaining the cowmpatibility of hardware and operating
sysems is a slire possibility in a federal agency because of
the procurement restrictions of the Brook's Act. Providing
for a ccape-itive prccurement and requiring compatible hard-
vare, 6perating systea, and DBMS software is a task with
little chance of success. If this aigration path vwere
chosen, *he Coast Guard should be prepared <+o 4o some
re-writes of the applicaticn programs, and in some cases
"»3a jor' re-writes.

The second option is to create a network of miricom-
puters, where *the procurement of a new minicomputer
represents a nev node in a new network s%ructure. Cer+ainly
this will increase the 'coapu*ing power! of *he system, bu+*
new protlems are in*roduced with this approach. If +he
configuration is to have Loth processors access the same
data, *hen lirking the two processors <+together, and
providing for symchronization of reads and writes will be
required. At *he present time this is not a common approach
and the experience tase is not large, It is the author's
understanding that Battelle Labs of Columbus, Ohioc, who are
developing *he Marine Safety Information Systeam (MSIS), are
proposing an arcti*tecture similar to this. The experience
+hey are caining in this 2f fort of linkirg several Prime 750
computers together should be very valuable. Another
approach wi+thin *hie option is the crea*icn of a network of
ainicomputers by adding another layer of software - <he
netvork operating system. This is similar to IBM'sS System
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Network Structure (SNA) vwhich allows many processors to be
hooked *“ogether. The probles here is that *he addi+ion of
the petwcrk operating system and another processor may not
relieve the burden of +he DBMS functions on +he first
machine. Also a number of these networks like SWNA suppor:
only the manufacturers equipment. Thus ¢he Coast Guard must
again con+tend with the Brook's Act in the procurement arena.

The third option is the use of a back-end database
machine. As discussed in Chapter IV, <+his is an emerging
technclcgy vhere one is truly working within <*he state-of-
the-art. The advantages of a back-2nd database machine is
i*s ability to handle a heterogeneous srvironment <casier
than the other two approaches. Hovever, loading of the data
from the host o0 the back-erd may be extremely difficul+ if
the host say supports a CODASYL approach and +*he da*tabase
machine suprorts a relational approach. This migra“ion path
at present is the most expansive and difficult to achieve of
the three, and the percent usage of the hos* to DBMS func-
tions will determine if +this migraticn pa+*h is even
cost-effective.

In summary cption one, migration to a larger
processor, is easias* to implemen*, anrd there is more know-
ledge and experience about this migration patk than any
ozher. The secend solution is harder than *he first, and
+he datalkase mactine 1is possibly the hardest because {¢ is
current state-of-the-art and there does nct seem to be much
experience to date with this alternativae.

D. HETEROGENEOUS VERSUS HOMOGENEOUS SYSTEES

Distributed database “echnology requires a hard lock at
the rproblems one encounters vhen examining heterogeneous
systess - hetercgenecus systems are iaterconneted proces-
sors, software, and data s“ructures that are dissimilar.
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There are three (3) wmain p:obiens vhen dealing wi+h hetero-
geneous systems at the Jatabase management level. Pirst,
dif feren: types cf database scftvare are incompatiblz (even
vithout considering distributed dJdatabases). Second, €£ile
structures are expensive 0 convert to other file structures
or database structures. Pinally, even if all the software
is compatible, prcktlems may arise frca incompatible data
fields and data structures due to inadequate data adainis-
*raticn in an organiza*ion. Although there is at present
little need to distribute data bases in *he Ccast Guard,
later effor*s to 30 s=c will be inhibited, if “here is not an
early cosmitment to database technology which requires the
data tases in an organizaticn to be compa<+ible. Therefore,
the emphasis should be on developing homogeneous systems -
homocgenecus systems are interconnected processors, sof+ware,
ard data s+tructures that are similar.

One realizes that the Cnast Guard survives 4in an envi-
ronment of Tegqulaticns that s*rongly discourages +he
development of hcmogeneocus systems. The Federal Procurement
Requlaticns requiring procurements to be coampetitively bid
is one such requlation. There are some exceptions to %this
rule, but they are such that the Coast Guard canrot in
general arply these exceptions. The apprcach taken by the
Dis+trict Minicomtuter Project is one solution to providing
for a high degree of compatibity. A similar effort must be
undertaken at the Headquarters level 3if one expects to
distribute data ltases to mee* higher goals. At the present
time, the ccst and degree of technological sophistication is
more than the Coast Guard can handle in distributing hetero-
geneous systess. Therefore, emphasis should be placed on
developing homogeneous systems, not on trying to distribute
present-day heterogeneous systeas.
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E. SOGHNARY

The Ccast Guerd is ccammitted %o investing in the archi-
tecture cf <+the future today, so that the Coast Guard may
beccme an 'information corporation' of +he 1990°'s. The
consequence of ¢this is an exponential growth in computer
systeas over the next few years, Anr iaportant aspect of
these ccaputer systess vill be database naragement systea
technolcgy. A Coas* Guard DBNS has the following reguire~
ments - provide for multigle views of data, provide for
acceptable performance, ainimize cost, ®ainimize redundant
data items, suppcrt query and repor:t genera%icn, provide for
integrisy ¢f the database, provide for both security and
privacy access control, and support the <+hree-level hier-
archy. The Ccast Guard must protect its 3intellectual
development during +his period by developing data bases by
subject area instead of by application, requiring 2 data
dictionary systen, and commi+ting i%+self to provide quali-
fied database administratecrs. orderly grow:th aus=z be
determired by a migration ra*th row instead c¢f just letting
it happen. In most cases *he simples+t solution is to use
the more advanced techaology provided ty <¢he original
vendor; however, +he creation of a minicompu‘er network may
be feasible as the Ccast Guard gains more experience in the
computer field. Finally the Coast Guard should strive now
to develop homogseneous syst ems instead of trying to distri-
Eute present-day heterogenecus systeas.
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VII. CONCLUSIONS

The following are *the conclusions which the researchers
have forsulated as a result of their thesis research.

First, +he Coast Guard should design i*s informa*+ion
systeas for change. The rearchers have discussed the need
for systen designers to be conscious of the effect which
technolcgical change has had, and will con*inue *to have in
the computer industry. The Coast Guard does not wan* to
lock itself out of any rpromising technclogical advances
which will cccur, and it must also recognize <the need for
grow+h ard charge in user requiremerts. Therefore the Coast
Guard should develop flexible systeas which are amendable to
future change.

Secord, the researchers have pointed out that since the
Coast Guard is relativaly new at procurin information
systeas, +*the need to have sophistica*ed ccmputer netwecrks,
such as 1IBM's SFA, is nct warranted a+ this time. This
policy is in acccrdarce with prudent evolution, and leads to
the ccnclusion that there will not be a great deal of data
sharing required amcng various Coas* Guard organizational
elements initially, although it mus® be recognized %hat in
+he future *he Ccast Guard may need *o create these sophist-
icated computeor rnpetworks (or distributed systeas). In order
tc suppor* future networking possibilities, it is recom-
mended that the Coast Guard strive for homogens20ous systeas
as much as possible so that +his interconnection is= much
easier *¢  accomglish. .The Coast Guard's scarce resources
dictate that conmnecting heterogeneous systems be postponed
at this time, ard its effcrts directed toward the develop-
ment of homogenous systems.
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Third, <+he authcrs have concluded that *he Coast Guard
should require cood documentation of all of *he syst2ass
which are develored and installed. Being a military organi-
2ation isplies & great deal of personnel rotation, and
therefore ir order <+that new personnel coming aboard urder-
stand, operate, 2nd maintain the system, good documen“ation
is essential becvase <there probably won't be anyone arouni
wvho vas present at installation after a few years.

Pourth, <*he researchers have concluded *hat the Coast
Guard shculd stress the iamportance of human needs in the
systeas which it Jdevelops and acquires. By *his <the
researchers are pointing to the need for systems *o be easy
to learr as well as easy to use in order +hat personnel be
eore compelled +o use <*he systems to assist ip <their dob
activities, and thereby the system be mcre responsive to
user requireaen‘s. Other human factors which should be
censidered by the Coast Guard include training and education
and invclving erd users in the design arnd developmert of
systess.

Fif+h, “he avthors have ccncluded and recommend “hat the
Coast Guard should establish database administrator posi-
tions throughout <+he organization, and it should =seek to
£i1ll those positions with talerted professionals. The
Quties of +*he database administrator and staff have been
discussed in previous chapters, and the researchers consider
that this position is vital to the success of <the proper
management cf any organization's data base(s).

Six¢h, a key tool which the database adainistrator
should have is 2 data dict ionary. The da*a dictionary is
essential tc assist in implementing subject area databases,
to maintain consistency throughout the crganization, te
identify sources and uses of the data resources, ard to
construct standards and procedures for “hose data rescurces.
The Jdata dictiorary must be a requirement for the Coast
Guard to be successful in iasplementing database technology.
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Seventh and finally, a Coast Guard DBES should include
the fcllowing requirements: provide for multiple viewus of
data, provide for accep-able performance, minimize cost,
minisize redundant data items, support query and repor:
generation, provide for integrity of the database, provide
for both security and privacy access contrel, and support
the three-~level tierarchy.
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ARPENDIX A

RE SOURCES

These are approximate figures, subject to cilange.

1. Personnel Resources.

a. Headquarters (does not reflect interim reassignments):
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g. Area Offices:

N WO ENL CIV  TOTAL
Atlantic 7 3 3 0 13
Pacific 6 3 4 0 13
13 6 7 0 26
d. Cammmications Stations and Radio Staticns
Boston 1 3 64 0 68
Portsmouth 2 2 8 3 89
Miami 1 1 30 1 33
San Juan 0 1 18 0 19
New Orleans 0 2 43 0 45
San Francisco 2 3 87 1 93
Guam 0 1 0 28
Honolulu 1 1 9 0 51
Kodiak 2 2 & 0 85
TOTAL 9 16 1 5 511
e. Laboratories
EECEM 17 6 87T 135
Sta Alexandria 8 S 54 22 89
- SR R R 'S B ¥4 224
£. Electronic Shops (ES, ESM, EST, ESMT, Yard)
1 18 & 112 545
g. Other (Vessels, LORAN Stations, etc.)
g1 110 1475 Q 1676
GRAND TOTAL 290 251 2788 1366 3695
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ARRENDIX B
SDD-1

INTRODUCTION

) SDD-1 [Ref. 26]), vas developed by Compu*ter Corporation
of America and supported by the Defense Advanced Research
Project Agency of the U.S. Department of Defense. I« is a
system fcr ranaging data bases whose storage is distribu+ed

]

Pigure B.1 SDD-1 Architecture.
ocver a netwcrk of cosputers. The general configuration of

SDD-1 is given in Pigure B.1 and consists o¢f +t+hree virtual
nachines; Transac-icnr NModule (THM), Data Nodule (DM), and a 1
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Reliakle Network (RELNET) . More about <these ‘'vic+ual!
machines later. SDD~1 is tased upon relational da<-a s*r-uc-
tures because ccaplex da*a operations can be simpler and
mcre precise thean wvhen data s<tructures are used vwvhich are
not two-dimensiornal. It is believed by *he creators of
SDD~1 that *his type of architacture is appropriate for
activities requiring access to a sirgle pocl of information
distributed over a wide gecgraphical area. It peraits
decentralized prccessing fcr performance, reliabili+y and
flexitili+y of function rea soms.

Users interact with SCD-1 in a high 1level 1language
called TrCa+talanguvage which is in fact a general purpose
ptdqrallinq language. The data stored at “he nodes of SDD-1
are portions of a relation which may be either a vertical
subset ccaposed of specified fields of the relation or a
hecrizortal subset defined bty one or more expressions e.q.
Value of Pield Id # = WAGB. PFigure B.2 Cepresents a ‘hori-
zental' fragment and Pigqure B.3 represents a ‘t'vertical!

SHIP | NAME IC HOMEPORT STATUS |
- s e - fpom B wn > - - - e - - .- e ey e e - - . e w > w
ICE_1A GLACIER WAGE-~4 San Francisco Ops

ICE 18 NORIHWIND WAGE-282 Wilming*cn Charlie
ICECIC { WESIWIND _ WAGB-281 Milwaukee Ops

ICE_2A FOLAR STAR WAGE-11 Seattle Ogs |
ICE_2B POLAR SEA WAGE-10 Seattle Charlie

Pigure B.2 Berizontal PFragment of a Relation.

fragment. A fragsent 1is either completely present or
completely absent at any node (DN) and any fragaent may be
stored redundantly at more than one Data Module (DN¥).
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SHIP !NIHB ID HOMEPORT STATUS |

TcE_1a HE‘.’-E: ..... Ll ICE M2 ) IcE S LU
O 1E  ICE B oo M TCE1B.2 )
ICE1Cc |ICE_iC.1 §IcCB 1C.2 .. S L L S
ICE_2A |ICE_ZA.1 | ICE_2A.2 )
ICE_ 28 (ToR-28.1 T TRerlmens Y

D S G W P D @ DD A D D AR AR P LGP D DTS WD WP WD AP WP D D D WD G WD W WD W WS WD W W =

1A.2 = (Homeport = San Francisco)
ICE M.3 = (Status = Ops)

etc.

IC % .1 = ;Nane = GLACIER;Id = WAGB-U4)

Figure B. 3 Vertical Fragment of a Relation.

The implemerta*ticn of a distributed database systanm
presents three fundamental probleas; concurrency coatrel,
distributed guery processing, and reliable posting of
updates. Fach e of these problems can te associated with
cne of ~kree functicns £for distributed database technology.
For example, concurrency control can be associated with the
functicns of database management, likewise distributed query
processing with sanagement of distributed “ransactions, and
teliakle pcsting c¢f updates with distributed dQata base
managemen* systes reliabili+y. The au*hors of SDD-1 have
placed each one of ‘hese probleams in a distinct processing
phase - Reagd, Bxecute, and Write. Purthernore, each
processing phase is contained in one of +the ‘'virtual!
sachines 1wmentiored earlier, i.e. Data Nodule (DNB),
Transaction Module (TN), and Reliable Neiwork (RelNET). The
functicne of the Data Module are to respond %o:
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1. REAL part of the Data Module's da*a base into a local

vorkspace at that Data Module.

2. gOVE part of a lccatleworkspace from +his Data Module

¢ ano*her Lata HMc

3. !ARI{UIITE data in a local vworkspace at the Da%xa
Bodule.

4. WRITE part ¢f the local vorkspace int¢ t%e gg;n;neg%

data base stored a* the Data Module. ([Re

The functiorns of the Transaction Module plan ard control *he
distributed executicn of transactions. I+ perforamas the

following tasks.

1. FRAGMENTATICN: The Transaction Module +translates
queries on_ relations irto queries on 1logical fra

mer+ts and decides which instance of steore
to access.

2. CONCURRENCY CCNTROL ¢ The Transac*ion

synchrcg%zes the +ransaction with all other

transactions ir the system.

3. ACCESS PiANNIQG: The Trapsaction Module con
¢ransaction 3into a _paralle program whic

fragaengs

Module
active

les the
can be

eéxecuted cocperatively by several Data #Mocdules.

4. DISTRIEUTED QUERY EXECUTION: The Trapsacticn Module
coorq n?tes execution of the compiled acce?gefplagz

explci+ting rarallelisa whenever possible.

51

Lastly, the Reliable Network IZnterconpnects the Data Modules

and Trarsaction PFodules <o provide for:

1. GUARANTEED [ELIVERY; allowing nmessages to be deliv-

ered even 1if the recipient is down at the

time the

message is sent, and even if *he sender and receiver

are never ur simultaneously.

2. TRANSACTION CONTROL; _a mechanisa fo- postin
at sultiple Data Modules guararteeing ‘hat’e
Da*a Mcdules pcst the upddte or none do.

3. BRI ACIRA 00 inro2a $18s 1058280 By Rast

4. NETHORK OCK; v
synchronf&e at ail si tes.

1.288%: 1%

ites have
ures.

SN FRE Jar,. sppresiately

The rest of this aprendix will be concerned with a descrcip-
mentioned

tion of how SID-1 solves +the three probleas
earlier.
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CONCURRENCY CCNTFOL:

In a2 central ized database management system concurrency
probleas are hardled by simply locking the database until
the write operation has been completed. This has been the
approach *aken by scst iaplementors of a distributed data-
base technology; hovever, locking in a distributed da*abase
systes vith a high level c¢f updates can cause substarntial
performance degradation hecause there is no activity allowed
cn the data un+il +he update is complete, On a distributed
system where <ttke data has many copies <*“he performance
problem Lkeccmes even ascre severe.

A system will provide for concurrency control if <the
system can provide fcr serializability. The property of
serializability 4is that ¢the interleaved operation of the
system is equivalent *o one in which the <transactions ara
run to ccapletion, one a*t a time, serially. Hence serializ-
ability requires that whenever transactions 2xecut?
concurrently, ttleir effect must be identical *o some serial
(i.e., nor-interleaved) execution of ~hose same “ransac+iors.
Tvo wmajor “ypes of conflicts occur +“o prevent serializ-
ability; update conflicts and read confliec*s. If
transactions are ¢grouped into classes based on which Data
Nodule executes the +ransaction and vhat data the
Trarsaction Module uses thenr potential conflicts betwveen
classes can ba analyzed. This is exactly vhat 1is done by
the data Lase adsinistrator at design time, and is known as
conflict analysis.

With conflict graph analysis the Data Base Administrator
(DBA) defines transaction classes which are ramed groups of
commonly executed *“ransactions. These <transactions ara
defined by its rame, read-set, write-se* and Transaction
Module a* which i+ runms. Pigure B8.4 is an example of an
update conflict. Throuch conflict graph analysis four
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11 T2
ir3) I 7 (r4)
| |
w3) o o (v4)
let T1, T2 = Transaction Modules
Jet T3, T4 = Regd-sets
let w3, wi = Wrlite-sets

Figure B.& Conflict Graph.

differert situa‘ions nmay arise each requiring different
synchronization protocols. They are; no conflict, update
conflic*, read conflict with one Data Module, and r=zad
conflict wi+*h more than one Data Module.

To solve tha update conflict the two transac*ions mus<*
be synchronized, 3i.e. one must be run first and the other
delayed un%il tte first transaction 1is ccapleted. This
order of processing transactions is determinred by the to*al
crdering of +trarsactions induced by timestamps. This is
accomplished by piping which requires each Transaction
Module to send its Write commands in +imestamp order. One
should ncte tha* the ‘'virtual' clock does not have to be
absolutely synctironized at each site as the Transac-ion
Module ‘identifier 1is attached to each <tisestanmp, thus
crdering the timestasps globally.

Thus through corflict graph analysis a DBA can loosen
the restrictions on the synchronization protocols for those
transactions that may not conflict, This in *urn increases
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systea performarce. The <*echrique of piping achieves
consistency and serializabi lity “hroughout the systen.

DISTRIBUTED QUERY PRCCESSING

In processing a guery in a distributed mode one can take
the straight forsard approach and move all the transactions’
read-sets to a single Da*ta Module and then execute the +ran-
saction. This towever, is quite prohibitive in terms of
communica*icn costs for vary large read-se*s and no use is
made of parallel preccessing. SDD-1 attempts to solve this
problem by spli*ting query processing in*o two Qdistinct
phases. The first phase reduces *he read-set as wnuch as
possitle without changing the transaction's ansver. This
reduces the amount of data *o0 be <“ransait*ed be*tween sites
and makes efficient use of rparallel processing as a trarsac-
tion may ke wcrked on corncurrently at more +than one
Transac+icn Module a* once. The firal phase transmit%s %he
reduced read-set to the final Data Module where *he transac-
+3ion is executed. A *emporary file (buffer) is created a*
the final Data Mcdule so “hat <+he answer *c the transaction
can te written “o the database or displayed whichever was
requested.

RELIABLE WRITING

There are three potential problems that asust be solved
+c insure that updates are rellable. The first is *o guard
against a failure of a receiving Data Module, i.e. must have
reliable delivery. The second is to take appropriate
measures vhean a failure occurs at the point of originp, i.e.
transaction control. Pinally the system must insure updates
to different transactions are installed in the same 'effac-
tive' order at all Data Modules.




S

The first prcblens is handled by a mechanisa the crea+ors
called spooler. It is a function/process vwith access to

secondary storage devices that serve as first-in, first out
(FIFO) message gqueues for a failed site. Thus any asssage
sent to a site wvhich has failed will be re-routed *o the
spooler instead. Once the failed sits comes back on-line
updates from the spcoler are processed by the failed Data
Nodule.

The second problem - transaction contrcl - is handled in
a nore subtle way wi*h a technique that employes a variant
of the <*tvwo-phase commit. During phase 1 the file 'P' is
segregated into 'n' number of files corresponding to the
receiving Data Mcdules, Por example file 'P' will be split
into files P(1),...,P(D) “0 be sent +to Data Modules
DM(") yeee,DN(N) . The receiving Data Modules 30 nc: install
these files ye*. This comgpletes phase 1. Durirg phase 2
+he Da+a Mcdule <that origirated the +transaction s2nds a
commit message tc each DM(1),...,DM(n) wvhere upon each DN (i)
installs §{i). 1f scme DM (k) has received P(k), but not a
ccamit, and the Data Module that originated *he transaction -
has failed, <then the DH(k) oconsults other DN's affected by
“*he trarsac+ion. If any of the affected DN's have received
a comait then DM (k) proceeds to install P(k). If no cther
affected DM has received a commit +the <transaction s
aborted.

Protlem threse, insuring updates to different t-ansac-
tions are :installed in the same ‘'effective' order a+ all
Data Modules, is handled quite easily. Since every physical
data ites in the data base is timestamped with the nmost
recent upda+ed transaction, and each update (Write ccamand)
carries “he *timestamp of *he Transaction Nodule that gener-
ated it; the following write rule is applied: Por each data
iten, 'x' in the upda‘te, the value of 'x' is nodified at the
Data Nodule if ard only if x's stored timestamp is less than
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the timestamp of “he write command. The overhead of <ime-
stamps cn each data Item is reduced to acceptable levels by
caching the timestamps according *o the authors of SDD-1.

SUMMARY

SDD-1 relies heavily on *the use of direc*ories to main-
tain the location of data thrcughout the systes. For SDD-1
to be effective, the sanage sent of these directories must be
efficient and flexible. The approach taker by the authors
is to treat *he directories just like data, hence directory
managemernt is a design issue.. Therefore, +he direc*ories
can be fragmented, distributed wi+h arbi¢rary redundancy and
updated frcm arbitrary Transact-ion Mcdules.

The developrent of SDD-1 uses a relatioral database
managesent system called Datacompu:er and runs on PDP-10
equipment using <the ARPANET and the communica*ion ne<work.
The differenrt modules require a fair amount of main memory
for the object ccle, Ltut not an unreasonable amount. There
does however, exist two fundamental probleams with SDD-1 for
the Coas* Guard, The first, the equipment is all hcmoge-
neous, khkence corplexities are reduced somewhat. Here +he
Ccast Guard canrot expect +o ever be in the position of
having homogeneots systems in +*he near future. Secondly,
the Data Base Adrinistrator (DBA) has a difficult job just
to create a logical database design. In fact there are few
examples of corgporations that have had great success with
this fundasental approach tc the use of database technology.
The Data Base Adsirnistrator's job becomes ever more complex
by havirg tc perforas the cecnflict graph analysis and split-
ting <+ransactiors into different classas. Although +he
Coast Guard has sany talented paeople, to find this required
talent would be a herculean task.
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