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ABSTRACT

fer a5 az>nomic anzle

&his paper outlines “2= »nTtoc2ius:s
ysis of a microcomputer system dasijnad for p2rsonal use.
: It provides a methodolsgy for application identification and
ﬁ quantification of the b3nefits d2rived from tha applica-
' tisns. Papirical decision rules ars suggested for the key
decisions of gquantity anl wmix of sd3ffware, start-up ani
cessation timing, and ras>irce allocation. These rules are
4 based upon analysis of marginal opportunitias gained ani
foregone over tha 1lifacycle oSf taa systenm. Particular

. emphasis is placed upon <*h2 1ol2 of sofcware in <¢he2
economics of the system. Economias J>f scale and sensitivity
aralysis are also discussa2i. Tha ta2sis servss as a struc-
> tured beginning for further res=2acch into aicrocomputer
% system modelling?
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I. LEIRODOCTIDN

4. BACKGROUND

In 1971 Intel Corporation constructed a gsna2ral purposse
misroprocessor chip in resjonsa to 2a raques:t from Datapoint i
for a front end processor for <tha2ir tarainals. Due to the
long iead time involvel #ith the Datapoin+ apolication 2nl
ﬁ with Datapoint's permissisn, 1Int2l b2gan selliang the chips
! on the open markset. Tuo versions ware crea+ei, +ha 4004, a
basic wmicroprocessor, aal the 8))3, an uypgradad aodel.
Macket response was s5li13gish 2and Int2l b23an *o 1los2 i
i interest in the whole pryject. #>dsver, in 1975 Altair
packaged In+el's 8008 in kit fora with <+he S-100 opus ani

created the first true aisroconpu«=zc, the Altair 8830, Thse
i following year Appie Coapiters (whizha currently heolds 203 of

th2 microcomputer market) #as born ia 1 garage ia Cuper+ino,
g

y California. Three othar companias alss introduced theirs
? ) flagship microcomputer 1ad>dels that year. For wvariosus

i reasons the latter <¢hra22 units w2re no* supooc-+ad by

coasumers and are no 1loager ia p:d3iuction. Commodora,

‘ Heath, and Radio> shack all intr>iuced +h2ir inauqural
. misrocomputers in 1976.

‘ The Industry took off iuriag 1973-1979. D>zsns of fizas

bejan marketing their own systams. Jther coapanies, lacgs

anl swmall, introduced their own perishzral equipaent compat-

: ible with the more popilar systsas. Softaare vendors
. i offering both operatingy systeas and applicatisas prcograas
' gf virtually eliainated the neel £or aicro usars to 1learn

pragrasaing. Currently 3yte magazia2 [Ref. 1: p. 846
reports that IBM expacts to s2ll 2ne =ailiisn Personal
Cosputers by the end of 1984 and Ap2l2 23timates there are
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400,000 apple II models ia usa. Appla's salas have levalai
off at approximately 27,)30 syst2a3s per nmonta. The naw
sitteen~bit microcomputars will place the powar of a
minicomputer in a desktop-sizel paskije.

Aved by the technolojy anl sarprised at tha low cost,
usars have crowded the coasuter stdcss in a rash to comput-
erize their businasses. Neophyta =:computer owaars discover
that they have failed t> 1adeguately analyse “h2ir si+tuatiosn
before investing. Many are frrcel ¢5 use systzms that ars
saturated from the start; others 15 15t have eadugh zpolica-
tisns to £ill the top-of-the-lii2 systems they havs
pucchased; and still othars speni 2xcassive amdunts 2f *ime
deciphering masses of 1ata generat2d by padr sofiware.
Thase people are learning the lessons which maiiframe cwners
learned over the past thr22 decadss. They have succumbed t>
tha diseconomies of microsomputars.

B. THESIS OBJECTIVES

1. Decisizp Rule O2vzlopment

The purpose of tais paper is 2o proviis a3 se% >f
economic decision <rules f>r the =2valua“ion of a microcom-
puter system for a siajyle user. Actual d2cisions ar2
generaliy maie within thz context »>f a limi¢2i and highly
approximate abstraction of the actual situatioa. The deci-
sisn rules contained harein provils structure %o <thess2
abstractions. The use of the riles enable comparison
betveen competing computer systems. The same conditions ani
assumptions are extendel iniformly asross all systams whick

permit value nmeasuresment and 2allow the potesatial user t¢>
rank the systeas 5n an intarval scal:. Naturally, microcom-
puter selection cannot be 2ade sol2ly on an ecdnomic basis,
but an analysis using thesa ta2chnijias can provide input ¢>
the overall decision procass.




2. DUse Apalysis

This paper will attemapt ¢t> provide 3 sys-smatic

method for the identification of aiscocomputer applications

for a single user in a small bausina2ss 2nvirona=2at. I+ will

discuss how to extend th2 coaputing resource *hroughout a

‘ ) large organization; in otaer words, how to dstermirne whizh

levels and individuals of an organization shoald be allo-

! cated personal compu*ers. Mors impactartly, it will atceampt

| to identify and quantify the banefits to be derived from th=

implementation of selectel applicatiors. Net surprisingly,

micros are being marketel as djust another piacz of office

equipment. However, unlik2 most offic2 equipmszac, aicrccom-

' puters have a set of applications from which the user can

select specific uses dz2p2adiny upd1 the softwars accompa-

nying <the unit. The <Zirst stap ia system plannirg is

identification and evaluation of prospec*+ive applications.

Th2 application ijdentification mezh>1 “hat will be presentai

is desigred to be flexiblz §nd axpaniable so 35 %5 be of as2

to all persons seeking cost-effactive uses of personal
coaputers,

3. Effeciivensss

another goal of this thesis is the an2lysis of
A

effective microcomputer 1se. sys<em can b2 perfectly

efficient in that it proscessas ianfo-mation a2t the lowest
possible cost but it may aot b2 very 2ffective. 1A principle
elament in system effactiveness is =h=2 quality o% informa-
tisn i+ produces. The characstaristic of gqaality as it
applies to information is a compositz2 of its %sptent, ags,
accuracy, and importanca _Ref. 2: p. 15]. Thz simplaest way
PX to improve information gazlity is t> “clean up" Iaput or
; output format. Por example, th2 y2llow pages >f the tels-
phone book contains higaar 3Juality information than +he

1

[




white pages if the user i3 sseking a list of all computar
dealers in th2 geographi:z area, Fhz2 info-maticr is mors
efficiently formatted wita respact to <the i=2sirzd task.
Producing effective inforaation on >i1tput is largely a func-
tion of the software saplyyed. Ph2 tradeoffs in software
cost and information quality will ba considerei later in ths
sof tware costing dis@ussi:n.

C. ASSUMPTIONS

This economic analysis is bas2l upon several assumptions
which form a framawork £5- the decisioi rule. Mticrocomputsr
systems will be the only =omputers uilsr consijaration. For
discussion purposas a aizrocoaputar is defirel as an eight
or sixteen-bit machina with no mdrsz than ons m2gabyte of
main memory that costs l2ss thar $1),)00 inclaiing periph-
erals. At this writing thers ar2 ioproximatzly one dozen
sixteen-bit micres in proiuction. Although panufacturers
have not finaliz®d their pric2 sitructure £5r the navw
machires, the methodology will bs as2ful as soon as prices
ar® set. The use o2f th2 Iaitel 9083 2131 8086 mizroOpProcessars
with their one megabyte m2a0ory 2dirass space in these seconi
generation micros surpasses ths maia asmory capacity of many

of the more 2xpensive aiiicomputzrs. Therefora2, an arbi-
trary 1limit of $10,30) will bz establishai to help
distingush between micras and minis. This is nacsssary 2as

*h2 minicomputar software narkat is -adically different froa
th2 micro software markszr:.

1. Oragagizational Assimptions

For purposes of this 2valuation it will be assumeil
that sufficient funds ara availablz in the oarjaniza“ion t>
purchase the systen. In additisa, o>5nly hardware purchase
will be <corsidered. Thare ara a1 myriad of 1lsase 2and

12




lease~-to~-own plans availasle, far io: sany to sonsiier heras.
Furtheracre, these plans are highly sansi*ive (auch more so
than price) to dealer oversupply, n2w product intrsduction,
anl interest rate fluctuations. <Coapiating services providel
by an external vendor will not be c>isidered either. Haftka
anl von Mayrhauser [Ref. 3: p. 7] point out that the buy or
coatract decision is highly dep2niant upon the charging
aljorithm usad by the sarvice bureau. Their survey includai
five service bureaus ani found a wils vaciance in computiag
cos*s for th2 sxecution of a banchaack progras.

2. Use: Assumptions

Finally 3t will b2 assumel “hat the system must be
buidled as a turnkey opa2rition for a aiive user. Unlike %h2
large computer operatioa, +h2 small systems user does rot
have the time tc learn computar 3perition or thé €unds t>
support a software or opecations staff. The aser, with *h2
belp of cff-the-snelf softsare, softsacz 3nd system documsc~
tation, and dealer suppdct, shoull be able to <+treat th2
coaputer as a black box tnat accomplishes the d2sirsd appli-
cation, Projramming, ocog-amminy languages, operating
systems, and retworkingy protozols ar2 all bey>nd the scop2
of this user.

D. HETHODOLOGY

While <+his effor+t is no* weant %0 be a treatise on

misrocomputer procurement, i+ is ilapd>rtant for the reader %o
unierstand the owerall sethod >f coadauter purchasa. This is
necessary in order to se2 how th2 ta2chnigques 3iscussed in
later chapters fit in to the purchas2 plan. T'hare are many
dif ferent procureaent stcitegias. 3ipton [Ref. 4: p. 202]),
darden (Ref. 5: p. 87), 211 Lu (Ref. 5: p. 36] 211 reccameni
various plans for affectiva small 3systam selection. Each >f
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thase methods have strong and weak prints. Gupt:ﬂ's aethod,
for example, con*ains a vary thorouga discussiosn of applica-
tisn aralysis but does not say much about costianj. Whatever
methodology unier consileration, op2aration of this decision
ail requires three 1dditional steps; anplica+ion
ldentification, cost analysis, and 3333ling.

_ During the applicatiosar identification phase a search for
| : araas of use which woull benefit th2 wuser is conducted.
This paper will suggest a stractursl procedure for berefis
;“ analysis. This step will yiell a sat of benefits which will
‘ fora the basis for the rast of th2 2valuation. The seconi

phase, cost analysis, 2zaiminas th2 hardwars-s>fitware costs

incurred to accomplish tha desirs3 applilications. This is

not merely an 2xercise in shopoing, sut a detailad review of

ths incremental costs ipvolval in implemantation.

Molelling, th2 fipal st2p, 1is th2 sozparison of benefits

‘ idsntified in step one with %ha 2osts of *he systea discov-

| _ erad in s%ep *wo. Us2 >f <the moiz2ls will 2lso einucidata
’ start ard s%op times, r2s>arcs allscatiosn, and tradecffs.

These steps are desijned to b2 -spe2ated with 3ifferaas

4 cost and bepefit 2lem2a’s to proiuc2 the optimum systcem.
; Tha model acts as an impactial measarzmen“ to>l which helps
; cope with the complexity >f the dacisior. Tha results of

each iteration will call attention t> aceas whar2 23ditional
savings may be realiized. As liscussed abcve, this method-
old>gy is not meant to replace stindarl decision making
techniques, but rather it is desiya2i ¢5 augment gdod busi-
ness practice. Thesa calzulations do a>t consider
intra-organizational envirs>nmeatal factors and, thus, cannot
evaluate systea feasibility. For 2zample, cash flow anal-

o ysis of tha optisum 3ystem can h2lp *he decision maker
g determire vhether the purzhass will fit 4in with his long
- range cash management plaa.
f 1% j




II. BENEFIL ANALISIS

A. FRAMEWOBK FOR BEWEFIT DEBTERMINATION

i Due to the low <cost 2f amicrocdaputer syst2as and the

: retail store approach ¢> narkating aicros, hardware salesmen

1 often make grandiose promiszes regarling system performancs.
Unsophisticated buyezs ara 1lel to balieve that a microcom-
puter vwill solve all th2ir business probleas. This passage
from Nahil [Ref. 7: Pe 7] is illustrative of some of tha
claims made to entice prospective customers.

Small business comput2-s can ha2lp you:
1. Cut c¢osts.
2. Increase producotivit+y.
3. Iaprove efficianzy.

F o 4. Make sounder dacisioms.

S. Help business 3cow.

This cost of generalization of bea2fits to be achiaved froa
microccmputer use has no m3aning to th2 ecornomist. In ordsr
to demonstrate actual valae of a systanm, ben2fits aust be
quantified with respezt to =2ach individual application.
Siace the micros are desijied to b2 1sed by one person, +h2
personal utility of the b2iefits nust be taken ia%o account.

1. MBagket for Bepefits within %22 Qpgapizatioc

Within each orgiaization tazre eoxist aresas froam
which automation will provide ecoad>aic payoffs. Each aren
must be idertified prior t> tha systam desigr t> enable the
designer to focus his efforts on optimizing tha perforwanca
of that functional area. Problem 12finition is of utmost
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import as illustrated in this passaye from the 1Infotech
Report or Computing Econowrics [Ref. 3: p. 87].

#hen a lanaget tackles :ny problau there is an ichgsrent
assusption that the p:ob en eing tackled Is ralavart to
the objactives of the zgtz n concernel, his is
an obvious palnt but 3na hat 1s T3gquently alesed. No
apount of ma e!ent skill lxa sub equantly vil

help if the cidice of £y jsct s wcong or o

aarginal significance.

Tha effort to computerize must b2 concen=rited on the
spacific applications that will prodice the greatest rsturn.
This is particularly tru2 when d2alingy wi¢h 2ini apnd aicrs
systems vwhere the «coapiating rasj>arce may be limited.
Irherent in this concept is tae ra2alization that a tradeoff '
point may be reached whara it is bairaficial t> discard tha
idea of a minicomputer anl consildar 1 mainframs.

There are many #ays ¢ sal2:+ applicatisns. Needs
statements, ra2quirements lefinitisns, and othar methods of
application identification 1o not consider +the costs
involved. A manager 12y requirs ti2 system <to perform aa
unaconomical application and then +onder why als coaputer
system productivity is s> poorc. Shacpe [Ref. 9: P 9]
states:

ost/effectiveness analgszs $s. vary  muach at wvariance
ith arother approac acision nak.nq that can bes:
e termed the 'requicazents' aporsach. The lat*er
ecommends that _the ie.zsion-gakar (1) d2t2raine his
egu.renents and then 2 the cheapest way_ _<o
atisf ghen. §uch Y oceiure, i€ follove -tatally
an lead *d lal ie: sions oaly by an-a. ad ee
he ,concept o ia uxrenent 22 1aed is on etel
fore;gn to an econon izms ‘n2ed' %he st an
best congutnt availabia., Researchers 'ra u re!' an

imited amount of computir tiame wzth the very
highest grior t{ Ceirtral procassors  'rneslt i g
QUIDC' of per e:al levices to ansure that they v e
used *o capac y In saort, nea2ds are @ither unl.a ted
or so large they can harily aver b2 aet in practice.

(TR UNNOKL)

This ¢trap is easily avoiled wvh2n working vith sicrocom-
puters, Since each aicrocomputsr is selacted for ons

16




inlividual’s personal use, <*he applications can be tailoresil
to his specific needs. Tas kay to suscesssful 3zo>aosic anal-
ysis is comparisor of the cost benafit relationship incurrei
with each sucessive applization.

2. Cost Element Aper2ich

The first step in designing an affective microcom-
puter system is the dideatification of specific applications
to be corsidered. Application dascriptions must be highly
detailed in order to s2lect th2 2ppropriatz hardwars-
sof tware combination. #ickham (Ref. 10: p. 51] states:

With these simple , low >ost microcomputer systams ¢he
business mapager cap_ a:iniaize risks an costs by
deploying <*thesSe small increments of  compater  povel
1gainst specific, well 12fin23 probl2as 3in his businsess.
USing the computer for 3 single aoplication such _as Jjob
sosting, payroll or iiventafy privides gquick soiutions
to the rea problem araas without creating n2w 2dajor
problenms.

By focussiag the computin;.power 21 ths precis2 applica<ion,
the decision wmaker incr2ases th: ‘p:obability 2f systenm
suscess. t also providss hia wita some insigat 3as %o +%h2
opsration of the systems within his >rjyanizatioa.

The military has leveloped 3 set of 2ost elsments
for determiringy costs of srocurema2nt projec:s. All of th2
possible elemen*s comprising syst2a lifecycl2 costs are
grouped In a logical oriec to provils a tool ipn overall cost
analysis (RBef. 11]. It is apparent <*hat this a2thod couli
also be used in idertifying potential benefit areas in an
existing organization. T> perfors th2 analysis, <the daci-
sion maker lists all cost centers wsithin his srganization.
Table I is an example of a =:>os*t ala2ment listicag. It is
critical that the elemeats be list21 in as small an area as
possible so that proper s>ftwvara can be obtained. Softvare
packages contain mary fanctioas. A packaga zsallad "rhe
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FABLE I
Partial Cost Elsment Structure

1. %dginistrag‘:gl
o1 ersona
% % Paxroll
o1 1. Payro¢l tax preparation
1.1.2. Eaployee rac-o5rds
1.2. PFinance
1.2.1. ZCash nina;enant
1.2.2. Invol
1.2.3. l.countln;

1.2.3.1. "T'ix acgountiag
1. .3.2. Fiazancial azcounting
1. Br>kkeeping
1.3. Word Prosass a
1.3.1. T[2xt iting
1.3.%. Slectron-_ 12}
1.3.3. Blectroniz filing

2. Lo3istics
2.1 Invento:g
2.1 +tock rotation

2.2. Equipaeat
zqz.g. Yaintananzc?

2.2.2. BRe soarce nanagement
2.2.3. Procurem=nt placnirng
2.3. Transportation

3. aperatzons
3.7, - Saies a1l Macketinyg
3.1.1. Zconomic firscasting
3.1.2. _Account i=v=l:pn°n.
3.2. pProdustisn
3.2.1. Zost sontrdl

3.2.2. Job zosting
3e2.3. Research 113 Jevelopn2at
3.2,4, Productiosn tr-acking

3.3. Tcaining

Aczountant", for instancz, may contain *ax and bookkeeping
elaments all of which may not be n2=2121i,

B. QUANTIFICATION OF BENEPITS

It is very difficult to piacs 1a Jdollar vaiue or the
benefits generated from wmicrocoapiter use. Automation
yislds savings in time, improved output accuracy, and the
ability to use sophisticatad analysis “echniques which were




not feasable prior to tha purchas2 >f the conpite:. Thes»
benefits can be illustrat2l on a smill scale by coansilering
+*ha use of a pockat calzulator to balance a checkbook. The
tiae savings and accuracy iaprovsasnt in this <casa ara
obvious but nowvw the supecrior coaputational ability of the
calculator makes it easy f£>r the user to> forecast his future
: balance and budget accordingly. What was it worth for that
t o person to be able to plan his budjat? Chances are a dozen
r i

people wculd give a dozen iiffarant answers. rhase arcs som?2
of the probleas that must be consilarad vhen atteapting 4o
quantify benefits.

1. Revegu2 Gepepatila

Time savings can be express3ai as a dollar value by
est imatirg “he amount of ravenye that czn be ganerated over
tha amount of time savel. Iz adiitisn, some actual costs
such as paper and record stosag2 sSosts can be reduced.

| Th2se savings have a maltiplier effact if ks savings are
reinvested in revenue prolucingy projacts. It is importan*
t0 note that the computars systza izself dses a2t ralsa
revenue or profits except in the =:=-is2 of a computer servicq

- —

bureau. On2 sxample of tais wme+hd1 5f benefit quantifica-

tion is the case o9f a traval agent. If the ag2a: can reduce
th2 service time o€ each =lient by 13ing a microcoapu“er ¢o
automatically print airline ticka2ts the ageat <can sservice
more customers. The increased ravanie resulting from tha
tizne saved by not *ypiny tickets 2y hand i3 the banefi:
resulting from this applization.

2. Cosi savings

Benefits can als> be juantifisd by calculating the
labor and material costs saved. This is particularly useful
if actual outlay for part-tiams or a1d>n-salariel workers is
involved. Reduction o>f Dbodkkeaper hours by automatel

‘0
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bodkkeeping is an excellent exampla of <¢his aethod of
benefit evaluation. Although this procedure is auch simpler
thap the revenue generatisa scheme, the benefits may not bsa
directly ¢translatable into return 5n invest3ad capital.
Ross, writing in the Lafotech RBep2ct oo Computiag Ecopomics
[Reaf. 8: p. 100] ralates the case of the BOAC. Tha airlin»
shoved it cost tvice 1s auch to miake a plaaz rasservation
after computerization. Hovever, 312 t> automation they wvers
able to fly aore people on each flighe, The 22t result was
a 22 percent annual ra2tarn on a $150 willion irnvestment.
This account points out the need t> cornsider bo%h methods

and judge all downstream affects of automation,

C. PROBLENS IN BENEFIT QUANTIPICATION

Problems generated :ip benafict guantificatis>n £all in®>
tw> major groups, ben2fits which c-annot ©be pdeasured ani
beanefits which may or may not accrua. Items in the former
categery should be listel for subjective consideration by
the decision maker. If he f2els taiase benzfits ace wocth
+h2 cost, they may be assiyned an arbitrary dollar value ani
factored in+to the decision rule. Banefits which are ina

doudbt car be assigned a orobability >f occurancs 2aad multi-
plied by the 2amount which could b2 anticipatel ¢to yield an

-

expected value. Here ajaila *hs decision maker aust exercisa
castion as the accuracy of thasa calsulations is apt “c b2
very poor.

1. DBepefits Which za2ppot ¢ H2asugad

One of the primacry uime@asacaable ben2fits is <¢ha
isprovesent of informatioan accuracy as a result of automa-
tisn. This elemsent is vary lepenlant upon <ths Juality of
input data; tha familiar "jarbage in-jarbage out"™ principle.
This complicates the dezision makar's subjectiva evaluation

2)
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of information accuracy. In servica-orientai businessses,
mizrocomputers caa help bisinessaan iaprove castomer rela-
tis>ns by enabling the 32mployees to deal with <customers
quickly and efficiently. By keepiig the customer accounts
on line, employees can talk intslligently with customers
instead of having to 1look it up ani c2turn the zall, Errors
in accournts car be corrested on th: spot. Jther benefits
- which cannot be measurad are thosa affecting productiviy,
efficiency, and business jrowth cit2l 2arlier by Nahil,

| 2. Uncegptain Benefits

: Forecasting and »predi-tion ray or may ot produc?
benefits, however <th2 jayoffs fr>a alvance information
, gained by forecastirg can 2e excellant. For 2xample, 3if a
businessman can correctly predict a2 mzarket trasd ard stock
accordingly, he can reap huge profits. Muller Ref. 12: p.
12]}, in his evaluation of small busianzss micro applications
{ mentions the wmany sophisticat2d numacical analysis %echni-
quas that micros are makiagy availadl: ¢to small business. Hs2
also comments on the s>readshesct *ype of progrzm which
enables the novice tc aaswar many 2f ais "what L£" guestions

or, in other words, vperfsrm sansitivity analyses. dany of
. tha berefits derived from thesa applications cai improve the
! decision-making power of tae user. All of th2se uncertain
f berefits iavolve situationai or 3xternal <€actors which
9 complicate evaluatior.
: D. UTILITY

The value 5f <the psrso>nal coamputar is highly dependen:
up>n the values of the person usingy it. All >f th2 guanti-
s ficzation schemes Jdiscussal ab>ve 113% be <“eampered by <%he
decision maker's utility function. Figure 2.1 shows the
indifference curves form2l by plottingy ons banefi%t versus
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andther. Each ©of these «curves r20orasent liges 2f egual
utili+y, or, "iso-utility curves". Tha 2xpansisn pa<h that
th? individual will foll>¢ as utility increases travels in
the directioni of the arrow, It capresents the é&acision
maker's willingness to axchange ons b2nefit, or applization,
for another as the overall system utility increases. It is
important to note that this path =2y not necessarily be a
straight lipe. Pach inlividual may rave differertt tradeoffs
at different levels of utility.

Utility must also b2 co>nsidered when dealing with costs
and benefits. Jones (Ref. 13: p. 3] 12fines costs as "disu-
tility producing objects™ and has plottad costs and tarefits
on indifference curves. The slop2 >f thes2 indifferenca-
curves is negative and wm2asures th2 individual's tradeoff
bet ween costs and benefits. Jo2a125 calls this sleope the
“rate of psychological cost benefi: substitutisa”, I« meas-
uras the individual'’s 4illingness to atteapt +c gain
adlitional benefits at ax%tra cost,. Both these utility
considerations translate into 1 set of ratios or weightings
tkat must be appiied to +the diffscznt Dbenefit levels to
reflect the personal choizas of the uasar.
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III. ;OST ANALISIS

The costing disussisas which f>llow will be concerned
nct only with the direct zosts but 31lso the incremerntal or
@arginal costs of the various itess. The ¢three relation-
'ships of cost-value, marjinal cost-aarginal value, 2nd ret
: value are illustrated in Pigure 3.1 from Sharpe [Ref. 9],
fv wvhare g* is the optimus. Ths marginal costs are raquireil

MC = ‘5}4‘ (g3qn 3.1)

for the calculation of optimum levzls >f irpu*s and outputs.
Siace the @margiml cost is defin2d ais the change :iIn tctal

cost (C) brought about by a »>Sre 1ait change i{g ou+put (q),
é the derivative equation £3>r marginal =zcost is giver by equa-
tion 3.1, where outpu: is d=fix2i as +hz2 =a2moun+ of
r

1
coapuration. The term vzlie will rz2far to +he d51lar amount

H
1y

of <“ae benaliits qualified in ths prsvious chap“er.
Tharefore, +hs total valjiz (TV) Llia the upper graph in
figjure 3.1 tracks thz increased value of the benefits
craated by microcomputer ase. So, is :to%+al valas incraases,

i
‘ th2 marginal value (MV) L5 *he <chza13z in total value for a

) MV = 5—;-/' (ean 3.2)

w

one uni< change in computation (o1-put). This is illus-

trated in equation 3.2 . DJbviously, th2 user wishes “o gain
tha maximum value at th2 ainimum Sost. This is equivalent
: . to maximizing “he net valaz, to+al value minus total cost.
; Since the goal is to maxiaize net valaue (NV = ¢ - C), ¢the
optimum level occurs when the marginal net value is zero.
Consider equation 3.3, whizh shows tia* the optiaum caa als>

L 1

24

s iR I




i L P E I

A A
7f ) /;f ‘/f B (egr 3.3)

be found by setting marginal costs 2qual to margiral value.

Fijure 3.1 provides a graphic 1illustration of thsse rela-
tionships. In the upp2C graph, the point of gresatest
separation between total =zost and total value Zorresponds to
th2 point in the center jyraph whac2 the marginal costs anl
marginal values are equal. The low2r graph shows <hat at
this poirt, net value is »aximized.

These relaticnships ar2 important in <that they form th=
lojical basis for deteraiiing the i2cision rules discussel
below. Fach element of the microcomputer systam will be
discussed separately ia tais chaptzr, In dsteramining <he
optimum levels in this chapter, all >f the costs and values
associated with ths wvarisus elzmesats will be 2apalyzed with
respect to0 the margipal =cost-margiial value r=lationship.
Ths individual element >ptimal l=v2l will occur at the poin*
whare the marginmal costs a*¢ribut2d t9 that =2lement equal
th2 marginal values deriva2d from “h2 =lement. In Chapter
IV, all the el=ments rejuired oy ths systam will be combined
to form the formal systsm decision rals.

A. SOFTWARE COSTING

The goal of software costing is to iden+tify each smz2ll
ar2a of benafi+t and tie ta2 cost of software %> these appli-
cations. Wickham [Ref. 1) ] cecdonma2nds deploying computers
like chess pieces:

With these simpl2, 1low zost micra: >aputer systeas +he
business wmanager can_ ainimize risks an costs by
ieploying +beie small 1%Er=ment= S computing  powerl
aqa nst specif c, well 13fin23 prool2ams in his businass.,

Using the conputar for 1 single ajplication such as_ job
sosting, payroll or _nvenkorg provides quick solu,lons
to the r°a pr35 lem 2ar2as w#ithdut crea%ing new or
problems. ... Hardwar2 prices ar2 10 longef :anszde ed
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Pigure 3.1

Total, Marginal, and ¥et Relationships at Optimanm.
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t be a limitation »>f wmarket growth. The a32jor
1 nitat%ons at the prasanat time on the expansider of tha
aarket for low cost busliess systeons are marksting, user
risk, and software costs.

Th2 cost of software is variable in that the dzcision-maker
can control the cost by controlliag the number of applica-
| - tisns. This variable nature 5f softwars costs 1is
particularly true when ta3 cost >f aardware is viewved as a
fixed cost distributed among all applications. This outlook
is useful as it enables taa separation of hardware and soft-
ware costs and, thus, 2allows separats considercation of both
elzments. In fact, in *12 discussis>n of hardware cost, ths
case will be made to consiler softwar2 as *the only s€fectiva
, input *o the microcomputer decision problen.

1. Software Market

Custom softwar2 producad by in-houss programmers

th

will not be considered hera. I* is simply not feasible for

en individual using a parsonal <Somputer to require <¢h2

support of programmers 2nl analysts. Instead ta2 discussion
i will focus on *+he purchasa of off-tas-shalf, or s*andard,
scf tware. As with any standardiz=23 object, s:andari sofx-
ware may require the us2r %o mddify ais practicss td> use *ha
various programs. Wickhaa (Ref. 1): p. 51] states that the
user finds modification of his busia:ss objectisnable:

B

The experience to samall busin2ss suppliers indicaczes
that standari softwars is usually n>t acceptable to the
user without scme modifications. Th2 users t224 <¢ want
to make the computer cyafora <t) thair business pooce-
dures ard methaods. This naturally adds to th2 cast and
cisk of the newv systea. |
£ Of course, the wuser will wish to tailor the aicrocomputar ‘
' system to his specific oparations. Unfortunataly, the cost
, of software amodification is quite high. The usa2r must fight

tha urge to add additional =zost t> the software without
f




gairing major benefits., [1deed, tas cost of a small mcdifi-
cation to a cosputer program often mikes the erntire applica-
tisn economically infz2asible. iowever, the standari
softvare market is growiny rapidly aind there ars many stan-
dard packages to sslect <ironm. Car2ful softwace selection,
ailed by the applicatiol eleaents ilentifiei abcve, can
enabie the user to finl the "bast £it" of software <¢>
applications without major modifications tc his routine.

At this poinet, 1 briaf discussion of the standari
softvare marka2t s iadicatei. This discussion of ths
marketplace and the pricing problaas <faced by softwars
houses is needed to help the user 3Jain some 3insight to ¢hs
environment surrounding s>f tware szl:zc<ion. Th2 presesss of
craating standard softwars is highly lakor int2nsive. This
crzates an unusual mark2t denand curve as illustra+ed in
Fijure 3.2 which assumes the softwir2 house is attsapting t>
assign a price $£or a2 s>ftsare packays based >n anticipa<el

sales (demand). If a softwars Jav:zloper estimates a small

[

demand for the product, 12 will raiss the prics %5 a“<t2mpt
to recover his costs. If tae d20223 for =hs product is
wilespread, he can lower :ae price %> Iistributz development
costs over *he mrket. In additiza to development costs,
standard software hous2s also pay f£>2r <the malaotenance of
their software. Updates are proviiad free or for a small
adiitional charge to registerad owiars of th2ir progranms.
Software prices have remained relativaly constant sver tiame
unlike the huge price decreasas in nardware. This, onecs
again, <Is due to the labor intansiva naturz in sofitwars
design and the 1lack 2f breaktarosughs i1 increasing
programmer productivity [Raf, 14: p. 87].
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Pigure 3.2

Standard Software Market Demand Curve.

2. costing Method

The <costs of softwar: form 2 step function with

respect to the number of applicati’>as involvzi. If ¢,
represents the cost of a pieca of sd>2ftware for application
i, the total software cost is reprasanted by saguation 3.4,

C;"Z £; (eqn 3.4)
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)
V=Z 7 (e3n 3.5)
il
whare N represents all applications <considerai, Likevwisa

tha values can be calculatad as in ajuation 3.5, whare v; is

Software Cost vs. Value

VYelve

Pigure 3.3 Software Cost Value Relationship.

tha value of using one particular piace of scftaare. This
le2ds to the relationship 2f costs
Fijure 3.3 . Note that 2> wvalue is 32ined until the costs

t> values a3 depicted in

K b)
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of the firs:* piace of s>ftware has been realized. The
dashed curve drawn througa the st3p €inc-ior rapresen+ts +ha
progression of the cost-banefit relationship.

The next set of jraphs, s>ntained in Pigure 3.4,
illustrate the optimum value of ss>ftware. The x axis,
applications, is the niaaber of applications >r gquantity
(ag ) of software to bes srocured. This means that g* ani
i, <¢the optimum number >f applications, wichin ¢the step
function, are the same. Ths upp3:c graph shows the total
cost of sof+ware (Cg ) anl the total value of sd>ftwares (Vg )
versus agplications. Fr>a ¢the =cptizality equations above,
th2 optimum amount of sd>ftsare is th:n demonsirated by equa-
ti>n 3.6 . In words, 23juation 3.5 says that th2 optiaua
quantity of software is tha% whizh sats the aarginal nat
value to zers. The marginal na2t wvalua, by 3dafinition, <3
ths marginal value less th2 aarginal cost, which indicatas
that these latter two values amust 52 equal act th2 oprtimum
quantity of software.

3. Software Sz2lsctizi and Infazrazion Quajity

To tound out tha 1iscussion 50 softwarz2 costing, 2
few words aust be said with rejard t> sszlectiodn and informa-
tior quality. As mertiona2d above, iaformatioa Juality is 2
measure of systens 2ffectivaness ani, 1z such, is not consii-
erad ir the dacision rules. The sa>f:dare is responsible for
handling data wi*hin ¢the program 211 the effactive display
of the processed infaciation. dithout so>ltwars <hat
protects information gquality, th2 wvalus of the processel
data is likely to declina. Naturally, this attribu*e of *h2
sof tware affects softwara price. Figure 3.5 £rom Emery
(Ref. 2: p. 396] shows s>ftwara cdst as a function of infor-
mation quality. It is a cl2ar axample of <+ha law of

iaipishing aarginal returas. It also underscoces tae neel
for the prospective software buyer t> car2fully selact thoss
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Figure 3.4

Optizanm Softwara Relationships.
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I S 7,
?:-. gs[ /{‘ = 15: /f‘ -O (eqn 3.6)

information Quaiity

Cost

Pigure 3.5 Software Co>st versus Informatiosn Quality.

programs that willi handla and prssa2pt data in & manner
befitting the applica%*isn.

33




B. HARDWARE COSTING

Microcomputer costing 1iffars froa wmainfrase costizng by
! : more than just ¢the orlers of majynitude involved. Most
mizros are desigred as 3 3ingle circuis board
("aotherboard") with expaisior slots for additisonal featuras
contained on cards. Fhis structur2 enables the user ¢>
/ spacify the particular f2atures ra3iiresd and, aore impor-
tantly, to exclude featur2s nd>t neelad £o5r his application.
Large ccmpu*ters carry many s¢andari f2atures, some 0f which
ar2 not needad but canndt de =21limizatal for a raduced sys:aa
price. This means that aicrosomputzrs can ba adapted ¢> =
spacific function more realily than naicframes which tend %o
retain their general purod>se charactaristics. It mus+% b2
pointed out that the trsnil in larjy2 systems “23ay is towari
spacialization and awvay froam <+he 3212ral purp>s2z mainfranme.
Database machines, largs i12wspaper-type word pracassors, 2ai
injustrial robots are a faw 2xampl2s of specialized main-
franmes. In addition, micros are 1limited in th2 amount »¢
expansior possible whkils 31 mainfras2 uasually his moras slack
before the saturation poiat is raazaed. This makes +ha
n2ainframe mcre forgivingy >5f design aistakes <han the micro.

1. <The Hapdware Mackst

) The hardware aarket is characterizai by amazing
: advances in technology. The compu“2r power >f <+he 1960°'s
Atlas wainframe <can ao>¢ be purchased for uandsr $100.
Manufacturers of waicrocoaputsrs have generally upgrade?
thair preducts in three basic ways. Thay hava aither: 1)
held price constant 2and incraasel pszrformancza; b) hell
pecformarca constant anl iacreased pcice; or c) introduced a

T T IR LU

XS

? completely nev architec*ure with brand new fa2atures. A

L

i current example of the lat+er is ta2 intzoduction of ths

i sixteen-bit amicrocomputar. Th2ss rapid advances in
34




technology impact upon lifecysle =calculations of Lhardwars
cost, Also affecting 1lifacycla zsost is the recont
Accelerated Cost Recovery 3yst2a (AC3S) nmethod of agquipment
depreciation. Under ATRS, tha cost 2f a microcoaputer used
; in a business application canr be fally depreciatasd over fiva
years. This rapid writa off proviies a g55d degree of
insurance against hardwara selaction aistakes.
P Although not readily aldmittal by aicrocoaputer manu-
facturers, their indiviigal prodicts are purchased by
consumers without regari t> *h2 statis attached :o the branl

4

nase. Purchase price, not the prastiya of say, IBM, is the
primary considsration. Por =2xaapla, in lats 1982 Appla
Coaputers reduced the purshase pric2 >f the Appie II+ model
by approximately 25 perceat. Shacp siles declines promptead
Raiio Shack, <Zenith, ari IBM *5 mac2 comparabls rsduc<ions
on their similar systems _2ef. 15: p. 456]. This indicatss
a high cross elasticity of demand. It fact, these systems
vere alsc experiencing sales pressic: from Apple's for:h-
coaing shif:t froa ¥SI ¢o5 LSI :=2chanlogy ard market:
anticipatior of 16 Dbit mizrocomputars. It caa bz assumei

that this high cross elastici“y a211s price Is nesrly indas-
pendent of msanufacturac, t2chiology, and machiaz
architecture. The primary =lement in hardware price is
amount of maic pemory. Pigure 3.5 illustratas cos«s for
various memory configurations >f fsa: popular aicros.

2. costing Method

The cost of hariware (C, ) consider2l here will
inslude two elements; th2 cost of taz processor (designated
Ce) and the cost of peripherals (Cp ). Peripherals will
inzlude printers, disk irives, mod2xs, and caris installel
in the computer cabinet, Processor costs refar to cnly the
CPO0, co-processors, and mazory. This differs from amainframz
costing where ¢the prices for thesa2 1i+tems arsz so variabla
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Figure 3.6 Prices of Four %icrocomputars.

thay must be considered saparately. As shown ia Figure 3.6,
hardware cost is primarily 2 function of »szmory size.

~,

C@\"Y; - *«%‘Q‘rg v,

Tharefore, a unlt of aendry is a1 convenient measure when
referring to the size of the wmicrocomputer. The nmemory
rejuired is a2 function of the applizations selected %o run
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ou the computer. The ma2md>ry must ba large enough to centain
the program and da*a. This requiraa»nt is becosing lzss and
less bindirng as new oparating systexs which are capable of
"svapping pages" of memory are introluced. Swapping is tha
technique whereby main 2230ry contains only that amount of
information needed to parform the curra2nt prograa step. The
adiitional iastructions a1l Qdata arsz svapped back and forth
from a secondary storaga 1avicsz such as a disk. The cost of
pecipherals can likewise be considarszd as a step function
dependent upon applicatioans. A priitar or =md>3=2m will only
be purchased if requirel by thes inteni=d applicacion.

At +his poirt, whit is peeiz2? is a way t> cost harie
ware and peripherals as 1 non-racurrirng cost whilse
accourting £5r the historizal price c=zduction 2f the iteams.
Eia-Dor and Jones [Ref. 15: p.b] provide a go>31 discussion
of this probiem:

It 1s assumed <that the mark2t prizs of hardwarc2 can_bs
astimated as a functisp >f tipme.  This function (called
the unit cost estimatiny reliatioaship), _is written a
(t,T) . ,The inclusion_ 3f the ¢imz varlable 1aodzls +hs
Jbservaticn *mt harisare pricss have changed most
jramatically over tim2. In_gen2ral, fcz a3 given “:zch-
aoclogy, intuition (and casual empzsrizism) sgygests that
sarkét prices_  d=2clins dver time--32c0ond and third-hand
sales are at lcower prices  than fi;st <ime salzs, Thus
the time zate of changye (designat2l 3ursit) is generally
1egative for computer hardwaré. The variapls"1 repre-
sefits the parameters >f the astimatiag func=ion.

Tha parameters referred t>, in conjunction with the variable
U, are the parameters thit locat2 the2 price surve of thas
itam. For example, if tn3 price cicve is lirear, then equa-
+ion 3.7 shows the equatison for th2 price carve and 1 is

.u=dz7‘*/6’ (2qr 3.7

usad to estimats a and b. Ejuvatisa 3.8 modifies equation

3.7 to indicate the d42p3adencz of thas parametars a and b
upon i.
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Y= A(IL))‘ */4(17)

(egn 3.8)

When dealing w¢ith microcoaputers, an additional
variable applied €o th2 anit cost 2stimatiny relationship
will yield the desired to>tal cost. That variable is =he
nuzber of units of wmemory ne23ied o5y the application that
usas the most zemory (d2sigynatra2d He Ve Therefsre the tctal
cost of hardvare at the tize of stact-up (desijyaated Tg ) is

C.c H, « (T, Zc) (2qn 3.9)

equation 3.9 . Likewise, where Hp 23uais th2 msaximum cost
of peripherals over all a»>plications, the cost of periph-

Cp= Mo 45 (Ty, Z‘p) (eqn 3.10)

[

erals at start-up is given by 2qua<ian 3.10 . I+ should b2
pointed out that where H, rsfers > the aaxiaum of on
applica=zion, Hp refers to the nmaxiazum over all appiica-
tions. For example, Hp is tha sum tdtal of *ta=2 cost of th2
printer for application 212; the laijuage card for applica-
tio>n “wo; the disk d-iva for applization Zhrse; 2nd soO on.
The salvage value 2f both hacdware +ypas can also be
determined using the unit zost estimating relationship. In
this case, the time at which production ceas2s (dzsigrnated
Te ) is used <%0 locate the values. The sjuations for

g.= H. «. (7},1’4';) (eqn 3.11)
SP’ Hp Ap C_T;. ;‘p) (23n 3.12)
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salvage values are writtea in a2gquatisns 3.11 anl 3.12 . Ia
thase and 2all time-dep2aiant equatioas, Ta and T¢g ace
calculated based on the prasent as “«inz zeco.

Summing the *wo values definz2l1 by equatisns 3.11 and
3.12 will yield s, , the t>tal hardwars salvage value. This
value must be disccocunted to <the pr2s2zat and subtracted from
tha costs %o yield the n2t preseat value of the hardware.
This is accomplished by applying ta2 appropriate discoun*
rate (r) as shown in ejuation 3.13 whers Cy is +he sum of

T2 -~ Te
PPV, = C e %+ S, e (eq3 3.13)

H

Ce and Cp , the results of =s3juations 3.9 and 3.10 .
Selection of *he discount rate is i2ft =0 the i14ividual.

3. Hapdware Mainktanaite C3st

Since software maintenance is perfoermed only by =hs

software vendors as discassed abov2, +the only main<enarncs

:3
("

costs in this scenaric 2r2 hardwar2 waint2nancs zosts Cm ).

th

[{}]

Thase costs are spread over +ths za4i:z il

@

-
Sycia2 2% <hs

project and are *he 25aly rscurrzicy costs of au

ok

oma<%icr.

t

Yaterials such as diskett2s ani papsc 2rze overh2ad costs ani
will not be included in tais analvsis. The syabols p, 21l
pp will be used to designate ths price of naiantsrance of
tha processs>r and peripharals, ra2spactively. A+ each
instart of production, th2 maintsnancs costs ar:s illustracel

by =2quation 3.14, where the zero subscript 123ans %that %ha
C,,,o{ﬁ ’(tu.ch,* pPP)# (2qn 3. 14)

variable rzpresents any given instaat in time. Therefore,
the net present lifecyls maintananc: costs (NPLZ, ) can b2
derived by adding all a2 dinstantinsous valuas by using
integrazion and discounting to tha presen* as in equation
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5 - %
NPLC, ’fC,o (va{'l’[(HaPc" o PP) A o (zqn 3.15)
Ts T3

3.1 . This maintenans2 c¢ost ©can also be called the
oparating cost of the systam.

C. OTHER COSTS

1. Risks

The risk of failur2 of an au“*omated project mus: be
corsidered as a cost. [t is nd>t quantifiabls since ths
probability of fallure caanot be =25:tima=ed with arny accau-
racy. The risk of £failure 23z 2 substaatial as this

3
qudtation f-om Levy [Ref. 17: p. 204] illustratsas:

Smail businessmen are usdally mor: dsmanding that o;ber
sustomers pecause cftan their =2ptics business operatiorn
ispernds on the Comput2r. ... Neitaar ths small ~3mou*'r
busigness nor i4s emall osusiness cistcmsr can  survive a
1ajer financial mistake.
wickham [Ref. 10: p. 51] ajrees

Ihe <-isk *o *he potential €£ficst +ime small busizess
scmpuzer ussr s a pajor det=2r-2nt to tha use of
Sompu<ers in ®any cas2s. Whzn the _busiazss ownsr
sonsiders the extén: *> which a2 I3 playiaj ‘You Bet
four Comoang an. th2 successful +transi<tion’ <o a naw
somputer system, he becones very cautious. The risk is
inkerert in =-ae aanajers lack of a3xp2risnce and kaowl-
adge in the area of cdmpaters, bat also dusz %> “he fact
that the system size anl cost is such that h2 wmust place
2s marn aop‘lcat ons 3as pessible >n the systam, in orde:
o Justify i:s cost. This of coucr=2, Surthzr increases
tne 'risk he Is taking.

Evan wi~h a low frobability of failire, +he sxpected value
can remain quite high since th2 2ntir2 businass may depeni
upon the computer. Haftka (Ref. 3] r2lates the situation of
a failed attempt by professional 2d1puter sciapn<ists %o us2

4)
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an eight-bit micro for a structural 2agineering appliica+tion.
Problems arose froma a totally unexpacted sourz2; the micro-
coaputer?s cight-bit rapra2sentatisn >f numbers resulted in

poor data accuracye. The aicro could not carry <the
sijnificant digits needad for precis2 s“ructurai analyses.

A corollary to th2 risk of failure is the risk of
using a poovly designed systenm,
meet the needs of the individual. Th2 2xpens2 involved is

tha opportunity cost »>f 1sing a batter, mdore effective

502 that does not actually

met hod or perhaps iamproving performance by using the old

manual systenm. Rather than ajmic failure and write off th=
experience as a loss, usa2rs will 2f%tan forcs themselves t2

us? a computerizad systes. 35om2 zxaaples cf ©poor sys+=2ms

1. Systems <ha* rzjuire
machine readabilicy.

[¥]

ontiiid>us data 2acoding for

2. Systems pryducing cluttared 3s1%put.

3. Systems with poor 3Ia+a accura:cy.

4. Programs which farzs usars throagh_  manv s+teps whan 2
s_.mple update is all that is 122313,

5. Systa2ams_ which c21p%t be 1s5ed without £requent
reéfercal *o0 instruction manaials.

Since these costs cannd:t de Jetsraiazd, they willi =rnot be

included in the decisionr rule.

2. Desiyp and Stactzio Costs

Design and s*art-up costs ar:2 zxtremely difficul: %o

quantify. They repressnt the opporturity costs of the *in

or
(]

lost while building and Iaplema2ntiag the systam. There is

mauch in *he 1literaturs i2aling with mainfraas and 1lazga
system start-up costs, bat thases 2xampies canidt be scaled
This is due to the fact

+hat most of these costs are incurr2d by coaputer sys:am

down to appiy to microsomputers.

professionals, a5t the system usar, 21 relativaly unskilleil

layman. One of the primary elaam2nts in this s-ost category
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is the expense of <convarting flat paper files iato a
coaputer 3latabase. Tharz ars thre2s basic methdds of fils
conversion; mass conversion, conversion at tia2 of accoun*
service, and conversion >f naw accounts. Thes latter two
met hods carry an additionil burden of having te> systesms in
oparation simultaneously. Por purposes of the decision
rule, these costs will nst be considared. If accurate esti-
pates of these expenses -an be obtained, <+th2y should b2
considered as a non-racicring cost 2ncounterzd at systea
start-up time.
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achieve optimiza<+ion.

A. DECISIONS

softvare to purchase.

i . 43
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rules are bas24d4 on the

onz2 or waore decision

+iaing, and ailocation
economic decision rule.

and mix decisi>n a+ttempts &0 optiaize

; 1. gQuantity apd Mix
; The quantity

} the amount of hardware anl softwar2 purchased. Since ths
amourt of software drivas the decision on how auch hardaara
to procure, the mix decision is trivial. Howsvar, th2 cost
of additional hardware 1533 affact the decision on how much

Som2 marginal m=zasure of value chang2

in relation ¢t a chanjye in the gquaa<ity of software 1is

r neaded o calculate the dasirel quantity of software. The
: section on revenue genaration in Chapter II ao>ted that the
42 B pizrocomputer does npot actually cSd>atribute revenue <o the
AR user but produces benefits which havs a m2asucable value.
» Assuming this value Steated by the wmachine (vith tha2

apolicable softvare),

—

IV. DECISIV BULE DEVELORMEEI

Nov that the costs 3nd benefits have been measured,
development of a set of lacision rulss %o periit ospsimiza-
tion can begin. The psavious <chapter discussed optimal

' levels of hardvare ard softwara ssparitely. This is useful
j for a general explaratiox of the optiamum amounts bu+ does
not cover the specific combinatiocn ia 3d=ztail. The dacision

t2chnique 9f linear programming <o

Tha fora of ths linear program s2eks
to maximize 5r minimize a1 objective which Is 3 function of

variadles, subject td> a set of

constraints., The initial decisis’ns on quantity and aix,

form coanstraints on the primary

ta2re is sonx2 productisn function,
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2

qbv,.yhich defines this value creation, Tha targat measurs
can be exprassed by the ochanjye ia thz production function
with respect to the chanjye in th: gquantity of the sole

4P,
Myaz;-‘_: (23n 4.1)

input, software. Equatisa 4.1 is tha resultant measurs. 1I%
shall be called the wmaryiral valua2 product of softwars
(MYP ). This is a* variance with ¢th2 tradi4<ional dafinition
of marginal value product which r2fars to the specific cas2
of the marginal revenu2 produst of 1 3Jood. Howevezr, +h2
term marginal value proiust will be 1s5ed her2 to underscor?
+ha facts that: a) no physical product is produced (henca
marginal physical produs% is inappradriate); b) *he systanm
generates no direct revsanide (which 32ans wmarjinal cevanua
pzoduct is not <the corr2ct term); 2nd ¢) the berefits
pr>duced have a measurablz valus. TIasrefore, marginal valu2
product seems to be *h2 past corrzsct term for this urnijuz
case alttough it is not =12 *extbodsk izfini<ion.

The wmarginal incraase in s>ftware may rcejuire an
adiitional amoun< 2f hardeare and insrz2ased maiatenanca. 359
th2 net present value of the hardeare must b2 considared
along with the acguisitisn cost of tha2 softwac2 which will
form the opportunities focagone by th2 project. The acqui-
sition cost of the softwar2 (Cg ) from 2quatisn 3.4 is added
to the ret present valu2 >f the har3sace from 23uation 3.13
anf the lifecycle maintenance cost 131s figurel in agqua4<ion
3.15 . Therefore, tha overail nst opportunities £cregona
(vaich will form the nuamszcator of “he decisisn rule) are

Te ba
ale € -A
-SV e +f Kop.*MpPp e & (230 4.2)
Ta

T

CtC,¢"
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found by equation 4.2 . Now by applying the 1lifecycle
vaiues gained by softwarz utilizatisr %o equatisns 4.1 apild

T P{ - -2 Tp on
[We"'; (7?1) [Q*C,,ef S, e ™
Hopt Hapo e™” 60"] (eqn 4.3)

4.2 the formal decision rule can bz lerived as zquation 4.3,
Th2 marginal value product of 23uatis>n 4.1 is dividad by one
to form the dencainator >f the right hard side of equation
4.3 . Thus the right hand sild2 is the net oSpportunities
foregone dividad by the margiral wvalis product 2r, <the net
opportunities foregone at the margiec. The left anand side of
equation 4.3 is the lifeszycle maryiaal value >5f the systen
as fourd by equation 3.2, where th2 quanti+y >f the inpacz,
d, in equation 3.2 refars again, t> the sole input, soft-
vare. In wvords, ¢the optimal quantity of software will b2
purchased, cgteris pazibus,

cysl

lifecycle cost of the syst2am measur2l in terms o5f so>f<wara,

when th2 margiral present life-
e value of <he systam 2quals the margiaal Ddresent

2. Timing
The decision on #nen to ba2gia microcompu*er opera-~
tidons is very iaportant. As discuss2d ir Chaptar IXI, ths
price of hardware has dacreased jr:zatly over tims. Th2

tiairg decision rule 1accounts £5r thne net DOpportunities
gained ard foregone at tha margin by starting operations at
tize Ty and ceasing operacions at tima2 I¢. The amarginal nac
opportunities gained at TIg is the vailu2 of +h2 system less
ths operating (maintanaac2y costs. Bjua*ion 4.4 is Asrivel
from equation 3.1 and shows thesa opportunitiss discountel

Ta

(V' HcPc_ HP PP)‘-A (egn 4.4)
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to the present. Now eguation 4.4 1aust be decreased by the
cost of not delaying purchase in a2 market where tae prices
arz falling. As mentionel earlier, Bian-Dor and Jones desig-
nated this price reduction as ju/it. Adapting this notation
ani substituting the relavant variablss yields =2quation 4.5,
the representation of th2 costs >f purchasing hardvare at

/a(- . Jﬂp ‘/'-75

K e
JTA ¢ dTs # (eqn 4.5)
tize Tg. Since prices are fallinjy, -equatisn 4.5 shoull

yi21ld a negative value. The n2ext procedure is +o add equa-
ti>n 4.4 and 4.5 to form equation 4.6, the total
ATy

/ﬂ-c /ap
V-HGP"'-HPPP* /7; /./c+—/_75— P (240 4.6)

opportunities gained at time Ta. Now tha+t the opportunicie

(1]

B
w

gained have bzen adjustz2i €or +the spportuni+ty zcost of =

=

purchase time, equation +.6 can b2 s-alled the time margina
net value plus the tinss margirnal acgquisi+ion experndizurs
adjusted for opportunity c-ost. Not2 <that hsr2 again the
values of the hardwvare variables ra2fer *“¢ +hit amount of
hardvare needed ¢to impl2aent th2 2pplications for which
sof tware is obtained.

The opportuni+iss forejyona at the margia are simply
what could be done elsewh2are with ta2 funds invasted ian the
systen. This figure is obtained by multiplyiany system cost
from equations 3.9 and 3.10 ¢times :hz appropriate =ca+e of
return. Therefore, equation 4.7 r2pra2sa2nts th2 ae~ opportu-
nities foregone due to system start-up. Equation 4.7 is
also called the time margiial intarast value on acguisi*ion

expendituce opportunity cost. Sins2 the optiaum is defined
as the point whare the ne:t marginal value is 2szro, setting
+has marginal opportunitiass gained (narginal wvalue) egual ¢2
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A CstH, a( ) \UP«F,(T 4,) e’ﬂja (23r 4.7)

th2 marginal opportunitiss foregoans (marginal cost) will

produce the desired decision rule. Equation 4.8 is formel
P o< - Ta
(V- Hepe Kabos 355 Mot T H) e B
_ _\\ -~Ts -
7% C5+A(cdc<7;,ﬂ‘>+upﬂp<75, AaP> (A (:qn u's’
by setting eguation 4.6 equai t> =qua*ioa %.7 . The

discourting factors on 2ither sijs 2f <he 27uality sign
cancel out. This means *h2 results 1223 no+t b2 =zxpressed in
now year doilars. The d25isidon Calz can now b2 stated as:
tha optimum time to begin system us2, c¢gteris pazibus, is
whan <+he time wmarginal 12t wvalu2 >lus +*he time mar
acjuisition 2xpenditurs aijustad £5r dpporturicy cost equals
th2 time marginal in%ersst valus on 1cguisi+ion 2xpendituces
opporturity cost.

The decision rul2 on when to c2ase sparations is
computed in =2xactly th2 same say 2x>2pt rnow the opportuni-
tizs are gained and foregone by coatinuing operations, Tha
system end “ias (Tg) s 15ed in place of sysi=zam start time
(Tg) - Also the cost of s)>ftware reoalized at start time now
appears as a charge 3jzinst syscam valiue. This assu
sof tware cannot be soll sith the systza BEyuation 4.9 is

(V'Ca'/'{c P~ Hope * /Ac A7 He* §“— "/P> 47;
~ H,,,aa(-r;,z“)»f Hp A(P<7;,,a,‘> e

tha result of these changas. Ejaacion 4.9 states that th?

(eqn 4.9)

optimum time to cease system operation, cetaris pazibus,
occurs when the time aar3jinal syst2a value plus the time
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marginal hardware salvag2 value 2aijusted for oppecrsunity
cost equals the foregons time aarginal interest value of =zha
hardvare.

3. Allocation

The allocation lscisicn rul: azasures opportunities
gained and foregone at tae margin by using the compu%er
system. In this discussion th2 teras value and revsnue hav2
soae important implicatioas. Recall that microcomputer us2
in and of itself does ndt genera*2 cavanue but rather saves
cost and time. The tim2 savings has a value ir that th2
extra time can enable tha user t©5> j:asrate <ravanue for th2

firm, Thera2fore, the 33portunitias gained by wusing th2
system will be called vaiaa, If +tae usar is a5t usirg *h2
system, 3t is assumed h2 will be s1gyaged in some activity

that will produce revenue for the firca. Henc2 the cpportu-
nities foregone by the user usiony the systzm are <+hs
cevenues he. ¢ould have gzi1srated if hes were nd>t using th2
misrocomputer. The teram revenue will be used #hsn speakingy
of the opportunitiss an ifiidividual =an gain wi<hout using
ths micro. As will b2 shown lat2r, plots »of reveaue and
value over “im2 form diffacent curvas. It is the naturs of
these Jdifferences that pa2rmit calsalation »f the optinmunm
tize allocations. A briz2f discussis>a of revenie gs:a2ration
ir a swmall firm is required at this poin*® t> amplify the
distinctions between valuz and revania.

Unlike large <compating syst:2as sarving many users,
personal computers ace 1>t in con-izous uss. They ars
designed to serve a singla user ani, thus, are used ir much
th2 same way as a *telephdrie %> accoaplish a spa2cific task.
Tharefore, the user shoull develop s>ae insight on how much
tiae to use the system 211 how to allocate that time among
th2 various applications. This, 9f c-ourse, is highly depen-
dent upon the nature of the markat affecting the user.
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Consider the case of 2 small business' oparating in 1
per fectly competitive markat. This is a valil assuaption,
for although 2an industry may be idwinatad by a £ew large
firms, the market segment for the raaainder of suppliers may
operate under perfect compastition. ¥ansfield [ Ref. 18: p.
127] states that under perfact competition a firm will
possess demand and marjiial ra2veni2 <curves that are hori-
zontal and equal. The liie labellel MR in th2 lower graph
of Figure 4.1 shows Mansfiald's wmaryinal reveaus curve over
tiae. Therefore, assuminy the pota2ntial computar user Gedi-
cates more time to reveanu2 genaratiol, the best that can bz
expected is a2 momotonric iacrease in t>tal revernus over tiama.

This linear increase in total reverue (TR) over tim2
(t) means that +he tim2 aarginal rzvanue or marzyinal oppor-
tunities foragone by systam us? rapra2santed in =2gjuation 4.1)
reduce to a constant ((¥)- The tim2 aarginal opportunities
(value) gained by using taz system, 21>waver, hav2 a point of
disinishing marginal returas as showa by Figurs 4.1 . Th2
marginal value curve in Figure #.1 13s an 2gquatis>n as shown

in equation 4.11 . Nacacaliy, tn2 user will perf:=cm <h:2
function that has the largyest margiial contribation <o Lis
j firm. There is some +ims, shown 5n Figure 4.1 as t¥, whan

th2 marginal revenue of noa-us2 ars2 greatar than <th2

marginal value of using th2 system. At <his piint the user
[ - will stop working with ths computer ind begirn ravenue genser-
ating activities. The d2zision rul: is then, the optimum

amount of system use is achieved, g2:2ris paribas when the

’

time marginal revenues 3ainel from aot usingy th2 systanm

equal the +time marginal wvalues >f system usz. I+ is

, expressed by equation 4.12 where us2 time, t, is less than

e . T, the total time the systaa is available.

Now that the optianum aaount 5£ system use has been

idantified, the wuser must try t> nmaximize the total anid

marginal values of the s3ystem by :shoice of applicatioas.
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Total volue, reverve
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Morginal volus, revenus
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Time =

Pigure 4.1 Value-Revena2 Relationships in a Small Fira.

AR s -
7; b MR (egqn 4. 19Q)

Referring again to Figura 4.1, <th2 wuser will attempt %o
increase *the y axis wvalies >f th2 IV and 4V curves by

5)




© eeaas

_ i
MV'/f (eqn 4. 11)

A Lt (eqn 4.12)

selecting the amount of tiaze the wvarious programs are *o b2
exacuted on *he microcomputer. rhis procedurs enzbles %he
usar to attain +the miximum valus from the =systenm.
Maximizing system valus =c-an be =2xprassed as an ip<eger
program wvwi*h equa%tion 4,12 as a constraint. Intsger
programming Is the propar technigu2 since an application
program kas no value unla2ss it is complated. The prcgram
iss

Max 2 = X, /%, V, ¢ X, /b, Vot X, /%; Vate o o X, /b, Vy
By choice of: x,, Xy0 Xgy o o o Xyo

Subject to:
X, /%, + X, /t, v X/t 4o . . X, /0, = U¥

AR _ L)
rza 7;"
<T

+*

ard n>a-negativity,

In the integer program, tne x values are the dscision vari-
ables which represent the s>ptimum 2amdua*t of tiaz to rua each
application (*he subscriptad v variaales), Th2 subscripted
t variables represeprt the run time >f 2ach application. The
quantities x/t are then the amount oSf rur tla2 divided by‘
tha required run time ¢5 yield th2 number »>f times each
application should be run in time t¢, <he optimum amount of
system use time. Equation 4.12 appa:irs here as a constraiat
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as a reminder that the optimum amoun:t >f systea use “~ime has
already beer determired aid caanot bz violated. Notics “hat
hardvware costs play no part in th:s allocatisa dscisions.
Since the investment has 2lready besa made, <th2se costs ars
known as sunk costs and ars not r2lavant to the Jecision.

B. SYSTEM DECISION RULE

The system decision rule att2mpts to maxiaize systenm
value by selection of both hardwar2 and software. It is
expressed as a linear projram 2ncoapassing many >f the equa-
tions previously discussa2il., The ral: calculates th2 maximun
value +*hat can be achizved 2y *th: system under optimun
conditions and provides the basicz figurzes for lif=scycle

cashfiow analysis. The system decisioa rule Iis:
& T
-kt Y o
max 2 = j% e dt- 4~ C, + 3, - j&ne it
1) )
By choice of: C;, C v Tp, T¢

Subject to:

W
vV = EZV; eqn 3.5

j:l"
Cg = §:c1 eqn 3.4

4zl e
Cy = Heue (Tg 8, ) + Hpap (g ,Up) 2°°%  eqn 3.9, 3.10
Sy = Heue (Tg, 0, ) ¢ Ha1, (Lg ,T,) a"'E eqn 3.11, 3.12
Cm = H.Pe + HpPp eqn 3.14
TB < Te

and non-nagativity.
Notice that this is not a 1aarginil computatiosn, bhut 2
straightforwvard accountiny of syst2a value. all factors ars
discounted %o the presen:z wherz apprapriate.




C. SENSIVITY ANALYSIS

Sensitivity analysis identifiess those variables within
the decision ruie which introducas ths grea%tzst amcunt of
change in the final outcowns, ITwo variables which introdug=
great fluctuations in the 2quation ara interest rats (r) and
lifecycle (*%). These serve as magiifiers of the recurring
costs and can introduce wile variations in the rasults. The
lifecycie figure can 21130 have gr2at impact if workload
growth over the lifecycle 2xceeds thz amount allstted for in
hardware size. The rul2 shouli be rzcalculatsi with several
sets of 1lifacycle ard rat2 wvalues while keeping <the other
decision wvariables constant. rhis will h2lp identify
possible al*ernative solutions.

The quantity of software produc2i is anotaer variabls
whick hes 3 large effect 51 +h2 dezision cule. Since hard-
ware is selected *o fit the software, ths guantity of
sof tware de<zrmines Dboth 2drocassosr 214 peripheral costs as
well, These cos*s in turn ar2 usz3 to figure hardware aair-
tenance cost, a récu::in; cost throughout the lifscycle.
This means that ¢tae initial ssliectis’n cf scfiware is crit-

icai not only it the wvalae istarmipation previously
discussed, but as a c¢ost factor that is the basis cf many
other compu*ations. In 2idition, 1ad2st of thase cosits are
incurred at the systen start tia2 and are a5t greatly
affected by discounting. This "front 1oading" of ccsts in
now year Jollars means a substantial commitment is a< tisk
in the project.

D. ECONOMIES OF SCALE *
4 firal topic in this econcmic analysis conceras econd-
mizs of scale, Assuminy the usar is about t> procurs 2 1

microcomputer, *he question of whathsc great2r savings can
be achieved by movirg t> a1 larger scale compu%er is germaips




to this discussion. Sinc2 the micro ca2presents the smallsst
scale computer, tne existance of 2:ssnomies of scale shouli
di>tate sgainst a small co>mputer pirchase. The ZiIssue o¢
ecoromies of scale was first postulat23 by Herbsrt Grosch in
tha 1940°'s, Grosch's lad states that compater equipment
average cost decreases substantially as sizz increases.
Sharpe [Ref. 9: p.315] iiterpretei 3rosch's law ir the forn
of equation 4.13 where C is system c=d>st; FE is zffectiveness

C=KVE (2qn 4. 13)

(p2zfcrmances, spesd, cth-ooughput); 2an3 K is some censtan+.
Subsequent findings by Solomon [Raf., 19] and Knight
[Ref. 20] iadicate Grosch's law appliss more to scientifiz
computinrg ani othar CPU Litansive processing than business
apolications bu* is gsn2rally trus over-a wildz range of
coaputing uses. Does this mean that diseconomies ars auto-
mzt Zcally irntroduced by th2 very naturs of small computers?
Rardly; these findings are all bas2d on 1large operations
whzre thers i1s a continuous Jjob straaa. The parsoral user.
hes perhaps a dozen appliczations, >t nearly sasugh *“o kzep
a nainframe busy. Econdnies cf scals do exist, but only
when the amount of work is sufficisnt to warran: the largs

coaputer.




V. CONCLUSIJNG

This paper is an initial attempt t> clarify “he tenefits
gained by microcomputer us2. There is a surprisirg lack of
literature on the aconsaizs of small systems. Yost of these
equations are based on information 3ained by stadying large
systems and applying it t> the small system market. Thers
is a great deal of 1litarature offa2ring gsazral, pon-
parametric adv ice to the p2rsonal cCoaputer user.
Unforturately, most authd>rs prefar +5 discuss hardware arni
overiook the real value-producing »obj=2ct, softwars. This
hardware orientation ra2silts in situations 1like that of
Standard 0il of Indiana. Standard spent a great deal of
time ard money selecting the best misrocomputsr £or use by
th2ir executivss. Th2 culmipatisz of this =sffort was 12
lengthy report on microcomputers _R2f., 21] ani inclusion of
tha approved systems in thair gualified products 1list
{Raf. 22]. This means -iat =xscutives are 3aushcrized 22
purchase any of +the qualified syst2as with no gaidance as <2
effective software. In teras 5 +*he d=zzision rulss
discussed abov2, this is clearly a mis«caks.

This paper presents the hypoth2sis +ha+t oroduction of
value using a microcomputar involvas only one input, sof:-
ware., Hardware is obtain2d only .s 2 device %5 accomplish
th2 software's work and i¢ts sizz <is dependsnt upon *h2
rejuirements of the software. In tiis setting, hardwar=s is
analogous to 3 catalyst 1in chemistry; the presence of 2
catalys: is required for a reaction but is ndot actually aa
input. The decision riles reflact this assuaption by
relating the costs of hiardware to th2 amount of softvara
rejuired. Since memory 1as becomes iacreasingly less axpen-
sive and microprocessor sp2eds incr2ased, projrammers have
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become Zess concerned aJd>ut limitiny prograa sizs. T
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hardware costing 3decision rulas shd>s that a2 s3savings cz
gained by keeping memory ra2quiramercts low.

More empirical research is needel ¢o help determine how
value is produced by a aicrocomputar. If the production
functions of various microcoaputers <c=2n be exprassad econd~
metrically, i+ would relace thke cowplexity of some of “h2
decisior rules and provils some hirl numbers to> work with.
Also, thke effect of various pizzzs of software sn th2
econcmic decisions is not clearly uniars+ood. More basic
research into the nature >f Zaforaation gqualit is needed.
For example, what are the opportuzity zosts ga;aad and fore-
gone when selscting 2a accountiay sosf4ware package £froa
vendor A instead of venior B? Th2 answer dep2nds upon th2
valuation ¢f the effectivaness of ta2 two compating softwar2
packages, At *his tia2 no =moirical me+h2d exists for
measuring effect iveness of quantitizs of sof*twara,

Consideration of the recr=a*tisyial wvalue 2f microcom-
puters has been purposely excludel f-om the 3i2cision rulz
siace <+he hobby application does a5t contribute =5 *h2
ficm's revenue, This may no* 952 a wvalid assunption.
Evidence exists tha+* <computer powsr in “he nands of <ths
individual has scme value 20 the us2r as a perjuisite cof his
position. In fact, In 2 Busigess W23k articie 22 macketing
smail computers [BRef. 23: p. 78], darren Wing2r, chairman
aniy owner of the Compu Shop chain observes,

Personal computers are ve much 1like siagle engine
buszness aizcraft a{'*a boa;:t for busiaess, “but
2108t 0Qf tae activzty smalls airpor+s 1is on the

d#eekend.

If there is no demonstrable valus 3Jained by such recrea-
tio>nal use, thers is at bast some psychological benefits or
image erhancement to be jainad o2y <he user by having a
coaputer system at his iisposal.
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The Zmportance of systaams analysis cannot be ove-zmpha-
sized. This paper has suggsestel 31 systematis metheld for
analyzing benefi+t elements design2i to tailor the mic-ocom-
puter to the individual. To achisvz the maxinuaz bansfit it
is essential that the 12333lications be clearly identified.
This @method of benefit analysis 2attemp*s t5> combat <h2
urknown quantities mentioa2d abov2 in an informal, i. =
ron-mathematical, way, 3lo2it within a well-spscified frame-
work. Mos%* of the variaples used ia the decisisn rulas are
based on the selection »>f effectivz software t> meet th2
injividuals' needs. All the softwarz ia the wdorld will b2
of ro valus if the ussr 1o02s ro* 11isrstarnd the 22ture of
his work and how to accomplish it,
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ARRENDIX )
VARIABLE DIRECTIRY

V = value obtained.
‘ IV = total value.
, TC = total cost.
MV = marginal value.
MC = marginal cost.
NV = net value.
R = revenue.
TR = total revenue,
' MR = marginal rsveru=2.
V¢ = value obtained froa sof twars.
c; = cost of one applisatica.
v, = value of one application.
de = quantity oI softwarce.
Cq = cos* 0of softwvare.
Cy = cost of hardwars.

! Ce = CcOSt Of pProcessors.
* C» = ccs* of periphsrals.
; uc, = a unit of processor.

up = & unit of peripheral.
H. = total amount of processor rajuired by s>ftware.
Hp = total amount of pacripherals rajuired by software.

Se = salvage value of srocessors.

Sp = salvage value of peripherals.

Sy ®= total salvage valuaa.

i Cwq = total cost of maintenaace.

' t = lifecycle.

T = amount of time in lifecycle (%) that the systeam can
be operated accounting for maint2iance dovwn “ime andé user
f time off.

j Ty ®= time of system cessation.
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Ta = time of system start-up.
t, = time required t> somplete apolication {.
r = discount or interest rate,
¢v"“ microcomputer prdiuctisn fupstion.
ps = price of softwars.
. P. = price 5f processor maintenaance.
pp = price of peripheral maintenaacs,
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