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The temperature of the propellant gas as it flows out of the muzzle of a gun is a principal factor in respect to the strength of the air blast which accompanies the discharge of the projectile. The temperature also plays a dominant role in respect to the occurrence of secondary combustion of flash. We discuss the fundamental basis for a method of determining the temperature from measurements of the velocity of the unloading wave or rarefaction created by the discharge of the projectile. The method is, (cont'd on back)
of course, restricted to cases in which the projectile velocity is less than the speed of sound in the gas directly behind it.

For charges which are completely burnt and in which the products of combustion at the muzzle are purely gaseous, three sources of error are identified. First, the measurement time may be approximately equal to the relaxation time for changes in chemical composition. This will result in dispersion and since the unloading wave contains components of all frequencies, part of the wave will move with the frozen wave speed and part will move with the equilibrium speed. Due to dissipation the faster frozen components will be less detectable at increasing distances from the muzzle. Second, the unloading wave is not one-dimensional and the radial relaxation time is of the same order as the measurement time. Significant geometrical dispersion will result and will be superimposed on the chemical relaxation. Third, the temperature of the gas in the measurement zone may differ significantly from the space-mean value as a consequence of a non-uniform release of chemical energy by the propellant and the deviation may be to higher or to lower values.

For charges in which the products are two-phase at the muzzle a fourth source of error may arise from dispersion due to two-phase relaxation phenomena.
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1.0 INTRODUCTION

The expulsion of a projectile from the muzzle of a gun is accompanied by the discharge of the propulsion gas into the atmosphere. At the instant of discharge the propulsion gas has a temperature of approximately 1800°C, for a typical high zone howitzer charge, and a pressure of 50 MPa. The release of the gas is sudden and the environmental result is similar to the blast created by an explosion. Moreover, because most solid propellant formulations are fuel-rich, the mixing of the gas with ambient oxygen can result in a significant degree of exothermic reaction with a concomitant increase in the strength of the blast.

The effects of blast and of flash, due to secondary combustion, are always undesirable and in many cases may be sufficiently pronounced as to disqualify a propelling charge from active service. Accordingly, considerable effort has been exerted over the years to understand and control the mechanisms involved in the discharge of the propulsion gas into the atmosphere.

1.1 Objectives and Scope of Study

The particular aspect of this problem which is addressed herein relates to certain attempts to determine the temperature of the propelling gas at the instant of muzzle discharge. Determination of the temperature of the exiting gas is important for two reasons. First, the temperature defines the internal energy, the flux of which is expected to correlate with the strength of the muzzle blast. Second, the temperature is an important parameter in respect to the occurrence of secondary combustion or flash, the result of which is to increase significantly the blast energy.

The method of determining the temperature as described by Schmidt et al. is based on detection, by means of pressure gages, of the rearward propagating rarefaction wave which is generated by the expulsion of the projectile. Since such a wave is only generated when the projectile launch velocity is less than the speed of sound in the gas at the base of the projectile, the technique is clearly limited to such cases.

Conceptually, this technique is very simple. As the rearward propagating rarefaction wave passes each of a series of pressure gages located at various axial stations near the breech, a point of inflection or discontinuity of slope is introduced in each of the respective pressure histories. From the time correlation of the data and the known axial spacing of the gages, the wave speed is deduced.

---

Eliminating, in some fashion, the contribution of the gas velocity to the wave speed, one has the speed of sound. Thus, given the equation of state of the gas, one may deduce the temperature.

Our purpose here is to examine the assumptions upon which the technique rests. Of particular interest is the influence of non-ideal properties of the gas—at the molecular level—on the rate of propagation of small disturbances. For example, the gas is a multicomponent mixture whose rates of chemical reaction may influence the speed of sound. Also of interest is the influence of what may be viewed as nonideal macroscopic behavior. For example, the unloading wave is not one-dimensional. A finite interval is required for information concerning the discharge of the projectile to reach the centerline of the tube. In addition, the properties of the flow are not uniform over each cross section even prior to the unloading event, due to the existence of thermal and mechanical boundary layers. Nor is the temperature behind the projectile necessarily uniform in the axial direction. Depending on the distribution of the propellant during combustion, an entropy layer may be present and the temperature near the base of the projectile may be either locally elevated or locally depressed. Finally, the flow may not be single-phase. If particulate matter is present, the speed of sound will be affected in some degree.

The scope of our study is as follows. We seek to identify, at least qualitatively, the influence of the nonideal phenomena. Wherever possible, we provide quantitative assessments. However, we do not consider errors due to the accuracy of the instrumentation per se. Nor do we consider the accuracy with which the equation of state itself may be inverted to deduce the temperature from the speed of sound in the absence of dispersive mechanisms.

The balance of this chapter is devoted to a brief summary of the muzzle blast literature in order to provide a suitable perspective for the present study.

In chapter 2.0 we discuss the propagation of sound. The approach taken in chapter 2.0 is to discuss the individual roles played by the nonideal molecular formula and also by the presence of dispersed particulate cloud. We do not attempt to write down an explicit formula for the coupled influence of all the nonidealities acting concurrently. We do, however, identify the frequency domain within which each process becomes active and the corresponding influence on the sound speed.

In chapter 3.0 we discuss the behavior of the muzzle unloading wave and assess the sources of error which may affect the determination of the gas temperature from measurements of the velocity of the unloading wave.
1.2 Review of Muzzle Flow Phenomena

The principal source of energy deposition in the ambient air is, of course, the propellant gas which is expelled following the discharge of the projectile. Prior to the discharge of the projectile, however, the gas ahead of the projectile must be forced out of the tube. Although the energy content of this precursor flow is small by comparison with that in the propellant, the precursor flow exerts a significant influence on the blast pressure which is ultimately created by the propellant flow. This is due to the heating and acceleration of the ambient gas by the precursor flow. Experiments based on normal and evacuated gun tubes have been performed by Schmidt et al. and the maximum near field over-pressure has been shown to be reduced by nearly 50% by the presence of the precursor flow.

The structure of the exterior flows created first by the precursor and subsequently by the propellant gas are qualitatively similar. Both comprise an underexpanded jet, bounded laterally by weak shocks and bounded downstream of the muzzle by a strong shock, the Mach disk. The system of shock waves is surrounded by a contact surface which separates the effluent from the ambient gas and this, in turn, is surrounded by a nearly spherical shock or air blast.

Further details of the structure of the exterior flow may be found in the discussions of Oswatitsch, Schmidt and Shear, and Erdos and Del Guidice. We now abstract some of this discussion, noting that we are considering, for the moment, muzzle flows without secondary combustion, a topic on which we will comment subsequently.

---

2 Schmidt, E. M., Gion, E. J., and Fansler, K. S.
"Analysis of Weapon Parameters Controlling the Muzzle Blast Overpressure Field"
Fifth International Symposium on Ballistics April 1980

3 Oswatitsch, K.
"Intermediate Ballistics"
DVL Report 358, June 1964
Deutschen Versuchsanstalt fur Luft und Raumfahrt, Aachen, Germany AD 473-249

4 Schmidt, E. M. and Shear, D. D.
"Optical Measurements of Muzzle Blast"
AIAA J., vol. 13, no. 8, pp. 1086-1091 August 1975

5 Erdos, J. I. and Del Guidice, P. D.
"Calculation of Muzzle Blast Flowfields"
AIAA J., vol. 13, no. 8, pp. 1048-1055 August 1975
While there are great structural similarities between the precursor and the propellant flow fields, differences obviously arise due to the influence, in the latter, of the presence of the projectile and, possibly, the oxidation of the fuel-rich propellant gas. It is therefore of interest to consider first the precursor field and subsequently the propellant gas field. These are illustrated in Figure 1.1.

The acceleration of the projectile drives a compression front through the gas which initially fills the tube. Because of the rapid rate of increase of the projectile velocity, the compression front forms a shock whose emergence from the muzzle initiates the external precursor flow field. The pressure behind the precursor shock is approximately one order of magnitude higher than the ambient pressure. Therefore, the efflux is either initially supersonic, if the projectile velocity is sufficiently high, or else quickly becomes sonic, the large pressure gradient near the muzzle accelerating the fluid in the exit plane to the point at which information no longer travels upstream in the barrel.

It has been observed by Klingenberg\textsuperscript{6} that, in fact, more than one precursor shock can be formed, depending on the motion of the projectile and its interaction with the tube due to the action of the rotating band.

The sudden elevation of the pressure at the exit plane of the tube is transmitted into the ambient atmosphere as a nearly spherical shock. The structure of the flow near the shock front is that of a blast wave, namely, a shock driven by the expanding products of an explosion. More precisely, the behavior is that of a variable energy blast since the muzzle efflux provides a continuing source of energy. Measurements of the blast trajectory, due to the propellant gas flow, along the axis of symmetry of an M16 rifle have been shown to correlate well with the theoretical behavior of a blast having a constant rate of energy addition.\textsuperscript{5} This accords well with the calculations of the rate of energy efflux from the barrel by Schmidt and Shear\textsuperscript{7} using the RECRIF code of Celmins.\textsuperscript{7}

\textsuperscript{6}Klingenberg, G.
"Investigation of Combustion Phenomena Associated with the Flow of Hot Propellant Gases. III: Experimental Survey of the Formation and Decay of Muzzle Flow Fields and of Pressure Measurements"
Combustion and Flame, vol. 29, no. 3 1977

\textsuperscript{7}Celmins, A.
"Theoretical Basis of the Recoilless Rifle Interior Ballistic Code, RECRIF"
Ballistic Research Laboratory Report 1931 September 1976 (ADB 013832L)
Figure 1.1 Structure of Precursor and Propellant Blast Fields (after Erdos and Del Guidice)
Since, on the one hand, the outflowing plume is the driving mechanism which supports the blast, it follows, on the other hand, that the presence of the blast acts to confine the plume and, initially at least, to constrain its rate of growth. Whereas in a truly steady situation the boundaries of the plume would be at atmospheric pressure, the unsteady environment due to the blast wave establishes a pressure field which decays to the atmospheric limit only asymptotically.

The flow outside the muzzle, within the plume, is sourcelike and has been treated by Oswatitsch as though it were a spherically symmetric expansion. Since the expansion zone is supersonic, it produces a continuously decreasing pressure field. Along the plume boundary, however, the pressure must match the conditions created behind the blast. Accordingly, the flow at the boundaries fails to be spherically symmetric; the outer streamlines are turned inwards, resulting in the formation of the lateral or barrel shock. As noted by Erdos and Del Guidice, the exterior pressure field therefore positions the boundaries of the plume, the Mach disk and the lateral or barrel shock. However, the supersonic flow within the shock system is independent of the exterior pressure field. Because the mechanical relaxation time of the part of the plume contained within the lateral shock system and the Mach disk is short by comparison with the time scale over which the muzzle conditions change, the expansion zone is approximately steady.

According to Schmidt et al., predictions of the Mach disk location can be performed successfully using an empirical steady state correlation, based on the instantaneous muzzle conditions.

By contrast, the region between the Mach disk and the blast front is always unsteady. Erdos and Del Guidice have shown that the centerline properties of this region, termed by them the shock layer, can be analyzed as a spherically symmetric flow with a suitably positioned center.

The foregoing discussion of the flow structure is pertinent not only to the precursor flow, but also to the propellant gas flow when the projectile has penetrated the blast region and the precursor flow has been enveloped by that due to the propellant gas.

The sketch of Figure 1.1 depicts the propellant blast field at an intermediate point when the projectile is still within the plume. At this time the Mach disk is replaced by the base shock at the projectile base. It was thought by Erdos and Del Guidice, from consideration of their data, that the base shock falls back from the projectile base to form the Mach disk when the pressure downstream of the shock accords with that which would be produced behind the Mach disk in the absence of the projectile.
Distortion of the propellant gas flow, with respect to the structure exhibited by the precursor, is not only due to the projectile, but also, of course, to the existence of the precursor flow itself. Schmidt and Shear note the delay in the formation of a strong propellant blast until the propellant gas penetrates the Mach disk of the precursor jet. Subsequently, the blast strength becomes greatest along the axis of symmetry, as expected. The air blast due to the propellant gas is found to require approximately 100 μsec to assume a roughly spherical shape in their studies of an M-16 rifle.

Apart from differences in structure, there are differences in degree associated with the precursor and propellant blasts. Typically, the initial ratio of muzzle to ambient pressure has a value of the order of ten for the precursor and of the order of several hundred for the propellant blast. There are also differences in the ratio of specific heats, that for the propellant being lower than that for the precursor. Accordingly, the expansion angle at the muzzle is much greater for the propellant gas jet than for the precursor, as would be expected from the Prandtl-Meyer theory of steady supersonic expansion.

We now comment on the occurrence of flash due to the interaction of the propellant gas with the external atmosphere. We follow the discussion given by Klingenberg and by Klingenberg et al.

Three luminous regions, separated in space and time, are identified from studies of a 7.62-mm rifle. First, adjacent to the muzzle is a small region of low luminosity, referred to as the primary flash. Second, just beyond the muzzle and separated from the primary flash by a dark zone is a region of high luminosity, referred to as the intermediate flash. Third, adjacent to the intermediate flash and extending further downstream is a region of high luminosity, referred to as the secondary flash.

---

9. Liepmann, H. W. and Roshko, A.
"Elements of Gasdynamics"
John Wiley & Sons 1957

9. Klingenberg, G. and Mach, H.
"Investigation of Combustion Phenomena Associated with the Flow of Hot Propellant Gases - I: Spectroscopic Temperature Measurements Inside the Muzzle Flash of a Rifle"
Combustion and Flame, vol. 27, no. 2 October 1976

10. Klingenberg, G. and Schröder, G. A.
"Investigation of Combustion Phenomena Associated with the Flow of Hot Propellant Gases - II: Gas Velocity Measurements by Laser-Induced Gas Breakdown"
Combustion and Flame, vol. 27, no. 2 October 1976
The primary flash is considered to represent thermal radiation due to the elevated temperature of the propulsion gas within the Mach cone at the muzzle. The expansion fan at the muzzle produces a rapid cooling of the exhausting gas and the concomitant drop in luminosity yields a dark zone. However, as the gas is overexpanded and is therefore strongly recompressed on passing through the Mach disk, the temperature may be elevated sufficiently at that point not only to yield thermal radiation, but also to excite a significant degree of exothermic reaction. This process of shock recompression, accompanied perhaps by renewed chemical reaction of the propellant gas, is responsible for the intermediate flash. The secondary flash, when it occurs, is associated with the turbulent mixing of the hot, recompressed fuel-rich propellant gas with ambient oxygen.

Verification of the foregoing statements was made by Klingenberg and Mach\textsuperscript{9} on the basis of temperature measurements and, with regard to the role of the ambient air in respect to secondary flash, by firing into inert gas where secondary combustion was suppressed while the primary and intermediate flash were unaltered.

It is the secondary flash which represents a design constraint. The luminosity reveals the gun position and the energy release adds substantially to the weapon blast. Klingenberg and Mach\textsuperscript{9} note that the energy released by secondary combustion may be comparable to that released within the tube. In a review of the implications of blast on the design of naval weapons, Yagla\textsuperscript{11} reports secondary pressures from a reduced round as high as 3.8 times the primary pressure from the full charge round.

An elementary basis for the determination of the occurrence of muzzle flash was established by Carfagno\textsuperscript{12} and used with some success by Heiney and Powers\textsuperscript{13} and by May and Einstein,\textsuperscript{14} the latter

\begin{enumerate}
\item Yagla, Jon J.
"Analysis of Gun Blast Phenomena for Naval Architecture, Equipment, and Propellant Charge Design"
Third International Symposium on Ballistics
Karlsruhe, Germany
March 1977

\item Carfagno, S. P.
"Handbook on Gun Flash"
The Franklin Institute
November 1961

\item Heiney, O. K. and Powers, R. J.
"Secondary Muzzle Gas Combustion Considerations in Aircraft Cannon"
Proceedings of the 14th JANNAF Combustion Meeting
August 1977

\item May, I. W. and Einstein, S. I.
"Prediction of Gun Muzzle Flash"
Proceedings of the 14th JANNAF Combustion Meeting
August 1977
\end{enumerate}
having introduced some corrections. The method described by May and Einstein incorporates the physical picture of the secondary combustion process described in the preceding paragraphs. The method is purely one-dimensional and considers the successive thermodynamic state changes associated with isentropic expansion of the propellant gas from muzzle conditions to atmospheric pressure, shock recompression at the Mach disk, expansion to atmospheric pressure once again, and mixing with ambient air in some ratio \( r \). The temperature of the mixture is then computed, with a suitable allowance for the fraction of the energy associated with motion of the mixture. The temperature, as a function of the mixture ratio \( r \), is then compared with the chemical ignition limit curve. If overlap occurs, including a 100°K safety factor, ignition is predicted.

A more recent study of secondary flash has been reported by Yousefian and May\textsuperscript{15} based on a steady state analysis of the turbulent afterburning region including a detailed representation of the finite rate chemical kinetics.

We conclude by noting that some success has been achieved by several authors\textsuperscript{2,16,17} in respect to the determination of scaling laws for the propellant blast. Schmidt et al\textsuperscript{2} exhibit quite good extrapolation of 20 mm blast data to a 7.62 mm rifle and to 75 mm and 105 mm weapons. Several attempts have been made to simulate the blast field by means of a numerical solution of the hydrodynamic equations. The recent survey by Schmidt\textsuperscript{18} may be consulted for a summary of work in this area.

\textsuperscript{15} Yousefian, V. and May, I. W.
"Prediction of Muzzle Flash Onset"
Proceedings of the 16th JANNAF Combustion Meeting 1979

\textsuperscript{16} Smith, F.
"A Theoretical Model of the Blast From Stationary and Moving Guns"
First International Symposium on Ballistics Orlando, Florida November 1974

\textsuperscript{17} Westine, P.
"The Blast Field About the Muzzle of Guns"

\textsuperscript{18} Schmidt, E.
"Survey of Muzzle Blast Research"
Fifth International Symposium on Ballistics April 1980
2.0 PROPAGATION OF SOUND

It is well known\(^{19}\) that Newton, in his pioneering theoretical estimate of the speed of sound in air, treated the temperature as constant with the result

\[
a = \sqrt{\frac{g_0 p}{\rho}}
\]

2.1

where \(a\) is the speed of sound, \(p\) is the pressure, \(\rho\) is the density and \(g_0\) is a constant to reconcile units of measurement. The value so calculated was found to fall short of the observed value by about 16\%. It is equally well known that Laplace offered the suggestion that as the condensations and rarefactions associated with the propagation of sound take place with great rapidity, the temperature could not, in fact, be constant. Insufficient time would elapse, during each oscillation, for heat transfer to occur. Thus, the appropriate relationship between pressure and density is the adiabatic law, whereupon it is found that

\[
a = \sqrt{\gamma g_0 p/\rho}
\]

2.2

where \(\gamma\) is the ratio of specific heats.

The value calculated by means of 2.2 agrees with observation, science marches on, the reasoning of Laplace is a familiar fixture in widely accepted textbooks,\(^{20}\) and, in fact, while 2.2 is correct, the reasoning is not. It is pointed out by Liepmann and Roshko\(^8\) that the process is adiabatic not because the oscillations are rapid, but because they are slow enough that the induced velocity and temperature gradients are kept small. At sufficiently high frequencies the gradients do in fact increase to the point where viscous and thermal dissipation become significant and the process then tends to be isothermal rather than adiabatic.

The purpose of this preamble is not to suggest that Newton was incompetent, or that Laplace was a fraud.* We take the foregoing as a caution: Determining the speed of sound may not be as simple as we would like it to be in the present context. Where Newton and Laplace have stumbled, we had better tread with care. One's sense of caution

---

\(^{19}\) Strutt, J. W. (Baron Rayleigh)
"The Theory of Sound" Vol. II
Dover Publications
1945

\(^{20}\) Goldstein, H.
"Classical Mechanics"
Addison-Wesley
1959

*One might however suggest that a great number of working physicists have had their minds poisoned in connection with what is generally regarded as an elementary matter.
may be heightened by an account given by Blackstock\textsuperscript{21} of the errors made by such luminaries as Euler, Lagrange, Poisson, Stokes and Earnshaw in connection with the theory of the propagation of finite amplitude sound.

Part of the difficulty in establishing the speed of sound is associated with the definition of sound itself. In the simplest terms we may ask how long it takes for a signal impressed on a medium at one point to travel to another where it is to be detected. If the medium is an ideal gas at rest, apart from the perturbing influence of the signal, and if the influence of the signal is such as to induce extremely small motions of the medium, then 2.2 gives the signal speed and the speed is independent of the spectral content of the signal. It does not matter whether the signal is a pure oscillation of fixed finite frequency or whether it involves a superposition of such oscillations, the total amplitude being small, or even whether the signal involves a discontinuity, again provided that the amplitude is small.

In reality, however, gases possess internal degrees of freedom which are local attributes with respect to the length scales which validate the continuum hypothesis. These degrees of freedom are associated with the vibrational and rotational motions of individual molecules and with the formation and breaking of chemical bonds among them. If the state of the gas is locally disturbed, a finite time is associated with the adjustment of each of the internal degrees of freedom to the new state. Only when the rate at which the disturbance is imposed is large by comparison with the rates of adjustment of the internal degrees of freedom can the gas be treated as though it were in thermodynamic equilibrium.

If the signal consists of an oscillation at a single frequency—in other words, a Fourier component—then as the frequency is increased to the point where its reciprocal is comparable to the characteristic relaxation time for the internal degrees of freedom, it is found that the rate of signal propagation exhibits a dependence on frequency. Accordingly, more complex signals, composed from a superposition of Fourier components, change shape as the signal propagates—the familiar phenomenon of dispersion. In particular, a signal which is initially formed as a discontinuity, and which therefore contains Fourier components of all frequencies, will be expected to change shape as it propagates.

For complex signals which may be viewed as a superposition of components of different frequencies which travel at different velocities, the definition of an overall propagation rate becomes ambiguous. One may say, for example, that the signal speed will be determined by the most rapidly propagating components. But in a practical situation the portion of the total signal energy invested in the fastest moving components may be too small to be detected. Accordingly, practical considerations demand a specification of the sensitivity of the detection apparatus and a definition of the spectral content of the signal.

The plan of the present chapter is as follows. We first consider the elementary wave equation and make some observations concerning the nature of its solutions. We then draw some rather general conclusions concerning the relationship between the rate of propagation of small disturbances and the characteristic surfaces of the partial differential equations which describe the behavior of the supporting medium. With these results in hand we discuss the implications for wave propagation of such real gas effects as viscosity, thermal conductivity and chemical reactivity. We conclude by discussing the influence of macroscopically nonideal phenomena with particular reference to the presence of a dispersed particulate phase.

2.1 Speed of Sound in an Ideal Fluid

The one-dimensional, unsteady motion of a fluid which is inviscid, non-heat-conducting and nonreacting is governed by following equations:

\[
\frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial x} + \rho \frac{\partial u}{\partial x} = 0
\]  
\[2.1.1\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + \frac{g_o}{\rho} \frac{\partial p}{\partial x} = 0
\]  
\[2.1.2\]

\[
\frac{\partial p}{\partial t} + u \frac{\partial p}{\partial x} = \frac{a^2}{g_o} \left( \frac{\partial p}{\partial t} + u \frac{\partial p}{\partial x} \right)
\]  
\[2.1.3\]

These are, respectively, the equation of continuity, Newton's law of motion and the statement that the entropy of a given fluid particle does not change. We have used conventional nomenclature: \(\rho\), density; \(u\), velocity; \(p\), pressure; and \(a = \sqrt{(\partial p/\partial \rho)_s}\) is the isentropic speed of sound. Equation 2.1.3 may be used to recast 2.1.1 as
\[
\frac{\partial p}{\partial t} + u \frac{\partial p}{\partial x} + \rho \frac{a^2}{g_o} \frac{\partial u}{\partial x} = 0
\]

2.1.4

Now let us write \( p = p_0 + \rho_1 \) and similarly for \( u \) and \( \rho \) with the understanding that \( p_0, u_0, \rho_0 \) form a solution of the equations and furthermore that \( p_1, u_1, \rho_1 \) are small quantities, so that when we substitute \( p, u, \rho \) into 2.1.2 and 2.1.4, we may neglect the squares of the quantities with subscript 1. We find that \( p_1 \) and \( u_1 \) satisfy

\[
\frac{\partial p_1}{\partial t} + u_0 \frac{\partial p_1}{\partial x} + \rho_0 \frac{a}{g_o} \frac{\partial u_1}{\partial x} = -u_1 \frac{\partial p_0}{\partial x} - \frac{\rho_1 a^2}{g_o} + \frac{2\rho a a_1}{\rho_0} \frac{\partial u_0}{\partial x}
\]

2.1.5

\[
\frac{\partial u_1}{\partial t} + u_0 \frac{\partial u_1}{\partial x} + \frac{g_o}{\rho_0} \frac{\partial p_1}{\partial x} = -u_1 \frac{\partial u_0}{\partial x} + \frac{g_o \rho_1}{\rho_0^2} \frac{\partial \rho_0}{\partial x}
\]

2.1.6

We could similarly linearize 2.1.3 to determine an additional equation for \( \rho_1 \), but this is irrelevant to our present purpose.

Now let the state designated by subscript 0 be quiescent and uniform. Evidently, 2.1.5 and 2.1.6 reduce to

\[
\frac{\partial p_1}{\partial t} + \rho_0 \frac{a^2}{g_o} \frac{\partial u_1}{\partial x} = 0
\]

2.1.7

\[
\frac{\partial u_1}{\partial t} + \frac{g_o}{\rho_0} \frac{\partial p_1}{\partial x} = 0
\]

2.1.8

Then differentiating 2.1.7 with respect to \( x \) and 2.1.8 with respect to \( t \) and eliminating \( \frac{\partial^2 p_1}{\partial x \partial t} \), we have the familiar wave equation

\[
\frac{\partial^2 u_1}{\partial t^2} = a_0^2 \frac{\partial u_1}{\partial x^2}
\]

2.1.9

Since this is a linear equation, we can suppose \( u_1 \) to be a sum of Fourier components, each of which is a solution of 2.1.9. If

\[
\phi = \phi(\omega) e^{i(kx - \omega t)}
\]

2.1.10

is such a component, then, evidently

\[
k = \frac{\omega}{a_0}
\]

2.1.11
and the amplitude $\phi(\omega)$ is determined by other considerations, namely, the initial and boundary data which serve to single out particular solutions of 2.1.9.

Now the rate of propagation of each component is evidently $\text{Re}(k/\omega) = \pm a_o$ and the rate of attenuation is given by $\text{Im}(k/\omega) = 0$ in the present case. Therefore, the motion described by 2.1.9 is such that each Fourier component propagates with constant velocity, to the left or the right according as $k = \frac{-\omega}{a_o}$ or $\frac{+\omega}{a_o}$, respectively, and without change in amplitude. As a corollary, a complex signal formed as a linear superposition of Fourier components also propagates with constant velocity.

Using 2.1.11, let us write the pair of solutions of the type 2.1.10 in the form
$$\phi_{\pm} = \phi_{\pm}(\omega) e^{\frac{i\omega}{a_o}(x \mp a_o t)}$$ 2.1.12

Evidently, 2.1.12 implies that on lines of the form
$$x \pm a_o t = l_{\pm}$$ 2.1.13

where $x_o$ is a constant, we have the property
$$\phi_{\pm} = \phi_{\pm} e^{\frac{i\omega}{a_o} l_{\pm}}$$ 2.1.14

so that the solution is constant.

Now consider the family of lines of the type defined by 2.1.13 with $l_{\pm} = \frac{n \pi a_o}{\omega}$, $n = 0, 1, 2, \ldots$, as shown in the sketch below.
On each such line we have $\Phi_+ = \Phi_+ e^{i\pi n} = \Phi_+ (-1)^n$ so that $\Phi_+$ clearly alternates between the extreme values $\pm \Phi_+$ as we pass from one member of the family to the next. Suppose now that we let $\omega \to \infty$. It follows that the rate of variation of $\Phi_+$ in the direction normal to each of the members of the family becomes unboundedly large. The normal spacing between the members goes to zero while the value of $\Phi_+$ continues to alternate between the extremes $\pm \Phi_+$. 

From a physical point of view we may identify these lines with the paths followed by infinitesimal disturbances of the fluid. But from a mathematical point of view we see that they have the interesting property that certain members of the solution space always have a vanishing derivative along them while the same members may have an unbounded derivative in the direction normal to them. This property is a reflection of the possibility that lines of the type 2.1.13 may separate regions of the $x - t$ plane in which the solution $u$ has different analytical properties so that either $u$ or its derivatives above some order suffers a discontinuous jump as we pass from one region to another.

For example, we may suppose that $u$ initially is equal to 1 everywhere in the left half-plane and 0 everywhere in the right half-plane. Evidently the solution will remain equal to 1 for $x < -a_0 t$ and will remain equal to 0 for $x > a_0 t$ since, from a physical perspective, these inequalities define the time delay for information from one half-plane to affect the other.

The importance of the lines defined by 2.1.13 is further emphasized if we transform the independent variables $x$ and $t$ into the pair $\xi_+$ and $\xi_-$. Equation 2.1.9 becomes

$$\frac{\partial^2 u_1}{\partial \xi_+ \partial \xi_-} = 0$$  \hspace{1cm} 2.1.15

so that the general solution of 2.1.9 is therefore

$$u_1(x,t) = F(x - a_0 t) + G(x + a_0 t)$$  \hspace{1cm} 2.1.16

which is the form attributed to D'Alembert. Since 2.1.16 follows without reference to a Fourier decomposition, it follows immediately that the signal propagation speed is $\pm a_0$ independently of its frequency.
2.2 Characteristic Lines

In the preceding section we determined the speed of sound by looking at the rate of propagation of a single Fourier component whose amplitude was sufficiently small as to justify the linearization of the governing equations for an ideal fluid. We also assumed that the unperturbed state was quiescent and uniform, a point to which we shall return subsequently.

We noted that the lines along which sound impulses travel hold the potential for separating two regions of different analytical character. This suggests an alternative approach to the definition of signal speed. We may ask whether the balance equations admit the existence of real lines across which the derivatives of the state variables may jump discontinuously. The advantage of posing the question in this form is that no assumptions need be made about the uniformity of the flow. The existence of the lines, or otherwise, is a property of the nonlinear balance equations. No reference is made to the spectral content of the signal associated with such lines, nor is the ultimate change of state induced by the signal necessarily to be regarded as small.

There are many ways of formulating this question mathematically. Shapiro\textsuperscript{22} considers the determinacy of the x and t derivatives when the solution is known on a given line of slope \( \frac{dx}{dt} \). Courant and Friedrichs\textsuperscript{23} pose the question in terms of the directions in which the state variables are differentiated. Although it entails greater generality than we actually need here, we follow the approach of Petrovsky\textsuperscript{24} since it is actually the most illuminating in a fundamental sense.

Consider the quasilinear system of partial differential equations

\[
\sum_{j,k_0,k_1,...,k_n} A_{ij} \frac{\partial^n y_j}{\partial x_0^{k_0} \partial x_1^{k_1} ... \partial x_n^{k_n}} + ... + f_1 = 0
\]

\textsuperscript{22} Shapiro, A. H. "The Dynamics and Thermodynamics of Compressible Fluid Flow" Ronald Press 1953
\textsuperscript{23} Courant, R. and Friedrichs, K. O. "Supersonic Flow and Shock Waves" Interscience 1948
\textsuperscript{24} Petrovsky, I. G. "Partial Differential Equations" Interscience 1954
where \( i, j = 1, 2, \ldots, N \). Thus, we have \( N \) equations, labelled by the subscript \( i \), involving \( N \) dependent variables \( y_j \) and \( n + 1 \) independent variables \( x_o, \ldots, x_n \). In each equation we only write explicitly the highest order terms for each \( y_j \) that appears in the system as a whole. This maximum order is designated by \( n_j \) for each variable \( y_j \).

Now consider an arbitrary surface whose intrinsic coordinates are \( \xi_1, \ldots, \xi_n \) and let \( \xi_0 \) be a coordinate in a direction normal to the surface. We assume that we have Cauchy data on this surface, namely, the values of the \( y_j \) and all their derivatives of order less than \( n \). Then the surface is said to be free if the system \( 2.2.1 \) enables the determination of the \( \partial^{n_j} y_j / \partial \xi_0^{n_j} \), \( j = 1, \ldots, N \) and characteristic if it does not.

It follows from an application of the point transformation \( \{ x_i \} \rightarrow \{ \xi_i \} \) that the values of the \( \partial^{n_j} y_j / \partial \xi_0^{n_j} \) are the solution of a linear algebraic system of equations whose matrix of coefficients is

\[
\Delta_{ij} = \left\{ \sum_{k_0+k_1+\ldots+k_n=n_j} A_{iij}^{(k_0, \ldots, k_n)} \right\} 2.2.2
\]

where \( \mu_i = \partial \xi_0 / \partial x_i \), \( i = 0, 1, \ldots, n \). The \( \mu_1 \) may be interpreted as the components of a vector normal to the surface \( \xi_0 = \) constant. Then the given surface is evidently characteristic if and only if the rank of \( \Delta_{ij} \) is less than \( N \).

For a first order system like \( 2.1.1, 2.1.2, 2.1.3 \) we may take \( x_0 = t \) and \( x_1 = x \) so that the system may be expressed in the form

\[
A_{ij} \frac{\partial y_j}{\partial t} + B_{ij} \frac{\partial y_j}{\partial x} = C_i 2.2.3
\]

whence

\[
\Delta_{ij} = \mu_t A_{ij} + \mu_x B_{ij} 2.2.4
\]

and we have the slope of the characteristic lines in the form

\[
\frac{dx}{dt} = -\frac{\mu}{\mu_x} 2.2.5
\]
In the previous section we determined the rate of propagation of small disturbances by reference to equations 2.1.2 and 2.1.4. In principle we should evaluate the characteristic matrix for the complete set 2.1.1, 2.1.2 and 2.1.3. For the sake of comparison with the preceding section, however, we consider only 2.1.2 and 2.1.4 in the present section also. The effect of including 2.1.3 is simply to establish the fluid streamline as a characteristic along which the entropy of the fluid is conserved.

Using 2.1.2 and 2.1.4 with \( y_1 = p \) and \( y_2 = u \) in 2.2.3, we see that

\[
\Delta = \begin{bmatrix}
\mu_t + uu_x & \rho \frac{a^2}{g_o} \mu_x \\
\frac{g_o}{\rho} & \mu_t + uu_x
\end{bmatrix}
\]

The rank of \( \Delta \) will be less than 2 if \( \det(\Delta) = 0 \) or

\[
(\mu_t + uu_x)^2 - a^2 \mu_x^2 = 0
\]

Thus, using 2.2.5, we have the slope of the characteristic lines

\[
\frac{dx}{dt} = u \pm a
\]

The relationship of this result to 2.1.13 is obvious and, from the discussion of the previous section, not unexpected. Also, in the previous section we noted the invariance of certain quantities along the acoustic paths. The corresponding generalization may be found in the present context from the observation that the derivatives normal to the characteristic surface are not infinite, merely undetermined by the equations and the Cauchy data. Then the condition of solvability yields a constraint on the Cauchy data which is usually referred to as the condition of compatibility. Since we are only concerned with the characteristics themselves, we do not derive the corresponding conditions of compatibility.

While 2.2.8 seems naturally related to 2.1.13, we should observe that it is not simply the extension of 2.1.13 to account for a non-quiescent, nonuniform flow. To understand this point more clearly, let us use 2.1.5 and 2.1.6 rather than 2.1.9 as we did previously. For the sake of simplicity we assume that the fluid is isentropic and obeys the ideal gas law so that we may write \( \rho_1 = g_0 p_1 / a_0^2 \).
and \( a_1 = (\gamma - 1) \rho_0 p_1 / (2a_0 \sigma_0) \). Analogously with 2.1.10 we put

\[ p_1 = p_1 e^{-i(\kappa x - \omega t)} \text{ and } u_1 = u_1 e^{-i(\kappa x - \omega t)} \]. Substituting in 2.1.5, 2.1.6 we obtain two homogeneous linear equations for \( \bar{p}_1 \) and \( \bar{u}_1 \). The condition that a nontrivial solution exists is

\[
\begin{vmatrix}
-\omega + k \rho_0 \frac{\partial u_0}{\partial x} & \rho_0 a_0 \frac{a^2}{\rho_0} \kappa - i \frac{\partial \rho_0}{\partial x} \\
\frac{\rho_0}{\rho_0} + i \left( \frac{\rho_0}{\rho_0 a_0} \right)^2 \frac{\partial \rho_0}{\partial x} & -\omega + k \rho_0 \frac{\partial u_0}{\partial x}
\end{vmatrix} = 0 \quad 2.2.9
\]

Evidently, when the unperturbed flow is uniform, 2.2.9 is formally identical with 2.2.6 if we let \( u_t \to -\omega \) and \( u_x \to k \). In general, however, when the unperturbed flow is nonuniform, 2.2.9 corresponds with 2.2.6 only in the limit as \( \omega, k \to \infty \). Thus, the characteristic lines correspond to the paths followed by high frequency signals.
Equation 2.2.9 may be recast as

\[
\left[ -\omega + k \rho_0 \left( 1 - \frac{i \gamma}{k \rho_0} \frac{\partial u_0}{\partial x} \right) \right] \left[ -\omega + k \rho_0 \left( 1 - \frac{i}{k \rho_0} \frac{\partial u_0}{\partial x} \right) \right] = k^2 \rho_0^2 \left[ 1 + \left( \frac{\partial \rho_0 / \partial x}{\gamma \rho_0} \right)^2 \right] \quad 2.2.10
\]

An examination of 2.2.10 makes the definition of high frequency more precise. We require the wavelength to be small by comparison with the length scale over which significant changes can occur in the unperturbed fluid.

Whereas the rate of propagation of a Fourier component was found to be independent of frequency for a uniform, quiescent state, 2.2.10 shows the wave velocity to be dispersive in the more general case.

It is of interest to compare the finite frequency wave speed with the limiting characteristic value. For simplicity assume \( u_0 = 0 \) in 2.2.10, so that we consider only the influence of \( \partial \rho_0 / \partial x \neq 0 \). Evidently, for finite \( k \),
so that the velocity of a monochromatic wave is greater than 
\[ a_0 = \lim_{k \to \infty} \frac{\omega}{k}. \]
However, the group velocity for a signal with dominant wave number \( k \) is given by the formula
\[ V_g = \frac{d\omega}{dk} = \pm a_0 \left[ 1 + \left( \frac{\partial p_0/\partial x}{\gamma p_0 k^2} \right) \right]^{-1/2} \]
and is always less than \( a_0 \) for finite \( k \).

The fact that the finite frequency group velocity is less than the limiting or characteristic value in this particular case is something which one might anticipate in general from the following reasoning. Suppose the governing equations are such that they have real characteristic lines. If we now consider a process in which a localized signal is suddenly imposed on the flow—as a boundary value, for example—then we expect the signal to propagate through the medium in such a fashion that it always remains localized. Therefore, the boundary of the signal will describe a path on one side of which is undisturbed fluid and on the other side of which the fluid is disturbed in some degree. But such a line is precisely a characteristic line since it admits a change in analytic properties from one side to the other. Accordingly, we expect the characteristic lines to represent the maximum propagation rates of localized signals—indeed independently of the underlying dispersive mechanisms. By its very nature a single monochromatic wave cannot represent a localized signal—it extends throughout all space. Accordingly, the fact that the phase velocity \( \omega/k \) exceeds \( a_0 \) in general is not a cause for concern. The relevant quantity in respect to the propagation of a wave packet is the group velocity which, as we have seen in 2.2.12 in particular, is always expected to be less than \( a_0 \).

The physical significance of the group velocity as the rate of propagation of a wave packet or isolated polychromatic signal is emphasized not only in problems of sound transmission through a gas but also in problems of structural mechanics and electrodynamics.

Equation 2.2.9 has been shown to yield a wave velocity for a single Fourier component which becomes equal to the characteristic wave speed in the limit of very high frequencies. Since \( \lim_{\omega \to \infty} (\omega / k) \) exists it follows by L'Hospital's rule that \( \lim_{\omega \to \infty} (\omega / k) = \lim_{\omega \to \infty} (\delta \omega / \delta k) \).

Thus, the group velocity will also tend to the characteristic value in the limit of high frequencies. We could have seen this from 2.2.12, of course, but the present argument does not require \( u_0 = 0 \) as was assumed in the derivation of 2.2.12.

The equality of the high frequency monochromatic wave speed and the characteristic wave speed is a result of very general validity and is not confined to the particular example we have been considering here. Proofs of the equality for the case of systems of quasi-linear partial differential equations with two independent variables have been given by Gough\(^{28}\) and by Ramshaw and Trapp\(^{29}\).

2.3 Speed of Sound in Real Gases

The preceding sections have shown that signal propagation in an ideal fluid can be given an unequivocal meaning if the fluid is initially uniform and at rest and if the strength of the signal does not appreciably affect the equilibrium of the fluid. Dispersion, or a dependence of wave speed on frequency, arises when the flow is non-uniform and therefore when the fluid departs significantly from an equilibrium state during the passage of a signal. In the event of significant departures from equilibrium, an unequivocal definition of signal speed can still be established in terms of the high frequency limit for monochromatic waves which is also the speed of propagation of discontinuities of the derivatives of the state variables. For signals which have a finite frequency content which is clustered about some dominant value, the propagation rate may be defined as the group velocity which is not expected to exceed the high frequency wave speed.

In real gases dispersion arises when the initial condition is uniform and quiescent and the amplitude of the signal is small. In section 2.3.1 we will consider the effects of viscosity and thermal conductivity, and in 2.3.2 we will consider the influence of departures from equilibrium of the internal degrees of freedom with particular reference to the finite rates of reaction of a mixture of gases.

\(^{28}\) Gough, P. S.
"Fundamental Investigation of the Interior Ballistics of Guns"
Naval Ordnance Station, Indian Head, MD
IHCR 74-1
1974

\(^{29}\) Ramshaw, J. D. and Trapp, J. A.
"Characteristics, Stability and Short-Wavelength Phenomena in Two-Phase Flow Equation Systems"
ANCR-1272
1976
We consider only gases. The dispersive mechanisms particular to condensed phases are discussed in References 30 and 31, to name two examples. Also, because our interest is confined to an unloading wave, we do not consider the processes associated with finite waves of discontinuity, namely, shock waves. We do note, however, that due to the fact that shocks involve finite changes of state over a period of time comparable to the mean free time between molecular collisions, departures from thermodynamic equilibrium can be considerable. Studies of the structure of shock waves therefore provide a useful means of determining the internal relaxation times of both inert and reacting gases.32

2.3.1 Effects of Viscosity and Thermal Conductivity

To consider the effects of viscosity we must extend the mechanical constitutive law so as to recognize that the force exerted on a fluid element by its neighbors is represented by a tensor $\sigma_{ij}$ rather than the scalar $p$. Then, using $p$ to denote the pressure given by the equilibrium equation of state based on the instantaneous density and temperature, we have 25,26,30

$$\sigma_{ij} = (-p + \lambda \frac{\partial u_k}{\partial x_k}) \delta_{ij} + \mu (\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i})$$ 2.3.1

Here we have used $\mu$ and $\lambda$ to represent the first and second coefficients of viscosity, $\delta_{ij}$ is the Kronecker delta, $u_i$ is a velocity component and $x_i$ is the corresponding Cartesian coordinate. The repeated index indicates a sum. In accordance with the conventions of continuum mechanics, the tensile stress is taken to be positive. The coefficient $\mu$ defines the resistance of the fluid to deformation, and 2.3.1 asserts that the shear stress is proportional to the deformation rate. The effective pressure is given by

$$p_{\text{eff}} = -\frac{1}{3} \sigma_{kk} = p - (\lambda + \frac{2\mu}{3}) \frac{\partial u_k}{\partial x_k}$$ 2.3.2

---

30 Malecki, I.  
"Physical Foundations of Technical Acoustics"  
Pergamon Press 1967

31 Hueter, T. F. and Bolt, R. H.  
"Sonics"  
John Wiley and Sons, NY 1955

32 Greene, E. F. and Toennies, J. P.  
"Chemical Reactions in Shock Waves"  
Academic Press 1964
According to Stokes' hypothesis, no friction is associated with a pure dilatation so that $p_{\text{eff}} = p$ and therefore

$$\mu' = \lambda + \frac{2\mu}{3} = 0 \quad 2.3.3$$

Sometimes the quantity $\mu'$ rather than $\lambda$ is referred to as the second coefficient of viscosity.\(^{33}\) In general $\mu'$ is not zero. However, a nonzero value of $\mu'$ is associated with a finite rate of equilibration of the internal degrees of freedom and may therefore be regarded as part of the discussion of the next section. If 2.3.3 is used in 2.3.1, we have

$$
\sigma_{ij} = - (p + \frac{2\mu}{3} \frac{\partial u_k}{\partial x_k}) \delta_{ij} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) 
$$

2.3.4

The use of this constitutive law leads to the following equation for the one-dimensional propagation of small amplitude disturbances through an initially quiescent and uniform gas\(^{30}\)

$$\frac{\partial^2 u}{\partial t^2} = \alpha \frac{\partial^2 u}{\partial x^2} + \frac{4\mu}{3\rho} \frac{\partial^2 u}{\partial x^2 \partial t} \quad 2.3.5$$

which may be compared with the inviscid result 2.1.9. The substitution of a monochromatic Fourier component $e^{i(kx - \omega t)}$ yields\(^{30}\)

$$\text{Re} \left( \frac{\omega}{k} \right) = \frac{\omega}{\alpha} \left\{ \frac{2(1 + Q^2)}{(1 + Q^2)^{1/2} + 1} \right\}^{1/2} \quad 2.3.6$$

as the phase velocity where

$$Q = \frac{4\mu}{3\rho} \frac{\omega}{a_o^2} \quad 2.3.7$$

Since the phase velocity depends on $\omega$ through $Q$, the medium is dispersive. Moreover, $\lim_{\omega \to \infty} \text{Re}(\omega/k) = \infty$ so that the representation of the influence of viscosity by means of 2.3.4 yields signal speeds which are infinite in the limit of high frequencies. The corresponding

\(^{33}\)Zeldovich, Ya. B., and Raizer, Yu. P.
"Physics of Shock Waves and High Temperature Hydrodynamic Phenomena"
Academic Press
1966
characteristic equation is easily seen to be $\frac{dx}{dt} = w$. This follows by replacing $\frac{\partial p}{\partial x}$ by $\frac{\partial p}{\partial x} - \frac{4}{3} \frac{\partial^2 u}{\partial x^2}$ in equation 2.1.2 and applying 2.2.2 to 2.1.2 and 2.1.4.

This analytical detail is of no physical significance. Equation 2.3.6 shows that significant dispersion due to viscosity occurs when $Q = 1$. But if we recall the following approximate relationship between the viscosity $\mu$ and the mean free path $\lambda$:

$$\mu \sim \frac{1}{3} \rho a_0 \lambda$$  \hspace{1cm} 2.3.8

then 2.3.7 shows that a value of $Q = 1$ corresponds to

$$w \sim \frac{a_0}{\lambda}$$  \hspace{1cm} 2.3.9

Thus significant dispersion is associated with wavelengths of the order of the mean free path and with frequencies equal to the collision frequency. These conditions represent boundaries on the regime of validity of the continuum equations, and the inviscid propagation rates may be thought of as correct to within wavelengths one order of magnitude greater than the mean free path.

Apart from the bounds on the regime of physical applicability, we should observe that the mathematical formulation behaves in a reasonably well posed manner due to the influence of the rate of damping of the high frequency components. We find

$$\text{Im}(k) = \left\{ \frac{w}{a_0} \frac{(1 + Q^2)^{1/2} - 1}{2(1 + Q^2)} \right\}^{1/2}$$  \hspace{1cm} 2.3.10

Thus, the damping per unit length becomes $\sqrt{3p/4u}$ in the high frequency limit. While high frequency components of a mathematical solution will propagate at rates which are physically unattainable, they are at the same time sharply damped so that their quantitative influence will be negligible.

The effect of thermal conductivity is somewhat different. If $k_c$ is the coefficient of thermal conductivity, then equation 2.1.3 must be modified as follows

---

34 Sears, F. W.
"Thermodynamics, The Kinetic Theory of Gases, and Statistical Mechanics"
Addison-Wesley 2nd Ed. 1959
where \( T \) is the temperature. If we then consider the perturbation of \( \rho, u, p \) about a quiescent uniform state, using equations 2.1.1, 2.1.2 and 2.3.11, and assume that \( \rho, p, T \) are connected by an ideal gas law, the following dispersion equation is found

\[
\frac{\partial^4}{\partial \xi^4} - \frac{k^2}{a_0^2} \left( \frac{\omega^2}{\theta} + \frac{i \omega}{\theta} \right) + \frac{i \omega^3}{a_0^2 \theta} = 0
\]

where \( \theta = k_c/\rho C_p \) and \( C_p \) is the specific heat at constant pressure. This equation is fourth order and describes both the acoustic wave and an associated thermal wave driven by the induced temperature gradient. The root associated with the thermal wave has a phase velocity which behaves like \( \sqrt{\omega} \) and is accordingly unbounded as \( \omega \to \infty \). This property of 2.3.11 is also seen, of course, from a characteristic analysis. As with the viscous wave, the rate of damping increases with \( \omega \) and the discussion of the high frequency behavior from a mathematical point of view is as given previously in connection with the effect of viscosity.

The behavior of the acoustic root is discussed by Landau and Lifshitz. In the limit of small frequencies \( \omega \ll a_0^2/\theta \) we find \( \mathrm{Re}(\omega/k) \to a_o \) as expected. It is noted that during one period heat is transmitted through a distance \( \sim \sqrt{\theta/\omega} \) which is small compared with the wavelength \( a_0/\omega \), in this limit. On the other hand, at high frequencies \( \mathrm{Re}(\omega/k) \to a_o/\sqrt{\gamma} \) which is the isothermal velocity proposed by Newton. This observation should clarify the comments of Liepmann and Roshko which we quoted in the preamble to this chapter.

The condition \( \omega \sim a_0^2/\theta \) can easily be seen to be equivalent to \( \omega \sim a_o/\lambda \), by using 2.3.8 and assuming the Prandtl number \( \mu C_p/k_c \sim 1 \). Thus, the effects of both viscosity and thermal conductivity may be neglected in respect to the rate of propagation of Fourier components whose wavelength is at least one order of magnitude greater than the mean free path.

2.3.2 Effects of Finite Molecular Relaxation Times

We consider now the influence on the speed sound of the finite rates of equilibration of the internal degrees of freedom of the gas. By the expression internal degrees of freedom we refer not only to the translational, rotational and vibrational motions of individual molecules, but also to their relative number densities, that is to say,
the composition of the gas if more than one species is present. These finite rates of equilibration are intimately connected with the second viscosity coefficient in equation 2.3.1. The influence of the internal degrees of freedom can be analyzed in a general form according to the method of Mandelshtam and Leontovich as described by Landau and Lifshitz. We summarize the method in section 2.3.2.1. In section 2.3.2.2 we discuss the relaxation times associated with the translational, rotational and vibrational degrees of freedom of individual molecules. Then in section 2.3.2.3 we discuss the form of the relaxation time associated with chemical reactions, deducing the general fashion in which the relaxation time depends upon the reaction rate coefficients and the concentrations of the species.

2.3.2.1 The Mandelshtam-Leontovich Theory of Molecular Relaxation Phenomena

We take \( \xi \) to be a state variable with equilibrium value \( \xi_0 \). Near equilibrium, to first order, we may suppose that changes in \( \xi \) are governed by an equation of the form

\[
\dot{\xi} = - \frac{\xi - \xi_0}{\tau}
\]

where \( \tau \), a positive constant, is the relaxation time for the processes which establish the equilibrium value \( \xi_0 \).

Close to a state of thermodynamic equilibrium we may treat the entropy as constant since the perturbations will induce changes in entropy proportional to the squares of the perturbations. Then we may view the state as characterized by the density \( \rho \) and the additional variable \( \xi \). We suppose that all quantities have the time dependence \( e^{i\omega t} \) with suitable complex amplitudes which are fixed locally. Not only \( \rho \) and \( \xi \) but also the equilibrium value \( \xi_0 \) must be considered as varying in time. If \( \xi_0 \) is the value of \( \xi_0 \) in the unperturbed state, we may write \( \xi = \xi_0 + \xi' \) and \( \xi_0 = \xi_0 + \xi_0' \). Then from 2.3.13 we have

\[
\xi' = \frac{\xi_0'}{1 - i\omega \tau}
\]

We view the pressure as a function of \( \rho \) and \( \xi \) so that

\[
\frac{\partial p}{\partial \rho} = (\frac{\partial p}{\partial \rho})_\xi + (\frac{\partial p}{\partial \xi})_\rho \frac{\partial \xi}{\partial \rho}
\]

which, in view of 2.3.14, implies
\[ \frac{\partial p}{\partial \rho} = \frac{1}{1 - i\omega \tau} \left\{ \frac{\partial^2 p}{\partial \rho^2} \frac{\partial \xi}{\partial \rho} + \left( \frac{\partial p}{\partial \xi} \right) \frac{\partial^2 \xi}{\partial \rho^2} - i\omega \tau \frac{\partial^2 p}{\partial \rho^2} \right\} \]  \hspace{1cm} 2.3.16

But the sum of the first two terms within the braces on the right-hand side may be identified as the derivative of \( p \) with respect to \( \rho \) along a path of equilibrium of \( \xi \). Thus, we write 2.3.16 in the form

\[ g \frac{\partial p}{\partial \rho} = \frac{1}{1 - i\omega \tau} (a_e^2 - i\omega a_f^2) \]  \hspace{1cm} 2.3.17

where \( a \) is the equilibrium value of \( \left[ g_0 \frac{\partial p}{\partial \rho} \right]^{1/2} \) and \( a_f = \left[ g_0 \frac{\partial p}{\partial \rho} \right]^{1/2} \) is the frozen value in which \( \xi \) is held constant.

Equation 2.3.17, which applies to a fixed element of fluid, may be viewed as the generalization of 2.1.3 to account for the failure of \( \xi \) to remain in thermodynamic equilibrium. Then equations 2.1.9 and 2.1.11 retain their validity provided we replace \( a_0 \) by \( (g_0 \frac{\partial p}{\partial \rho})^{1/2} \) according to equation 2.3.17. Therefore, the nonequilibrium dispersion law is given by

\[ k = \omega \left\{ \left(1 - i\omega \tau\right)/(a_e^2 - i\omega a_f^2) \right\}^{1/2} \]  \hspace{1cm} 2.3.18

When \( \omega \tau << 1 \), that is to say when the period of oscillation of the wave is long by comparison with the relaxation time, we have the approximate result

\[ k = \frac{\omega a_e^2 + i\omega \tau}{2a_e^3} \left( a_f^2 - a_e^2 \right) \]  \hspace{1cm} 2.3.19

As expected, the phase velocity \( \text{Re}(\omega/k) = a_e \), the equilibrium sound speed. Moreover, the nonzero imaginary part of \( k \) indicates the presence of damping or attenuation of the wave.

For very high frequency waves such that \( \omega \tau >> 1 \), we have the approximate result

\[ k = \frac{\omega a_f^2 + i}{a_f^3} \left( a_f^2 - a_e^2 \right) \]  \hspace{1cm} 2.3.20

Thus, the high frequency wave speed is \( a_f \), the frozen value. The imaginary part of \( k \) is independent of \( \omega \) in the high frequency limit. Comparing with 2.3.19, we see that the attenuation per unit length increases with \( \omega \), reaching the asymptotic value given by 2.3.20. According to Landau and Lifshitz\(^{25}\) the increase is monotonic. It is also noted that \( a_f > a_e \) on account of LeChatelier's principle and also because of the connection between the second viscosity coefficient \( \lambda \) and the difference \( a_f^2 - a_e^2 \), namely,
\[ \lambda = \frac{\tau_\rho}{1 - i\omega \tau} (a_f^2 - a_e^2) \]

2.3.2.1

The foregoing discussion has addressed the influence of a single internal degree of freedom. The generalization to many degrees of freedom is straightforward.\(^{25}\)

2.3.2.2 Translational, Rotational and Vibrational Relaxation Times

We now turn to more specific details of the internal degrees of freedom, following the discussion of Zeldovitch and Raizer.\(^{33}\)

Equilibrium is established most quickly for the translational degrees of freedom. Only a few collisions are required to establish a Maxwellian velocity distribution. The relaxation time for the translational degrees of freedom is of the order of the mean free time which has the value \(\tau_{\text{trans}} \sim 10^{-10}\) sec for air at standard conditions.

The rotational modes of molecules are also quite rapidly equilibrated as is shown in the following table.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Temperature (°K)</th>
<th>(\tau_{\text{rot}}) at 1 atm (sec)</th>
<th>Number of Collisions (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(_2)</td>
<td>300</td>
<td>(2.1 \times 10^{-8})</td>
<td>300</td>
</tr>
<tr>
<td>D(_2)</td>
<td>288</td>
<td>(1.5 \times 10^{-8})</td>
<td>160</td>
</tr>
<tr>
<td>N(_2)</td>
<td>300</td>
<td>(1.2 \times 10^{-9})</td>
<td>9</td>
</tr>
<tr>
<td>O(_2)</td>
<td>314</td>
<td>(2.2 \times 10^{-9})</td>
<td>12</td>
</tr>
<tr>
<td>NH(_3)</td>
<td>293</td>
<td>(8.1 \times 10^{-10})</td>
<td>10</td>
</tr>
<tr>
<td>CO(_2)</td>
<td>305</td>
<td>(2.3 \times 10^{-9})</td>
<td>16</td>
</tr>
</tbody>
</table>

We see that in the regime of interest in the present study it will be reasonable to assume that both translational and rotational equilibrium are always maintained.
Vibrational relaxation is in general a slower process, requiring a large number of collisions as shown in the following table. Extrapolation of these data to other densities may be performed by noting

<table>
<thead>
<tr>
<th>( T ) (°K)</th>
<th>( \tau_{\text{vib}} ) (sec)</th>
<th>Number of Collisions (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen</td>
<td></td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>( 96 \times 10^{-7} )</td>
<td>( 1 \times 10^5 )</td>
</tr>
<tr>
<td>1200</td>
<td>( 41 \times 10^{-7} )</td>
<td>( 5 \times 10^4 )</td>
</tr>
<tr>
<td>1800</td>
<td>( 9.5 \times 10^{-7} )</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
<tr>
<td>2400</td>
<td>( 2.7 \times 10^{-7} )</td>
<td>( 4.5 \times 10^3 )</td>
</tr>
<tr>
<td>3000</td>
<td>( 0.83 \times 10^{-7} )</td>
<td>( 1.6 \times 10^3 )</td>
</tr>
<tr>
<td>Nitrogen</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3000</td>
<td>( 2.1 \times 10^{-6} )</td>
<td>( 4.6 \times 10^4 )</td>
</tr>
<tr>
<td>4000</td>
<td>( 0.67 \times 10^{-6} )</td>
<td>( 1.8 \times 10^4 )</td>
</tr>
<tr>
<td>5000</td>
<td>( 0.27 \times 10^{-6} )</td>
<td>( 0.8 \times 10^4 )</td>
</tr>
</tbody>
</table>

\( \tau_{\text{vib}} \) normalized to density \( n = 2.67 \times 10^{19} \text{ cm}^{-3} \)

that the value of \( \tau_{\text{vib}} \) is proportional to \( \tau_{\text{pol}} \), the collision time which depends inversely on density. In general the value of \( \tau_{\text{vib}} \) varies with temperature according to the law \( \tau_{\text{vib}} \sim T^{-1/3} \), a result predicted theoretically by Landau and Teller.\(^{33}\) Other molecules may relax more slowly. Green and Toennies\(^{32}\) report the value \( \tau_{\text{vib}} = 550 \mu \text{sec} \) for carbon monoxide at 1470°K and 1 atmosphere. They comment that this is the longest value known for any molecule. Carbon dioxide also shows significant dispersion at a frequency of 15 kHz due to vibrational relaxation.\(^{31}\) This frequency corresponds to a value \( \tau_{\text{vib}} = 400 \mu \text{sec} \) at standard atmospheric conditions.
It should be noted that extrapolation of vibrational relaxation times of a given species of molecule into the gun environment must take into account the fact that small traces of different molecules can significantly reduce the number of collisions required to effect equilibration. The following data indicate the influence of various added gases at 1 per cent molar concentration.

<table>
<thead>
<tr>
<th>Added Gas</th>
<th>Primary Gas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cl₂</td>
</tr>
<tr>
<td>None</td>
<td>34000</td>
</tr>
<tr>
<td>A</td>
<td>32000</td>
</tr>
<tr>
<td>He</td>
<td>900</td>
</tr>
<tr>
<td>H₂</td>
<td>780</td>
</tr>
<tr>
<td>CO</td>
<td>230</td>
</tr>
<tr>
<td>CH₄</td>
<td>190</td>
</tr>
<tr>
<td>NH₃</td>
<td>-</td>
</tr>
<tr>
<td>HCl</td>
<td>120</td>
</tr>
<tr>
<td>H₂O</td>
<td>-</td>
</tr>
</tbody>
</table>

2.3.2.2 Chemical Relaxation Times

We may consider a general chemical reaction involving n species Mᵢ as follows

\[ \sum_{i=1}^{n} v_i' M_i \rightleftharpoons \sum_{i=1}^{n} v_i'' M_i \]  \hspace{1cm} 2.3.22

where the \( v_i \) are the stoichiometric coefficients for the reactants in the forward direction and for the products in the reverse direction and conversely for the \( v_i' \). Let \( C_i \) be the molar concentration of \( M_i \) and let \( k_f \), \( k_b \) be the rate coefficients, functions of temperature, for the forward and backward reactions. From the law of mass action we may
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determine the net rate of change of $C_j$ as

$$\frac{d}{dt} C_j = (v''_j - v'_j) \left( \sum_{i=1}^{n} \frac{v'_i}{k_{f_i} \prod C_{i e}^i} - \sum_{i=1}^{n} \frac{v''_i}{k_{b_i} \prod C_{i e}^i} \right) \quad j=1, \ldots, n \quad 2.3.23$$

We now suppose the system to be initially in equilibrium and to be perturbed in the sense of the Mandelshtam-Leontovich theory. Let $C_{j e}$ be the equilibrium values of the concentrations at each step of the perturbation. In general, due to the finite time required for the reaction to proceed, the actual values will differ from $C_{j e}$. We put

$$C_j = C_{j e} + \xi_j \quad j = 1, \ldots, n \quad 2.3.24$$

where $\xi_j$ is understood to be small by comparison with $C_{j e}$. Substituting 2.3.24 into 2.3.23 and expanding to the first order in the $\xi_j$ yields

$$\frac{d}{dt} C_j = (v''_j - v'_j) \left( \sum_{i=1}^{n} \frac{v'_i \xi_i}{k_{f_i} \prod C_{i e}^i} \right) \quad 2.3.25$$

But the equilibrium concentrations satisfy the condition

$$k_{f_i} \prod C_{i e}^i = k_{b_i} \prod C_{i e}^i = \phi \quad 2.3.26$$

so that equation 2.3.25 takes the form

$$\frac{d}{dt} C_j = -(v''_j - v'_j) \phi \left( \sum_{i=1}^{n} \frac{(v'_i - v''_i) \xi_i}{C_{i e}^i} \right) \quad 2.3.27$$

In order that one reaction be sufficient to characterize the composition of a mixture of $n$ species of molecules, we must assume that these $n$ species are formed from exactly $n - 1$ atoms. Then we can form $n - 1$ linear equations in the $C_i$ expressing the conservation of each type of atom. These may be solved to yield
\[ C_j = \alpha_j C_1 + \beta_j \quad j = 1, \ldots, n \]  

where \( \alpha_1 = 1 \) and \( \beta_1 = 0 \) and we choose species 1 so that \( v'_1 - v''_1 \neq 0 \). Then substituting 2.3.24 and 2.3.28 into 2.3.27 yields

\[ \frac{dC_j}{dt} = \frac{C_j - C_j^e}{\tau} \tag{2.3.29} \]

where the relaxation time \( \tau \) is given as

\[ \frac{1}{\tau} = \left(v'_1 - v''_1\right) \left(k_{i=1}^n \frac{v'_1}{C_i^e} \right) \left(\sum_{i=1}^n \frac{\alpha_i}{C_i^e} \left(v'_1 - v''_1\right)\right) \tag{2.3.30} \]

If several reactions must be considered simultaneously, a similar procedure may be followed, except that one will have \( N_R \) equations of the form 2.3.27 where \( N_R \) is the number of independent reactions. From the conservation of atomic species it becomes possible to express all the concentrations in terms of at most \( N_R \) values. There results the linear system \( dC/dt = B\xi \) where \( B \) is a square matrix of order \( N_R \) whose eigenvalues are the reciprocals of the relaxation times.

We note that the foregoing procedure does not provide information concerning the relative values of \( a_e \) or \( a_f \); it merely provides a guide to the frequency domain in which dispersion will occur due to the presence of the chemical reaction. To compute \( a_e \) and \( a_f \) it is necessary to know the complete equation of state in the form \( p = p(\rho, s, C_1, \ldots, C_n) \). Values of the sound speeds can be determined using the BLAKE code, which accounts for real gas effects such as the covolume. Values can also be obtained using the NASA Lewis Thermochemistry Code, but these are based on the assumption that the mixture behaves as an ideal gas.

---
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The effects of finite rate chemistry on the propagation of small disturbances have been considered by Chu\textsuperscript{37} in the case of unsteady, one-dimensional flow and by Clarke\textsuperscript{38} in the case of steady, supersonic, two-dimensional flow around a corner.

Of particular interest here is the solution given by Chu to the problem of the response of a quiescent column of gas, initially in chemical equilibrium, to a unit change in the value of the velocity at one boundary. This change may be thought of as due to the motion of a piston. A Laplace transform is used to determine the solution. By the method of steepest descent an approximate solution for the velocity field is found for values of $t/\tau \gg 1$ and $x/a_f \tau \gg 1$ in the form

$$\delta u = \frac{1}{2}\{1 + \text{erf}\left[\frac{t - x/a_e}{(2(a_f^2/a_e^2 - 1)\tau t)^{1/2}}\right]\}$$

2.3.31

Since the change in the boundary condition is instantaneous, high frequency components are necessarily present. Thus, a front is propagated into the gas with velocity $a_f$. But 2.3.31 shows that the major part of the signal propagates with velocity $a_e$ and that $\delta u$ decreases very rapidly as one proceeds from the position $x = a_e\tau$ towards the front of the disturbance at $x = a_f\tau$.

Accordingly, unless extremely sensitive detection devices are used, we expect the effective rate of signal propagation to approximate $a_e$ rather than $a_f$ provided that the device is located so as to satisfy $x >> a_f\tau$. The same conclusion can be obtained from the dispersion relation 2.3.20 which shows the damping per unit length of high frequency components to be $(a_f^2 - a_e^2)/(2ta_f^3)$. Assuming that $a_f$ differs significantly from $a_e$, the total attenuation at a distance $x$ is $\approx \exp(-x/a_f\tau)$. If $a_f$ is not significantly different from $a_e$, then, of course, the question of the relaxation time is essentially irrelevant.

A relation corresponding to 2.3.31 is deduced by Clarke\textsuperscript{38} in connection with the expansion fan at a sharp corner. The streamwise component of velocity plays the role of time in a supersonic flow. Similar conclusions are deduced.

\textsuperscript{37}Chu, B. T.
"Wave Propagation in a Reacting Mixture"
Proc. 1958 Heat Transfer and Fluid Mechanics Institute
Univ. of California at Berkeley 1958

\textsuperscript{38}Clarke, J. F.
"The Linearized Flow of a Dissociating Gas"
J. Fluid Mech. 7, p. 577 1960
The present discussion has addressed systems which are always close to equilibrium. The propagation of sound in a system which is far from equilibrium has been discussed by Gilbert et al.\textsuperscript{39} and by Ortoleva et al.\textsuperscript{40}

2.4 Speed of Sound in Two-Phase Flow

In the preceding section we considered the departures from ideal behavior associated with molecular structure, and, in reviewing the effects of chemical reactions, we considered the possibility that the fluid was a mixture of two or more species. In the preceding section the different constituents were assumed to be mixed at the molecular level so that a continuum representation of the behavior of the fluid retained its validity for length scales large compared with the mean free path. In the present section we consider mixtures in which heterogeneity is present at the continuum level. That is to say, there may be regions which are large compared with the intermolecular spacing and yet which contain only one or the other of the constituents. We may nevertheless treat such mixtures—suspensions of particles or droplets in a gas, or clouds of bubbles in a liquid—according to a continuum representation. However, the treatment will be strictly valid only for properties of the flow whose length scales are large by comparison with the scale of heterogeneity.

A convenient approach to the determination of governing equations for heterogeneous mixtures consisting of two distinct phases is to average the equations which govern the continuum properties of each of the constituent phases, the average being taken over a region which is large by comparison with the scale of heterogeneity. Alternatively, if the mixture is in motion so that both phases continually sweep past each fixed location, the average may be made with respect to time as is done in the theory of turbulence.\textsuperscript{41} The former approach is described
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by Gough and Zwarts with particular reference to problems of interior ballistics. The latter is discussed by Ishii and is directed towards industrial applications. The two approaches lead to identical sets of macroscopic balance equations in which the state variables are understood to represent averages of the microscopic values. The volume fractions, or fractions of a unit macroscopic volume occupied by each of the phases, are introduced as additional variables which characterize the macroscopic state of the mixture.

Although the two approaches lead to identical balance equations, questions pertaining to the resolution of such necessary constitutive laws as the representation of interphase drag and its functional dependence on the macroscopic state variables do not admit unambiguous answers. The nature of sound propagation in two-phase flow is strongly regime dependent, and varying degrees of controversy attach to the choice of the constitutive laws as we pass from one regime to another.

Accordingly, we do not attempt a complete review of this topic. In view of the objective of this study, we focus our attention on a two-phase flow consisting of a compressible gas in which is suspended a dilute aggregate of small, solid particles. Thus, the results discussed here pertain specifically to the influence on the speed of sound of finely dispersed particulates arising from either incomplete combustion of the propellant or from the presence of additives whose function is other than propulsive. Care must be taken not to extrapolate these results to other types of two-phase flow such as bubbly liquids or flows in which the condensed phase has an appreciable volume loading. We will comment briefly on such cases at the conclusion of the present section.
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The influence of an aggregate of small particles on the speed of sound in a gas has been investigated theoretically by Temkin\textsuperscript{45} and the theoretical findings have been shown to agree very well with experimental measurements of both sound speed and attenuation.\textsuperscript{46} The gas-phase balance equations used by Temkin\textsuperscript{45} are as follows.

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} = 0 \tag{2.4.1}
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + \frac{g_o \partial p}{\rho \partial x} = \frac{nF_p}{\rho} \tag{2.4.2}
\]

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + \frac{p}{\rho c_v} \frac{\partial u}{\partial x} = \frac{nQ_p + nF_p (u - u_p)}{\rho c_v} \tag{2.4.3}
\]

These correspond with 2.1.1, 2.1.2, 2.1.3 respectively, and are clearly balances of mass, momentum and energy, in that order. We have used $T$, the gas-phase temperature; $c_v$, the gas-phase specific heat at constant volume; $n$ the number of particles per unit volume; $F_p$, the velocity-dependent drag per particle; $Q_p$, the heat transfer per particle.

When $F_p$ and $Q_p$ are zero, or when $n$ is zero, 2.4.1 and 2.4.2 are clearly identical with 2.1.1 and 2.1.2. Equation 2.4.3 is equivalent to 2.1.3, in that limit, provided that the gas is calorically perfect, as assumed by Temkin. The gas is also assumed to obey the ideal equation of state $p = \rho RT$ where $R$ is the gas constant.

Equations 2.4.1 through 2.4.3 are applicable only in the limit when the volume fraction of the solid-phase is negligible or, alternatively, when the porosity is sufficiently close to one.
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The particles are assumed to interact with the gas through mechanisms of drag and heat transfer, but are chemically inert. Neither combustion nor vaporization of the condensed phase is considered. The equations governing the solid-phase are

\[ \frac{\partial \rho_p}{\partial t} + \frac{\partial \rho_p u_p}{\partial x} = 0 \]  

\[ \frac{\partial u_p}{\partial t} + u_p \frac{\partial u_p}{\partial x} = - \frac{nF}{\rho_p} \]  

\[ \frac{\partial T_p}{\partial t} + u_p \frac{\partial T_p}{\partial x} = - \frac{nQ_p}{\rho_p C_p} \]

Here we use \( \rho_p \), the total mass of the particles per unit macroscopic volume, \( \rho_p = \rho_{mp} \), where \( \rho_{mp} \) is the mass of a single particle; \( u_p \), the particle velocity; \( T_p \), the particle temperature; and \( C_p \), the specific heat at constant pressure for the particles.

The equation of motion 2.4.5 is appropriate only in the limit in which the density of a specific particle is much greater than that of the surrounding gas. The buoyancy force due to the gas-phase pressure gradient is neglected. Equation 2.4.5 states that the acceleration of a particle is due solely to the velocity-dependent drag. Equation 2.4.6 is an energy balance and incorporates the assumption that the temperature within each particle is uniform at all times. This will be so only if the particles are small and have high thermal conductivity. The energy equation 2.4.6 is quite different from that used in studies of flame-spreading in granular propellant,\(^4\) for example, where the thermally coupled portion of the solid-phase is confined to a thin layer near the surface.

The system of equations is closed by taking the individual particles to be incompressible and by assuming the applicability of very low Reynolds number formulations of the drag and heat transfer, namely,

\[ F_p = 6\pi \mu r_p (u_p - u) \]  

\[ Q_p = 4\pi k_c r_p (T_p - T) \]

where \( r_p \) is the particle radius; \( \mu \) is the viscosity of the gas-phase; and \( k_c \) is the thermal conductivity of the gas-phase.

Corresponding to these forms for the interphase couplings due to
drag and heat transfer are the natural time scales for the respective relaxation phenomena, namely

$$\tau_d = \frac{m_p}{6\pi \nu r_p}$$  \hspace{1cm} 2.4.9

which is the characteristic relaxation time for velocity differences and

$$\tau_t = \frac{C_m}{\nu} \frac{1}{p_c}$$  \hspace{1cm} 2.4.10

which is the characteristic relaxation time for temperature differences.

It may be noted that $\tau_t = (3/2)(C'_m/C_p)Pr \tau_d$ where Pr, the Prandtl number is approximately equal to one for gases. In general, therefore, $\tau_t$ and $\tau_d$ are of the same order of magnitude.

The roles played by $\tau_d$ and $\tau_t$ become especially clear when we now consider a perturbation of the balance equation about a uniform, quiescent state, denoted by subscript 0. The small perturbations are denoted by subscript 1. Then 2.4.5 and 2.4.6 become

$$\begin{align*}
\frac{\partial u_{p1}}{\partial t} &= -(u_{p1} - u_{1})/\tau_d \\
\frac{\partial T_{p1}}{\partial t} &= -(T_{p1} - T_{1})/\tau_t
\end{align*}$$ \hspace{1cm} 2.4.11-12

The similarity to equation 2.3.13 should be noted.

When 2.4.1-2.4.8 are linearized and a Fourier dependence $\exp(ikx - \omega t)$ is assumed for each of the state variables, the condition of solvability for the resulting linear homogeneous system determines $k$ as a function of $\omega$. In the limit when $C_m^2 = \left(n_0 m_p/\rho_0\right)^2 < < 1$, or, in other words, for very low mass concentrations of the solid-phase, it is found that

$$\begin{align*}
\text{Re}(\omega_k) &= a_o \left[ 1 + C_m \left\{ \frac{1}{1 + \omega^2 \tau_d^2} + \frac{(\gamma - 1)(C'_m/C_p)}{1 + \omega^2 \tau_t^2} \right\} \right]^{-1/2} \\
\text{Im}(\omega_k) &= \frac{C_m \omega}{2a_o} \left\{ \frac{\omega \tau_d}{1 + \omega^2 \tau_d^2} + \frac{(\gamma - 1)(C'_m/C_p)}{1 + \omega^2 \tau_t^2} \right\}
\end{align*}$$ \hspace{1cm} 2.4.13-14

where $a_o = (\gamma g_o \rho_o/\rho_0)^{1/2}$ is the speed of sound in the gas, and
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and it will be recalled that \( \text{Re}(\omega/k) \) is the phase velocity while \( \text{Im}(\omega/k) \) is the attenuation per unit length.

From 2.4.13 it follows that the equilibrium and frozen sound speeds may be determined as

\[
a_e = \lim_{\omega \to 0} \text{Re}(\frac{\omega}{k}) = a_0 \left[ 1 + C_m (1 + (\gamma - 1)(C'/C_p)) \right]^{-1/2}
\]

2.4.15

and

\[
a_f = \lim_{\omega \to \infty} \text{Re}(\frac{\omega}{k}) = a_0
\]

2.4.16

Thus, the presence of a very dilute suspension exerts no influence on the rate of propagation of high frequency components. But the damping per unit length satisfies

\[
\lim_{\omega \to \infty} \text{Im}(\frac{\omega}{k}) = \frac{C_m}{2a_0 \tau_d} \left[ 1 + (\gamma - 1)(C'/C_p) \right] \frac{\tau_d}{\tau_t}
\]

2.4.17

while the limit as \( \omega \to 0 \) is evidently zero. Thus, we may expect that a signal consisting of a sudden jump in a boundary value will propagate similarly to that in a reacting mixture as described in the preceding section. The signal front will propagate at \( a_f \) but with ever increasing attenuation due to dissipation, so that the bulk of the signal will propagate at the velocity \( a_e \). As with the case of the chemically reacting flow, the definition of signal speed is unambiguous only if the instrumentation used to detect the signal is allowed to have arbitrarily high sensitivity.

It should be noted that 2.4.17 agrees with the general result 2.3.20 when either mechanical or thermal relaxation is considered as a sole nonequilibrium process.

We should also mention that the mathematical limit \( \omega \to \infty \) is, of course, subject to constraints arising from the validity of the equations. We have already mentioned that the continuum viewpoint is appropriate only for sufficiently large scale and slow processes. Temkin\(^{45}\) also points out that the constitutive relations 2.4.7 and 2.4.8 require for their validity \( \omega T_d \leq 1 \) and \( \omega T_r \leq 1 \), respectively, in addition to the Reynolds number limit \( \text{Re}_p = \rho |u - u_p| r_p/\mu \leq 1 \).

The frozen and equilibrium sound speeds for a two-phase flow in which the compressibility and concentration of each species are significant
are given by Wallis, in connection with a discussion centered on stratified flow. It is easy to show that these relations are also valid for mixtures consisting of interpenetrating phases such as bubbly flow or a flow involving a dense, but dispersed, aggregate of particles, provided that the phases are only coupled mechanically. Using subscripts 1 and 2 to distinguish the two phases, \( \alpha \) to denote the volume fraction, \( \rho \) the density and \( a \) the speed of sound in each medium alone, we have:

\[
a_f^2 = \frac{\alpha_1/\rho_1 + \alpha_2/\rho_2}{\alpha_1/\rho_1 a_1^2 + \alpha_2/\rho_2 a_2^2} \tag{2.4.18}
\]

and

\[
1/a_e^2 = (\alpha_2/\rho_2 + \alpha_1/\rho_1) \left( \frac{\alpha_1}{\rho_1 a_1^2} + \frac{\alpha_2}{\rho_2 a_2^2} \right) \tag{2.4.19}
\]

It should be noted that \( a_f \) lies between \( a_1 \) and \( a_2 \). However, the same is not necessarily true of \( a_e \) which may, in certain cases, be significantly smaller than either \( a_1 \) or \( a_2 \). For example, Eddington reports a velocity of 66 fps for a homogeneous mixture of water and air. In such a mixture, undergoing acoustic vibrations slow enough to maintain mechanical equilibrium between the phases, the propagation rate tends to be controlled by the inertia of the condensed phase and the bulk modulus of the gas-phase.

The reason for the validity of 2.4.18, 2.4.19 in the context of two-phase systems other than stratified flow is due to the fact that neither the frozen nor the equilibrium sound speed depends on the details of the interphase couplings, provided that they are algebraic in nature. If the interphase drag depends on the rate of change of the flow, however, the frozen value may be affected although the equilibrium value will not. The influence of a differential constitutive term on the frozen sound speed is easy to understand from the identification of the frozen value with the characteristic value as discussed in section 2.2.

---

47Wallis, G. B.
"One-Dimensional Two-Phase Flow"
McGraw-Hill 1969

48Eddington, R. B.
"Investigation of Supersonic Phenomena in a Two-Phase (Liquid-Gas) Tunnel"
AIAA J. vol. 8, n. 1, pp. 65-74 January 1970
Further details of the influence of such a differential effect, the virtual mass contribution to drag, may be found in the work of Gough.\textsuperscript{49}

We also note that 2.4.18, 2.4.19 agree with 2.4.16 and 2.4.15, respectively when $a_1 \approx 1$, $a_2 \ll 1$, $c_1 \ll c_2$, $a_2 + \infty$ and when the thermal coupling term involving $C_p/C_p$ in 2.4.15 is neglected.

\textsuperscript{49}Gough, P. S.
"The Flow of a Compressible Gas Through an Aggregate of Mobile, Reacting Particles"
3.0 PROPAGATION OF THE MUZZLE RAREFACTION WAVE

We turn now to a discussion of the behavior of the rarefaction induced by the discharge of the projectile from the gun. Of course, a necessary condition that such a wave travel backwards towards the breech is that the velocity of the projectile be less than the speed of sound in the gas directly behind it at the instant of discharge. If such is the case, then the gas in the vicinity of the muzzle is strongly accelerated by the differential between the in-bore pressure and the relatively low external pressure. As we discussed in chapter 1.0, due to the precursor shock, the external pressure may be higher than atmospheric but it will still be significantly less than the base pressure.

Concurrently with the acceleration of the gas in the vicinity of the muzzle, the expansion wave moves rearward through the barrel. The rearward propagating wave is detected by means of pressure gages mounted on the sidewall of the barrel. From the known spacing between the gages and the time correlation of the pressure gage data, the wave velocity is determined. The speed of sound follows by eliminating the contribution of the motion of the gas to the net measured wave velocity. Then the equation of state of the gas is used to determine the temperature from the speed of sound.

Let us now consider the factors influencing the wave motion in somewhat greater detail. We first discuss qualitative details of the wave structure and subsequently consider quantitative details insofar as we are able at present. The quantitative discussion is centered on a specific ballistic configuration, namely, a 155 mm zone 5 propelling charge.

The qualitative behavior of the muzzle rarefaction is sketched in Figure 3.1. We depict the situation at the instant of muzzle exit, shortly thereafter when the expansion has just reached the centerline, and still later when the expansion wave has traveled rearward a distance of 1 or 2 calibers.

At the instant prior to the exit, the flow consists of an essentially one-dimensional core contained within a thin developing boundary layer at the wall and terminated near the projectile base by a weak radially outward flow, the precise structure of which appears to depend on such geometric details as the magnitude of the gap between the projectile and the tube. Due to the relatively short time associated with

---

Stuhlmiller, J. H. and Ferguson, R. E.
"Calculations of Internal Ballistic Flow with a Projectile to Wall Gap"
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(a) Instant prior to exit

(b) At a time $t = r_{\text{tube}}/a_f$ after muzzle exit

(c) Following establishment of quasi-steady muzzle condition

Figure 3.1 Qualitative Behavior of Muzzle Rarefaction Wave
the internal ballistic event, the boundary layer at the wall is expected to be very thin. Calculations by Shelton et al.\(^{51}\) show the momentum thickness of the developing boundary layer in a 30 mm cannon to be less than 3% of the tube radius. Their calculations were based on data which implicitly assumed a fully developed turbulent structure. It has been suggested by Stuhmiller\(^{51}\) that the time frame involved is, in fact, too short to allow fully developed turbulent structure. This would imply that the effective diffusivity will therefore be less than is assumed in the model of Shelton et al and that the actual boundary layer thickness may therefore be less than their estimate. The fraction of the tube occupied by the boundary layer is also expected to vary inversely with the tube diameter.

Accordingly, to a degree of accuracy which exceeds that of other aspects of this problem, we may view the flow at the instant prior to muzzle exit as one-dimensional with uniform radial properties.

When the projectile clears the barrel a strong annular expansion is propagated into the tube while the emerging gas expands outwards and around the projectile, initiating the air shock or blast wave as discussed in chapter 1.0. During the period immediately after the discharge of the projectile, the muzzle rarefaction has considerable two-dimensional structure. It travels rearwards at an absolute velocity equal to \(u - a\), where \(u\) is the gas velocity, and inward with the velocity \(-a\). Since the change in pressure at the lip of the tube is, in principle, instantaneous, the rarefaction is a characteristic wave and the leading edge travels at the frozen speed of sound. We have therefore used the symbol \(a^f\) in Figure 3.1 (b) to denote the wave front.

As the wave travels rearward, the front tends to become planar and the relaxation wave becomes one-dimensional. Behind the leading edge, which travels with the frozen speed of sound, is a region of dissipation in which the internal modes of the gas adjust to the suddenly imposed change of state and also, possibly, in which two-phase dissipative processes are at work. Some distance behind the frozen wave front is the equilibrium wave which will tend to convey the signal with much greater strength than the frozen wave, particularly as the time of passage becomes large compared with the relaxation times of the various internal and two-phase departures from local equilibrium.

Ideally, with perfect mechanical tolerances, the discharge would be a truly instantaneous event. The frozen wave speed would therefore involve freezing of the rotational and vibrational degrees of freedom of the individual molecules as well as of the overall composition. We may already anticipate from the discussion of chapter 2.0 that the relaxation time of the rotational modes is so short that very little of

\(^{51}\) Shelton, S., Bergles, A., and Saha, P. 
"Study of Heat Transfer and Erosion in Gun Barrels" 
AFATL-TR-73-69 
March 1973
the signal energy is likely to be present in the completely frozen front as it passes successive gage locations. In order to confirm this point and to assess the roles of the other nonequilibrium processes, we now consider a specific numerical example.

The following table specifies the composition of the gas at the muzzle as computed using the BLAKE code for a 155 mm zone 5 propelling charge.

<table>
<thead>
<tr>
<th>Composition of Gas at Muzzle of 155 mm Gun</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>20.44 gm-mol/kgm</td>
</tr>
<tr>
<td>H₂</td>
<td>9.44</td>
</tr>
<tr>
<td>H₂O</td>
<td>4.55</td>
</tr>
<tr>
<td>N₂</td>
<td>4.40</td>
</tr>
<tr>
<td>CO₂</td>
<td>4.18</td>
</tr>
<tr>
<td>CH₄</td>
<td>0.61</td>
</tr>
<tr>
<td>KOH</td>
<td>0.12</td>
</tr>
<tr>
<td>Others</td>
<td>&lt; 0.09</td>
</tr>
</tbody>
</table>

The mixture is characterized by the following values.

| Pressure: | p = 19.0 MPa |
| Density: | ρ = 0.0346 gm/cm³ |
| Temperature: | T = 1450°K |
| Ratio of Specific Heats | γ = 1.279 |
| Molecular Weight: | M_w = 22.818 gm/gmol |
| Covolume: | b = 1.17 |

52 Keller, G.
Private Communication
From these data we may determine the isentropic sound speed—
with rotational and vibrational equilibrium, but with frozen composition—
according to the formula

\[ a = \left\{ \frac{\gamma g_e p}{1 - b_p} \right\}^{1/2} \]  

which yields \( a = 857 \text{ m/sec} \). The viscosity may be estimated from the
Sutherland formula

\[ \mu = 0.1340(T/298)^{1.5}/(T + 110) \]  

which yields \( \mu = 9. \times 10^{-4} \text{ gm/cm-sec} \). From equation 2.3.8 we may
estimate the mean free path as \( \lambda \sim 9.33 \times 10^{-7} \text{ cm} \), and taking the average
translational velocity to be equal to the speed of sound yields the
mean free time \( \tau_{\text{trans}} \sim 10^{-11} \text{ sec} \). Therefore, relaxation of the distri-
bution of translational velocities to a Maxwell distribution occurs in a
characteristic time of the order of \( 10^{-11} \text{ sec} \). From the discussion of
section 2.3.2.2 we see that rotational relaxation of \( \text{H}_2 \) requires approxi-
mately 300 collisions so that \( \tau_{\text{rot}} \sim 3 \times 10^{-9} \text{ sec} \) for the muzzle exit
conditions. The vibrational relaxation time of carbon monoxide, a
significant constituent in the present example, may be estimated as
\( \tau_{\text{vib}} \sim 3 \times 10^{-6} \text{ sec} \). This value follows from the cited value of
\( \tau_{\text{vib}} \sim 5.5 \times 10^{-4} \text{ sec} \) at 1 atmosphere and the inverse dependence on
pressure, the present example involving a pressure of 188 atmospheres.
This value \( \tau_{\text{vib}} \sim 3 \times 10^{-6} \text{ sec} \) is likely to represent an upper bound for
all the constituents since carbon monoxide is known to relax slowly, and,
moreover, we have not considered the reduction in \( \tau_{\text{vib}} \) which follows
from the presence of other molecules, as discussed in section 2.3.2.2.

The estimation of the chemical relaxation time is complicated
by the large number of possible reactions which may occur and also
by the state of knowledge of the reaction rates. To estimate the
approximate magnitude of the chemical relaxation time and also the
degree of uncertainty which attaches to the estimate, we consider
one overall reaction, the so-called water-gas reaction

\[ \text{CO}_2 + \text{H}_2 \rightarrow \text{CO} + \text{H}_2\text{O} \]  

and we consider two alternative paths to the computation of the
relaxation time for this reaction.
We consider first an overall Arrhenius form for the reaction which has been tabulated by Westley\textsuperscript{53} as

\[ k_f = A T^B \exp (-E/RT) \]  
\[ 3.4 \]

with \( A = 10^9 \), \( B = 0.5 \), \( E/R = 7550 \) in gmol, cm, sec, °K units, valid from 1500-2500°K with range of uncertainty \( 0.3k_f < k < 3.2k_f \) where \( k \) is the actual value and \( k_f \) is as given by 3.4.

We use Equation 2.3.30, evaluating the stoichiometric coefficients \( v_1^i \) and \( v_2^i \) from 3.3 and the \( a_1 \) from separate balances of C, O and H. Then, using \([ \] \) to denote molar concentration we have

\[ \frac{1}{\tau_{wg}} = k_f [\text{CO}_2][\text{H}_2] \left\{ \frac{1}{[\text{CO}_2]} + \frac{1}{[\text{H}_2]} + \frac{1}{[\text{CO}]} + \frac{1}{[\text{H}_2\text{O}]} \right\} \]  
\[ 3.5 \]

Using the BLAKE code results for the molar quantities per kgm and the mixture density of 0.0346 gm/cm\(^3\) determines the molar concentrations. Equation 3.4 yields the value of \( k_f \) at 1450°K and then Equation 3.5 yields

\[ \tau_{wg} = 5.7 \ \mu\text{sec} \]  
\[ 3.6 \]

An alternative estimate of the relaxation time may be made using data supplied by Brupbacher et al\textsuperscript{54} who measured the approach to equilibrium of the reaction

\[ \text{D}_2 + \text{CO}_2 \rightarrow \text{CO} + \text{D}_2\text{O} \]  
\[ 3.7 \]

\textsuperscript{53}Westley, F.  
"Table of Recommended Rate Constants for Chemical Reactions Occurring in Combustion"  
NSRDS-NBS67  
April 1980

\textsuperscript{54}Brupbacher, J. M., Kern, R. D. and O'Grady, B. V.  
"Reaction of Hydrogen and Carbon Dioxide Behind Reflected Shock Waves"  
J. Phys. Chem. vol. 80, n. 10, pp. 1031-1035  
May 1976

\*The author is indebted to Dr. J. Heimerl of BRL who drew his attention to reference 54 and who provided several useful criticisms of the work discussed in this section.
It was found that

\[ \frac{X_{D_2O}}{X_{D_2O,eq}} = 1 - \exp\left(-k[D_2]^{0.3}[M]^{0.7}t^2\right) \quad 3.8 \]

for \(2275^\circ K \leq T \leq 3860^\circ K\) with \(X = \text{mole fraction}, M = \text{Argon}\) and \(k = 10^{20} \exp\left(-81.4/RT\right) \text{cm}^3\text{-mole}^{-1}\text{s}^{-2}\). The form of Equation 3.8, which was selected to fit the observed overall relaxation process, is somewhat different from that which would be expected from the Mandelshtam-Leontovich formulism. Equation 3.7 evidently involves a characteristic time

\[ \frac{1}{\tau} = (k[D_2])^{0.3}[M]^{0.7} \quad 3.9 \]

If it is assumed that 3.9 is valid for \(H_2\) rather than \(D_2\), for \([M] = [CO_2] + [CO] + [N_2] + [H_2] + [H_2O]\) rather than Argon, and for \(T = 1450^\circ K\), it follows that the water-gas reaction has the relaxation time

\[ \tau_{wg} = 0.44 \text{ msec} \quad 3.10 \]

The estimates of the relaxation time associated with just one possible chemical reaction both yield values larger than those pertinent to the internal molecular modes considered previously, and the second estimate 3.10 is much larger. Corresponding to each relaxation time, we may estimate a relaxation length \(\delta \sim \tau \alpha\), and we summarize the foregoing in the following table.

<table>
<thead>
<tr>
<th>Process</th>
<th>Relaxation Time (sec)</th>
<th>Relaxation Length (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Establish Maxwell Distribution</td>
<td>(10^{-11})</td>
<td>(8.6 \times 10^{-7})</td>
</tr>
<tr>
<td>Equilibrate Rotational Modes</td>
<td>(3 \times 10^{-9})</td>
<td>(2.6 \times 10^{-4})</td>
</tr>
<tr>
<td>Equilibrate Vibrational Modes</td>
<td>(3 \times 10^{-6})</td>
<td>(0.26)</td>
</tr>
<tr>
<td>Equilibrate Water-Gas Reaction</td>
<td>(5.7 \times 10^{-6})</td>
<td>(0.49) (Ref. 53)</td>
</tr>
<tr>
<td></td>
<td>(4.4 \times 10^{-4})</td>
<td>(38.1) (Ref. 54)</td>
</tr>
</tbody>
</table>
Now although we are unable to provide a quantitative estimate of the spectral content of the unloading wave, we may observe from an inspection of typical pressure records that the data resolution limit is \( \pm 2 \times 10^{-5} \) sec. Hence, the relaxation layers for the vibrational, rotational and translational modes will be too thin to be resolved by the instrumentation. Only the relaxation time for the water-gas reaction as estimated from the data of reference 54 is large enough to be resolved experimentally.

From the two estimates of \( \tau_{wg} \) we may draw a number of conclusions. If the estimate based on reference 53 is correct, we could assume the water-gas reaction to be in equilibrium. For, the muzzle velocity is 386 m/sec in the present example, so that the wave speed relative to the gages is approximately 469 m/sec. The distance between the first and the last of the gages is 15 cm so that the wave transit time is 0.32 msec, which is much larger than \( \tau_{wg} \) according to the first estimate. But, according to the second estimate of \( \tau_{wg} \) based on reference 54, we have \( \tau_{wg} \) almost exactly equal to the event time \( \tau_{\text{meas}} \). Hence, if the second estimate is correct, we can expect that the water-gas reaction, at least, would introduce dispersion of the unloading wave, and the effective wave speed would therefore lie between the frozen and equilibrium values. Since we do not know which of the two estimates is closer to the truth, we conclude that wave dispersion due to the finite chemical rates of reaction represents a source of experimental error which can neither be ruled out nor compensated without further study. Moreover, we note that Brupbacher et al. attempted to model the overall reaction 3.7 using a total of eleven elementary reactions. Although the theoretical time dependence was found to accord with 3.8 in a functional sense, the theoretical and experimental rate constants were found to differ markedly. Hence, we conclude that if further study is directed towards the elucidation of the degree of wave dispersion induced by finite rate chemistry, the analysis will be complex and not necessarily fruitful.

Pending such further study, it is concluded that the data reduction scheme must accept as a source of uncertainty the difference between the equilibrium and frozen sound speeds of the mixture. In general, the inversion of the equation of state to deduce the temperature from the speed of sound must be performed twice, first assuming the composition to be frozen, and second, assuming it to be in equilibrium. In the present example it appears that the resulting uncertainty in temperature is 4% or approximately 60°K.

55 Keller, G. E. and Schmidt, E. M.  
"Gun Muzzle Gas Temperature Measurements Using Acoustic Thermometry--A Progress Report"  
Proceedings of the 17th JANNAF Combustion Meeting 1980
So far we have discussed molecular contributions to the dispersion of the unloading wave. But geometrical dispersion will also be present. We observe that the characteristic time for the rarefaction to spread through the exit plane cross section is \( \tau_r = 0.18 \text{ msec} \). The significance of \( \tau_r \) is as follows. The components with frequency \( \omega >> \tau_r^{-1} \) will be strongly attenuated as the unloading wave moves rearward. Such high frequency components will be associated with the initial unloading of the propellant gas at the lip of the tube and will propagate as diverging waves with amplitude decaying in proportion to the distance from the source. Thus, while the high frequency components will not necessarily be strongly damped by the chemical reaction 3.3, they will be damped by geometrical factors. Assuming a fixed level of sensitivity of the instrumentation, it follows that the faster chemically frozen wave will be less susceptible to detection as it propagates rearward subject to strong geometrical dispersion. Accordingly, the apparent speed of sound will decrease from a frozen value near the muzzle to the equilibrium value as it passes successive gages. Unfortunately, we are not in a position to quantify this discussion.

Even when the wave has become essentially one-dimensional, we note that its effect on successive pressure gages decreases with rearward motion. Initially, the pressure drops sharply since the velocity must increase suddenly from \( \sim 0.5 a_f \) to \( \sim a_f \). But as the wave spreads, the adjustment that it imposes on the flow progressively weakens and the inflection of the pressure history at successive gages becomes increasingly difficult to observe. This effect may result in an apparent speed of sound which is less than the equilibrium value.

While the apparent sound speed is expected to decrease with rearward propagation due to chemical and geometrical dispersion, the influence of the velocity distribution may compensate sufficiently as to produce an apparent increase in the absolute speed of the signal relative to the gun tube. The velocity of the gas decreases as we move rearward so that the absolute wave speed \( u - a \) tends to larger negative values.

The influence of the gas velocity may be eliminated from the observed absolute wave speed by means of the following argument which is offered as an alternative to the method used by Schmidt.\textsuperscript{1} To a high degree of approximation, the gas velocity distribution varies linearly between the value 0 at the breech and the value \( \dot{x}_p(t) \) at the base of the projectile \( x_p(t) \). Thus

\[
u(x,t) = \frac{\dot{x}_p(t)}{x_p(t)}
\]

3.11
This relation which applies throughout the barrel prior to the discharge of the projectile* will continue to apply, following muzzle exit, to that portion of the gas which has not yet been influenced by the unloading wave. We have merely to continue the values of $X_p$ and $\dot{X}_p$ in time as though the projectile were still subject to propulsion. Using a subscript $m$ to denote muzzle conditions, we can write the following approximate relations for $X_p$ and $\dot{X}_p$ when $t \geq t_m$, the muzzle exit time:

\[
\begin{align*}
\dot{X}_p &= \dot{X}_{pm} + \left(\frac{A_p g_o}{M_p}\right)(t - t_m) \\
X_p &= X_m + \dot{X}_{pm}(t - t_m) + \frac{1}{2}\left(\frac{A_p g_o}{M_p}\right)(t - t_m)^2
\end{align*}
\]

where $A$ is the tube area and $M_p$ is the mass of the projectile.

An additional point to consider in respect to this form of acoustic thermometry is that the temperature measurement is confined to a sample of gas within one or two calibers from the base of the projectile at the instant of muzzle exit. Yet the temperature in this location may differ appreciably from the values obtained throughout the bulk of the tube. Since the air blast is dependent not only on the initial energy flux, but on the entire history of the energy flux, the acoustic thermometric value may not be appropriate as a means of characterizing the likelihood of the charge to exceed a certain threshold of blast intensity or to induce secondary combustion in the atmosphere. Unfortunately, the deviation of the temperature near the projectile base from the space-mean value throughout the tube may be either to higher or to lower values, and, in fact, is dependent on the detailed distribution of the solid propellant during the combustion cycle.

In the present instance, a numerical solution of the two-phase reacting mixture equations by means of the NOVA code\textsuperscript{56} indicates that the temperature takes the value $1705^\circ K$ for a distance of 2-3 calibers behind the projectile. The remainder of the gas is generally a good deal cooler, being approximately at $1440-1550^\circ K$. A similar phenomenon has been predicted by Heiser and observed experimentally by Klingenberg.\textsuperscript{57}

\textsuperscript{56}Gough, P. S.  
IHCR-80-8  
December 1980

\textsuperscript{57}Klingenberg, G. and Mach, H.  
"Experimental Study of Non-Steady Phenomena Associated with the Combustion of Solid Gun Propellants"  
16th Symposium on Combustion, MIT  
August 1976

* The distribution 3.11 may fail to be realized very early in the ballistic cycle when the propellant is being ignited. But it will apply as the projectile approaches the muzzle, even if the propellant is not entirely consumed.
The spatial variation of temperature is a result of nonuniform heat addition, and it is easy to see that, depending on the detailed history of heat addition near the base of the projectile, the temperature at muzzle exit can be either elevated or depressed relative to the bulk value.

Thus far, we have said nothing concerning the influence of a dispersed particulate phase. In the present example the propellant is found to be completely consumed. For the sake of completeness, however, we will briefly consider the magnitude of the relaxation time $\tau_d$ due to the drag exerted by very small particles. We will be assuming that the interphase drag is therefore in the viscous-dominated regime, and these results will not be applicable to flows involving large propellant grains which are but fractionally burnt. In the same regime of small, dispersed particles we will also examine the values of the frozen and equilibrium sound speeds as a function of particle concentration.

From Equation 2.4.9 with the arbitrary assumption that the particle density is 1 gm/cm$^3$ we see that $\tau_d = (2/9)(r_p^2/\mu)$, and as computed previously, the value of $\mu \sim 9 \times 10^{-4}$.

Thus, we have the following table of values of $\tau_d$ as a function of $r_p$, the particle radius.

<table>
<thead>
<tr>
<th>$r_p$ (cm)</th>
<th>$\tau_d$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-4}$</td>
<td>$2.47 \times 10^{-6}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$2.47 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$2.47 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>$2.47$</td>
</tr>
<tr>
<td>$1$</td>
<td>$2.47 \times 10^2$</td>
</tr>
</tbody>
</table>

Accordingly, only particles smaller than $10^{-3}$ cm can be expected to remain in mechanical equilibrium for an unloading wave of the type considered in the present chapter. The millimeter and centimeter sized particles are included in the table only for interest's sake. Particles of those sizes would almost certainly require consideration of high Reynolds number drag.
We turn now to the influence of particle concentration on the frozen and equilibrium speeds of sound. Using subscript 1 to refer to the gas and subscript 2 to refer to the particles, we will assume \( \alpha_1 \approx 1, \alpha_2 \ll 1, \rho_2 \gg \rho_1 \) and \( \alpha_2 \gg \alpha_1 \). Then Equations 2.4.18 and 2.4.19 take the approximate forms:

\[
a_f/a_1 \approx (1 + \frac{\alpha_2 \rho_1}{\rho_2} (1 - \frac{a_1^2}{a_2}))^{1/2}
\]

\[
a_e/a_1 \approx (1 + \frac{\alpha_2 \rho_2}{\rho_1})^{-1/2}
\]

Evidently, when \( \alpha_1 = \alpha_2 \) we have \( a_f/a_1 = 1 \), so that a conservative estimate of \( a_f \) may be made with \( a_2 \to \infty \) whereupon

\[
a_f/a_1 \approx (1 + \frac{\alpha_2 \rho_2}{\rho_2})^{1/2}
\]

In the present example \( \rho_1 = 0.0346 \text{ gm/cm}^3 \) and, to be consistent with the calculations of \( \tau_d \), we will suppose \( \rho_2 = 1 \text{ gm/cm}^3 \). Then we may construct the following table of values of \( a_f/a_1, a_e/a_1 \) as a function of the concentration by volume \( \alpha_2 \) of the particles.

<table>
<thead>
<tr>
<th>( \alpha_2 )</th>
<th>( a_f/a_1 )</th>
<th>( a_e/a_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-3} )</td>
<td>1.0000</td>
<td>0.986</td>
</tr>
<tr>
<td>( 10^{-2} )</td>
<td>1.0002</td>
<td>0.881</td>
</tr>
<tr>
<td>( 10^{-1} )</td>
<td>1.0017</td>
<td>0.507</td>
</tr>
</tbody>
</table>

Evidently, the frozen wave speed is hardly affected at all by the presence of particles with volume concentration as large as 0.1. On the other hand, the equilibrium wave speed may be sharply reduced. Of course, a concentration of 0.1 is likely to be associated with centimeter sized particles for which the relaxation time may be so large that the equilibrium condition is not relevant to the measurement. If discharges involving high volume concentrations of solids are of interest, the NOVA code may be used to simulate the unloading event. The full nonlinear solution may be determined, including the effects of Reynolds number dependent drag, virtual mass effect and gas-phase discharge conditions.
4.0 CONCLUSIONS

In the present study we have considered certain sources of error which attach to the determination of the temperature of the propellant gas at muzzle exit from measurements of the speed of the unloading wave. The accuracy with which the equation of state itself is known has not been addressed. The sources of error considered here have been associated with the finite rates of equilibration of the internal modes of the gas, the presence of dispersed particulates, and the lack of uniformity of the properties of the flow.

For a particular example, involving no particulates, it has been concluded:
(1) The translational, rotational and vibrational modes of the gas are in equilibrium as far as the unloading wave is concerned.
(2) It is uncertain whether the composition of the gas is frozen or in equilibrium during the unloading event. Inversion of the equation of state to deduce the temperature of the gas from the speed of sound yields values which differ by 4% or approximately 60°K when the chemistry is first assumed to be frozen and subsequently to be in equilibrium.
(3) A computer simulation based on a two-phase interior ballistic model shows that the temperature is anomalously high near the projectile base. A temperature of \(\sim 1705^\circ\text{K}\) is predicted for a region extending 2-3 calibers behind the projectile while the balance of the gas is cooler, being at 1440-1550°K. Hence, a determination of the temperature near the muzzle will yield an anomalously high value relative to that in the bulk of the gas in the particular example considered here.
(4) The geometrical dispersion due to the two-dimensional geometry of the unloading wave is too complicated to quantify as a source of error without further study.

With regard to the general application of the technique considered here, we conclude as follows:
(1) Pending further analysis, which would certainly be complex, it appears that the equation of state must be inverted, in general, first on the assumption that the chemistry is frozen and second that it is in equilibrium. The resulting difference in temperature must be accepted as an experimental uncertainty.
(2) Because the propagation of the unloading wave is studied in a region of gas adjacent to the projectile base, there is a strong possibility that the temperature deduced from such data will differ significantly from that in the bulk of the propellant gas. The deviation may be to higher or lower values and depends on the detailed history of the distributed heat release of the propellant. Caution should therefore be exercised in respect to:
(a) The use of the measured temperature to predict the probability and intensity of secondary combustion.

(b) Comparisons between the measured temperature and predictions made using lumped parameter interior ballistic codes.
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Nomenclature

\( a \)  Speed of sound

\( b \)  Covolume

\( C_i \)  Molar concentration

\( C_v \)  Specific heat at constant volume

\( C_p \)  Specific heat at constant pressure

\( F_p \)  Drag force exerted on gas by single particle

\( g_o \)  Constant to reconcile units of measurement

\( \text{Im} \)  Imaginary part of complex number

\( k \)  Wave number

\( k_c \)  Thermal conductivity

\( n \)  Number of particles per unit volume

\( p \)  Pressure

\( \text{Re} \)  Real part of complex number

\( r_p \)  Radius of a particle

\( s \)  Entropy

\( T \)  Temperature

\( t \)  Time

\( u \)  Velocity

\( x \)  Position

Greek Symbols

\( \alpha_i \)  Volume fraction of phase \( i \)

\( \gamma \)  Ratio of specific heats
$\lambda$  Second viscosity coefficient
$\mu$  First viscosity coefficient
$v',v''$  Stoichiometric coefficients
$\xi$  Arbitrary internal variable
$\rho$  Density
$\sigma$  Stress tensor
$\tau$  Relaxation time
$\phi$  Fourier component
$\phi$  Fourier amplitude
$\omega$  Frequency
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<td></td>
<td>Dept. of Mechanical Engineering</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: K. Kuo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>University Park, PA 16802</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Purdue University</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>School of Mechanical Engineering</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: J. R. Osborn</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TSPC Chaffee Hall</td>
<td></td>
</tr>
<tr>
<td></td>
<td>West Lafayette, IN 47906</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rensselaer Polytechnic Inst.</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Department of Mathematics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Troy, NY 12181</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rutgers University</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Dept. of Mechanical and Aerospace Engineering</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: S. Temkin</td>
<td></td>
</tr>
<tr>
<td></td>
<td>University Heights Campus</td>
<td></td>
</tr>
<tr>
<td></td>
<td>New Brunswick, NJ 08903</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRI International</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Propulsion Sciences Division</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: Tech Library</td>
<td></td>
</tr>
<tr>
<td></td>
<td>333 Ravenswood Avenue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Menlo Park, CA 94025</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stevens Institute of Technology</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Davidson Laboratory</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: R. McAlevy, III</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hoboken, NJ 07030</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Los Alamos Scientific Lab</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: Thomas D. Butler MS B126</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M. Division, B. Craig</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P. O. Box 1663</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Los Alamos, NM 87545</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Los Alamos Scientific Lab</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: Thomas D. Butler MS B126</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M. Division, B. Craig</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Los Alamos, NM 87545</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aberdeen Proving Ground</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dir, USAMSAA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: DRXSY-D</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DRXSY-DRXSY-•MP, H. Cohen</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cdr, USATECOM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: DRSTE-TO-F</td>
<td></td>
</tr>
<tr>
<td></td>
<td>STEAP-•MP, S. Walton</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G. Rice</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D. Lacey</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C. Herud</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dir, HEL</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: J. Weisz</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dir, USACSL, Bldg. E3515, EA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTN: DRDAR-CLB-PA</td>
<td></td>
</tr>
</tbody>
</table>
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Please take a few minutes to answer the questions below; tear out this sheet, fold as indicated, staple or tape closed, and place in the mail. Your comments will provide us with information for improving future reports.

1. BRL Report Number________________________________________________________

2. Does this report satisfy a need? (Comment on purpose, related project, or other area of interest for which report will be used.)
   _______________________________________________________________________
   _______________________________________________________________________
   _______________________________________________________________________

3. How, specifically, is the report being used? (Information source, design data or procedure, management procedure, source of ideas, etc.)
   _______________________________________________________________________
   _______________________________________________________________________
   _______________________________________________________________________

4. Has the information in this report led to any quantitative savings as far as man-hours/contract dollars saved, operating costs avoided, efficiencies achieved, etc.? If so, please elaborate.
   _______________________________________________________________________
   _______________________________________________________________________
   _______________________________________________________________________

5. General Comments (Indicate what you think should be changed to make this report and future reports of this type more responsive to your needs, more usable, improve readability, etc.)
   _______________________________________________________________________
   _______________________________________________________________________
   _______________________________________________________________________

6. If you would like to be contacted by the personnel who prepared this report to raise specific questions or discuss the topic, please fill in the following information.

   Name:______________________________________________

   Telephone Number:__________________________________

   Organization Address:_________________________________