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The intent of this study is to investigate the per-
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inputs.
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3 Abstract

The optimization of the three gains of a third-order
baro-inertial vertical channel has been formulated as a
stochastic optimal control problem, with the objective
of minimizing the mean squared altitude error due to the
noise induced altitude error and a disturbance of known
magnitude.

For a vehicle carrying out a TERCOM-update immediately
following a vertical descent, and being subjected to a
disturbance input to the vertical channel, optimum gains
are presented and the performance is analyzed through a
simulated flight in a Monte Carlo analysis. Performance
comparisons between the optimized gains and the classical
gains are also presented. The results show a significant
performance improvement over the classical gains for a

vehicle carrying out the TERCOM-update.
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INVESTIGATION OF A THIRC-ORDER

BARO-DAMPED VERTICAL CHANNEL OF INS

I. Introduction

Background

The development of highly accurate, self-contained

inertial navigation systems (INS) has been one of the
major engineering accomplishments of the past fifty years.
In the simplest terms, an inertial navigation system is
one which uses Newton’'s law of motions and a set of
initial conditions to determine continuously the velocity,
position and attitude of the vehicle in which it is con-
tained. The first aircraft navigation systems were pri—
marily two-channel systems that provided horizontal
navigation data (Refs 1,2,3). Inertial navigators using

three channels were introduced with the advent of the

missile and space era. In addition, the value of
inertially derived altitude and vertical velocity was
recognized in aircraft and missile applications involving
low-level flights and precision weapon delivery (Ref 4).
Recently, the vertical channel performance has
become important for a different reason. Long flights
require some navigation update to counter the long term

INS drifts. For cruise missiles, a position update has

been developed based on pattern recognition of the terrain
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altitude profile. To measure this altitude profile, a
radar altimeter measures terrain clearance while a constant
altitude flight path is maintained. The constant altitude
flight path depends on the indicated altitude from the

INS. Clearly, INS errors directly corrupt the TERCOM
(Terrain Contour Mapping) data. For this reason, accurate
altitude tracking by the INS is of critical importance
during the data taking period of TERCOM.

If one analyzes the error behavior of a local-level
inertial navigation system, one finds that, given the
Schuler, the Foucault and the 24-hour oscillations, the
horizontal axes (east, north) display a stable navigation
error behavior, while the vertical channel is unstable
(Ref 5); that is to say, the vertical velocity and posi-
tion errors increase exponentially with the passage of
time (Appendix A). This instability is due to the calcu-
lation of the gravity correction; an accelerometer measures
all the accelerations to which the vehicle is subjected
with the exception of acceleration due to gravity. When
INS acceleration is estimated by adding measured specific
force to gravity computed from a gravity model, an error
feedback is established due to evaluating the gravity model
with an imperfect position estimate. In the vertical
channel, this feedback is positive; that is, a positive
vertical position error creates a positive vertical accel-

eration error. The essentially unstable nature of such a

- . N o . . - . -L.k.___kl--“
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vertical channel mechanizatioin results in errors which
grow exponentially with an approximate ten minute time
constant (Ref 5). Thus, for a typical navigation flight,
the vertical channel needs to be stabilized by some exter-
nal altitude reference, usually barometric altimeter data.
Unfortunately, as normally implemented, this method has
one small drawback. The time constant associated with a
barometric altimeter is very large, which means that
through prolonged descent or turns, the vertical channel
inherits an error which can persist for as long as two
minutes. This error can degrade weapon delivery, especially
upon reattack.

A classical approach to improving and stabilizing
the vertical channel is to introduce external altitude
information from, for example, a barometric altimeter.
The baro-damped vertical mechanization has evolved to a
"third-order" mechanization which feeds back two terms to
the vertical acceleration calculation, and one term to
the vertical velocity calculation. The basic difference
between baro-altimeter and the INS altiutde is fed back

to the velocity calculation with a gain of K This

1°
difference is also fed back to the acceleration calcula-

tion with a proportional gain of K2 and an integral gain

of K3.

has been developed which has proven acceptable for many

In this manner, stable vertical channel operation

applications.
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Unfortunately, the classical gains (Kl' K, and K3)
result in a sluggish response to low frequency baro-
induced altitude disturbances which are encountered during
prolonged descents as might precede a TERCOM-update.
Recent research in vertical velocity improvements (Ref 4)
suggests that vertical position estimates might be simi-

larly improved based on optimizing these gains.

Problem

This thesis addresses the task of optimizing the
vertical position estimates of a baro-damped INS. Speci-
fically, the third-order baro-damped system is treated to
optimize the transient vertical performance by selecting
proper gains (Kl, K2 and K3 for a third-order mechaniza-
tion) during a TERCOM-~type (Terrain Contour Mapping)
update following specific disturbance profile to the ver-
tical loop caused by vehicle maneuvers (horizontal or

vertical turns).

Objectives

The objectives are to calculate optimal gains for
the stated problem, investigate sensitivities of per-
formance to these gains, and to validate the optimal

gains in a Monte Carlo study.
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Approach

The study will be based on a third-order mechanization
error model of the vertical loop. In addition, the analysis
will be restricted to the transient response of the vertical
velocity and altitude following a series of specific man-
euvers of the vehicle just before the TERCOM-update. The
investigation will not include the steady-state analysis of
the vertical loop; however, correlation between the steady-
state following the transient behavior will be analyzed.

In addition, theoretical complications and practical require-
ments will necessitate the imposition of certain assumptions:
1. It will be assumed that the vertical channel can
be mechanized alone. This means that the coupling
between the vertical and horizontal channels will

be ignored. This coupling is not so in the real
world environment, however; in this scope of
study, it will not have a significant effect.
For a full scale model, the coupling between the

horizontal and vertical channels cannot be ignored.

2. Although a complete analysis of the system requires
that both transient and steady-state behavior be
categorized, for the purposes of analysis in this
thesis, it will be assumed that the vertical loop
of the INS closely follows the barometric altitude

in steady-state. This assumption is true in the

I P .
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practical world, provided there is a constant
altitude flight for a period greater than the
time constant of the baro-inertial vertical

channel.

Until now, the present day mechanizations of the
baro-aided vertical loop have been implemented by concen-
trating on the steady-state behavior of the inertial and
barometric data. It is possible that shorter time con-
stants and faster recovery time may yield more accurate
instantaneous altitude and velocity at the expense of
rather long term altitude errors such as those due to
prolonged descents. This factor could significantly
improve the performance of a vehicle carrying out a
TERCOM-type update following immediately after a series
of horizontal and vertical turns. The present day mech-
anizations have imbedded in them long time constants so
that the INS altitude follows closely the barometric
altitude in steady-state and neglects any variations in
the latter due to standard setting or a scale factor
error. However, in a prolonged descent/ascent, signifi-
cant error develops in the barometric data with the INS
closely following it. Thus, if a target needs to be
attacked or if a TERCOM-update is required immediately
following a prolonged ascent/descent, the vertical vel-

ocity and altitude will be in significant error.
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The approach will be to simulate the vertical channel
and model the error propagation in the presence of analyti-
cal models for the disturbance and to search for the optimum
gains based on a cost function which concentrates on the

TERCOM-type measurement update time-frame.

Qverview

This thesis is presented in seven parts. First,
Chapter I provides a background and the necessity for
such an investigation. Chapter II discusses the model
selection, including all uncertainties, and provides a
cost function in light of the mathematical development
present : ,, Chapter III details the minimization routine
along with its verification and delineates pitfalls and
solutions to possible problems which could be encountered
during this process. In Chapter IV, the truth model
and error state propagation of the LN-15 are presented
for the Monte Carlo simulation. The trajectory for
Monte Carlo simulation is also presented in this chapter.
Chapter V presented the optimal gains and also the vali-
dation results from the Monte Carlo simulation. In
Chapter VI, conclusions and recommendations of this
thesis are presented. The Appendices contain the detailed
description of the instability of the vertical channel
and the computer listings for the minimization routine and

user input routines for the Monte Carlo simulation.
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II. Performance Assessment of Vertical Channel

Selection of Model

It is well known that, in the mechanization of a
pure inertial navigation system, the calculation of
altitude is unstable (Appendix A and Ref 5). Several
methods have been proposed to stabilize the vertical
channel. Various error models have been proposed depend-
ing on the actual application of the inertial system in
the real world environment. In a conventional local-
level system, the stabilization of the altitude is accom-
plished by correcting the vertical channel integrators
with the difference between the inertial system and alti-
meter indication of the vertical position. Depending
upon the complexity of the requirement, low-order to
high-order mechanizations are used. Usually, however, a
third-order mechanization is preferred for the reasons of
optimum balance bhetween performance and mathematical
tractability. For this reason, a third-order mechaniza-
tion of the vertical channel was chosen for the purposes
of study in this thesis.

At present, the classical third-order mechanization
is in widespread use. Efforts have been made toward
improving the loop gains so as to obtain an equitable

balance between the errors of the vertical velocity and
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altitude. Widnall and Sinha (Ref 4) formulated the

w! selection of the three loop gains in the baro-inertial

: vertical channel as a stochastic opt:imal control problem,
E with the objective of minimizing the mean squared error
ii of the indicated vertical velocity. With the optimum

[ gains thus obtained, they showed an improvement of 30

A percent over the classical set of gains in a simulated
3. flight of an aircraft. A similar kind of study was
carried out in this thesis with the objective of mini-
mizing the mean squared error of the altitude at TERCOM-
update. The error in altitude of the INS at TERCOM-

update is of far greater importance than the error in

vertical velocity. Error in vertical velocity is critical
‘ﬁr during a weapon delivery because this error greatly

affects the miss distance of the weapon on a target.

Since no weapon delivery is performed at TERCOM-update,

it is logical to concentrate on minimizing the altitude

error to protect against an incorrect or missed update

of the navigation system. In addition to minimizing the

mean squared altitude error, a non-stochastic disturbance

from the baro-altimeter is modeled to account for the

long term error introduced during a descent prior to TERCOM-

update. Any gain selection should also treat this non-

stochastic error source. By selecting gains to minimize
altitude error due to this disturbance just prior to the

update, the vertical channel performance can be optimized
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during the TERCOM-update. The basic error model formulated
by Widnall and Sinha was used, and alterations were made
according to the mission requirements, as will be shown

in the succeeding paragraphs.

Simplified Model

Figure 1 shows the simplified version of the baro-
inertial vertical channel error model. The set of

equations describing this diagram is:

sh = &V, - K; (6h - éD)
aﬁz = (2g9/R) éh - K, (§h - &D) - da
sa = K, (éh - éD)

3

where 6h 1is the closed loop altitude error, GVZ is

the vertical velocity error, d¢&D represents the distur-
bance input and is the variation of sensed altitude error
from the true value, and é; is the vertical acceleration
error estimate variable. The loop gains are given by Kl ’

K K3 , and g is the magnitude of gravity computed as

2 ’
a function of indicated altiutde and latitude with R
being the geocentric radius. The feedkack of 6éh through
2g/R reflects changes in gravity with altitude, and it

can be recognized as the cause of instability in the unaided

10

(1)

(2)

(3)
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inertial vertical channel. Although a simpler second-
order damping system would result from setting K3 equal
to zero, the performance advantage of the more complex
system is sufficient to warrant its use.

It will be assumed that the disturbance (dD) acts
on the vertical channel for a time interval Atl which
begins at some time tl and terminates at time t2
(Fig. 2). It will be further assumed that it is desired to
minimize the altitude error over an interval At2 which
begins at time t3 where t, > t2 (Fig. 2).

3
In 1ight of the above statements, the cost function

to be minimized over At2 is
ty
= 2 . =
J (K) tj’ ()2 dt i K = K ,K,,Kg
3

where J(K) 1is the performance index which is an arbi-
trary mathematical expression designed to measure how well
a system performs a particular task. Since both positive
and negative values of the altitude error are equally
undesirable, the measurement of the mean squared error

of the altitude is an appropriate means of indicating how
well the INS performs over the defined time interval.
Another form of the cost function of Eq (4), although
mathematically less desirable, would be to replace the

square of the altitude error by simply its magnitude.

12

(4)
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Equation (4) is the basic cost function and was
3’ minimized through a search routine, the results/discussions

of which are given in Chapter V.

Addition of Uncertainties

The diagram of Figure 1 is by no means a comprehensive

depiction of all the errors associated with the vertical

channel. Numerous other error sources associated with the
vertical channel must be modeled to account for known
error producing mechanisms. Although the various error
sources have been modeled as white noises and random
walks, there are better models than just these. It is
only for the sake of mathematical tractability that the
simpler models are preferred whenever possible. A compre-
hensive diagram is shown in Figure 3.

The feedback path (2g9/R) arises from the gravity
calculation and has the effect of destabilizing the altitude
(Appendix A). The error state d8a is a random walk and

it models the following (Ref 4):

1. Bias or slowly varying error in the vertical

acceleration due to accelerometer bias.

2. Gravity anomoly.

3. Error in Coriolis terms.

The white noise W2 feeding into the integrator

provides the randcm walk for the error state §8a . The

14
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white noise wWai into the summing junction models short
correlation time accelerometer error, which could arise
due to the vertical accelerometer scale factor error and
input axis misalignment during the maneuver of the vehicle
(Ref 4). The random white noise Wy models any short
correlation time altimeter error due to change in side-
slip angle or in angle of attack during a maneuver (Ref 4).
The white noise W2 provides the random walk for the
error state &b which represents the baro-altimeter error

and is the sum of terms as follows:

— 2 -
§b epo + h ehsf + csp v Tb VZ + &D

where e is the altimeter error due to altimeter bias,
fo)
is the altimeter scale factor error, cSp represents

®hsf
the static pressure measurement error and Ty is the
altimeter lag during ascents/descents. The additicnal
term 6D represents the disturbance input to the baro-
altimeter, which is present only during the time interval

At as stated previously. It is assumed here that the

2
disturbance input is uncorrelated with all the four white
gaussian noises. The mcdeling details of the terms of

Eq (5) are presented in Chapter IV under the Truth Model

heading.

16
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Changed Model/Cost Function

In Figure 3, the baro-altimeter error &b is modeled

as a random walk with the white noise w driving force

b2
on this. The random walk is the output of an integrator

driven by white gaussian noise. Thus
§b(t) = wbz(t) H Gb(to) = 0

where the white noise wb2 has zero mean and covariance

dynamics.

Pspop (t) Q

where Q is the strength of the white noise driving the

integrator.

b2 4; f bga

It can be seen from Eq (7) that the mean squared value

grows linearly with time and is unbounded; i.e.,

E{§b%(t)} = Q[t - t,]

17

(7)
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Since no term of Eq (5) grows unbounded with time, it is

inappropriate to model &b as a random walk. For this

o .Yd' P

reason, this model was deleted and instead &b was
modeled as the output of a first-order lag driven by
white gaussian noise as follows (Ref 8) (the selection of

T is done in the next section):

=

b2 f CSb_>
- N

/T

This model produces an autocorrelation

Vspsp(T) = E{6b(E)éb(t + 1)} = g2e-lTl/T (9)

i.e., of correlation time T and mean squared value ¢?
(with zero mean) (the selection of T and o is done in
the next section). Thus, the first order lag can be

described as
§b(t) = =(1/T)8b(t) + w(t) (10)

18




where Q is the strength of the white noise and the

mean squared value of the process is

2 (11)

]
I
[
Q

E{&b?(t)}

where

Q = 20%/T (12)

It can be clearly seen from Eq (1l1l) that the variance is
constant.

The changed model of the baro-inertial vertical channel
is depicted in Figure 4, where the baro-altimeter error
is modeled as the output of a first-order lag driven by
white gaussian noise Wh2

In the presence of random inputs, as is the case
here, it is more appropriate to take the expected value
of the cost function denoted as E{+} herein. Recalling

Eq (4), the cost function can be written as

t

4
J(K) = E{f sh%*(t) dt} (13)
t3
Define
§h(t) = ¢6h,(t) + gh,(t) (14)

19
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where 6h1(t) and dhz(t) are the errors in altitude
due to the deterministic (disturbance) and white gaussian
noises (of mean zero), respectively. Taking the square

of Eq (14) yields
2 = 2 2
she(e) = dhl(t) + Zéhl(t)dhz(t) + Ghz(t)

Rewriting the right hand side of Eg (13)

4 €4
E{/ sh%*(t)dt} = [ E{sh%(t)l}dt
t, ty

Using Eg (l4a),

4 €4
E{[ sh*(t)dat} = | E{éhi(t)dt}dt
t; tg
4
+ 2 E{Sh, (t) 6h, (t) }at
t
3
ts
+ f E{ah;(t)}dt
3

Since the disturbance is assumed independent of the white

gaussian noises (as stated earlier), Eq (16) simplifies to

21
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&4 4
E{/ 6h%(t)dt} = | E{Ghi(t)}dt
t t
3 3
4
+ [ E{sni(t)ldt (17)
t3

By our definition of Ghl(t) being the error due to a

deterministic input, the expectation on Ghl(t) can be

removed
ty t4
gy = [ sniwyar + [ E{shi(t)lat (18)
t t
3 3
e If the mean square value of the altitude error due to

zero-mean stochastic inputs remains constant over the
TERCOM-update interval, i.e., At2 (see Fig. 2), then
Eq (18) can be finally written as
4
J( = [ shi(tyat + Pg At (19)
t3
where Pdh is the covariance (or mean squared value since
the stochastic inputs are zero mean) of the altitude error
(stochastic inputs) over the interval At = (t4 - t3) .
The first term on the right hand side of Eq (19) 1is due to

the deterministic input (as in Eq (4)) and the second one

— is due to the zero mean stochastic inputs. Equation (19)

22
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can be written as the sum of two cost functions

J(® = I (h) + J,(h)

where &

|
S

2
Jl(g) Ghl\t)dt

and

]
el

J, (K) sh At
Thus, the minimization of the cost function of Eq (19)
will lead to the minimization of the altitude error and
the disturbance over a time interval Atz . The results

of minimization of Eq (19) and discussions are presented

in Chapter V under the New Cost Function heading.

Mathematical Development

As stated in the previous section, it is required to
compute the mean squared altitude error as a function of
input noise spectral densities and loop gains. This
expression is required in Eq (19) to compute the overall
cost function.

It is useful to express the power spectral density
of a wide-sense stationary output of a system directly
in terms of the power spectral density of the input and

the description of the system itself (Ref 8).

23
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From akove, for a system of transfer function G(s) and
input and output power spectral densities of Ehn(s) and

$éz(s), respectively, it is true that (Ref 8)

Vpp (@) = G(-w)G(w) P, (w)

If input is a white gaussian noise of strength Q for

all o , then Eq (20) becomes
wzz<w) = G(-w)G(w)Q
Similar to the lines of the development of Eq (21), the

power spectral density of the altitude error can be

computed from the following equation:

4
Vsp (@) 121 G, (3w) G;(-jw) Q,
or
_ 4
Vsp(S) = 121 G, (S) G, (-S) Q;

24
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where Gi is the transfer function from each of the
independent white noise sources to the output (Fig. 3)
and Qi is the strength of the individual white noises
of all the four sources. The mean squared value of the
altitude error due to stochastic inputs is then the inte-
gral of the power spectral density

Q. =

i
IS {iji(S) G, (-s) ds (23)

[N =

(8h,)2% =
2 1

i

To calculate the mean squared altitude error, we first
need to calculate the trnasfer function from each of the
individual white noise sources to the output. This
simple expression results from the assumption that the
white noise sources are uncorrelated and independent,
since each error is from a different source and there
is not reason to believe that they are correlated.

Figure 5 shows the various transfer function blocks
between the white noise Wiy and d&h .

The overall transfer function, for the first noise
source Ww_, . is then (from Fig. 5)

Sh_ s (24)

w
al Ky + (K2 - C)S + S (s + Kl)

or

25
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G, (5) = sh S (25)

W
al S + Kls + (K2 - C)S + K3

With Qal being the strength of white gaussian noise

L and using Eq (23) for i=1 , we get

=]

— Qal J (26)
(Ghz)l = 5 [ o G1(S)G(-5) ds
=]
Using the table of integrals (Ref 9), we get
2 1
1 - -
1 2 Kl(K2 C) K3
For the second noise source Wip » @n additional integrator
to Figure 5 is needed, which is shown in Figure 6. From
Figure 6, the transfer function from white gaussian noise
Wao of strength Qa2 to the output is
G, (8 = 2 = 1 (28)
a2 s[s + KlS + (K2 - C)S + K3]
As before, using Eq (23) for i=2 with Qa2 being the
strength of Wiy v
., O
— Qa ]
(chz)2 ¢ £j“ G,(8)G,(-5) ds (29)
27
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Using the table of integrals (Ref 9)

— Ky
(5h2)2 = | > }
2 2[K K, (K, - C) - K2]

To calculate the transfer function for noise source Wil
to output, we proceed in a similar fashion as before.
Figure 7 shows the block diagram from noise source Wit

to output. The overall transfer function for the third

noise source Wp1 is
2
e s - Sh K S* + K8 + Ky
3 W 3 2 -
bl S’ + Kls + (K2 c)s + K3

with le being the strength of Wp1 and using Eg (23)

for i=3 .

—— Q joo
2 _ bl -
(6h2)3 = {jm G3(8)G5(-S) as

Using the integral tables (Ref 9)

KZ(KZ - C) + k%2 - K.K

(6hy)? = (% 2 13, Qp;
3 2[K) (Ky = C) = K,]

Lastly, for the noise source w an addition of the

b2 !
first-order lag to Figure 7 gives the desired transfer

function and is depicted in Figure 8. From Figure 8,

29
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G () = oh . K)8% + K;5 + Ky (34)

3 2 -
b2 (S + a)[s® + KlS + (K2 C)s + K3]

2
_ KlS + Kzs + K3

S“+(a+Kl)s3 + (aKl+K2-C)52 + (aK,-aC+K,) S + akK

3
(35)
With Q0 being the strength of W0 and using Eq (23) for
i=4
— Qy I
(6h2)4 = 5 ij“ G, (S)G, (-s) ds (36)
(X Using the integral tables (Ref 9), the solution to
Eg (36) is
2( g2 O - 2 2
a®[K] (K,-C) =K K3+KJ] + akK,K) o
_ *+K4[K; (K,=C) - K,] b2
(6h,)? =
27y 2a fa’{K, (K,-C) -K,}+ a?{K, (K, (K,-C)-K,)} (37
1472 37T @R R Ry 3

+ a{Kle(Kz—C) - K3(K2—C)-CK1(K2-C)}

+ K3{K1(K2-C) - K3}

Combining Egqs (27), (30), (33) and (37) and substituting

in Eg (23), the mean squared altitude error becomes

32
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- 0 (K,)Q
(Ghz)z - al + 1" *a2
2[K1(K2-C) - K3]

2
2[K1K3(K2-C) - K3]

2 - 2 _
(Kl(K2 C) + K2 K1K3) le

+
2 2 2 2
a [Kl(KZ-C) - KRy 4+ Kz] + ak K
b2
+ K3[K1(K2—C) - K3]
+
.3 2 ]
2a a {Kl(KZ-C)-K3}+a {Kl(Kl(KZ-C)—K3)}
Ve + a{Kle(KZ-C)—K3(KZ—C)—CKl(KZ—C)} (38)

i + K3{K1(K2-C)-K3} |

Equation (38) is then the required mean-squared altitude
error for use in Eg (19) to make the complete cost function.

One more aspect still remains untouched. Appropriate
values for the strength of the white gaussian noises and
the correlation parameter of the first-order lag are

required. It is rather difficult to suggest values which

5 provide a true depiction of the real world environment.
However, without these values, further progress will not

be possible. Table 1 shows the nominal values of the

33
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noise spectral densities and correlation parameter that
t! have been selected. Three out of the five values were
? selected based on the reasoning of Widnall and Sinha

(Ref 4). These, and the reasoning for the remaining two,

are described in the following section.

Typical Values of NSD/Correlation Parameters

As suggested by Widnall and Sinha (Ref 4), a typical
root mean square (rms) amplitude, for a short correlation
time acceleration error, is about 200 ug. This figure
is appropriate assuming a horizontal maneuver of duration

of 60 seconds. This error could be caused by

(1) A 200 urad misalignment of the input axes
QT caused by the vertical accelerometer, and
(2) a horizontal maneuver acceleration of about

one g.

Assuming a repeated random maneuver, the area of the
acceleration error autocorrelation is (as derived in

Ref 4)

e

Q. = 2.4x 107" m2/sec3 (39)

kg

The area of the autocorrelation is the low frequency
value of the power spectral density. For a white gaussian

noise whose autocorrelation is the dirac delta function

PPy

34
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with area Qal , the spectral density applies at all
frequencies (Ref 4). Since we are interested in the
lower frequencies of the short-correlation acceleration
error, therefore, the low frequency density of Eq (39) is
used for the spectral density of the white noise for all
frequencies.

The acceleration error d8a (Fig. 4) models the

inertial vertical acceleration error and it is caused by
reasons already outlined earlier in this chapter. For an

assumed period of 1000 seconds, if the rms value of the

accelerometer bias is expected to shift 100 ug approxi-
mately, then the strength of the white noise Ww., as

derived in Ref 4 is

0, = 1.0x 107% m2/secs (40)
For a short correlation time altimeter error, it is

assumed that an rms error of 10m may be present in the

baro-altitude with a correlation time of one second

(Ref 4). Thus the strength of the white gaussian noise

W as derived in kef 4 is

bl
8
& Q, = 100 m2sec (41)
r
As explained earlier in this chapter, the white noise
F w models the error state &b (Fig. 4) which represents
- — b2

35
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the baro-altimeter error which is the sum of many termé
(Eq (5)). For the kind of trajectory (see Chapter IV)
and for the minimization of the altitude error at the
TERCOM-update, the altimeter bias or the standard setting
error is of primary concern. It is assumed that the
vehicle has been in flight for a sufficiently long time
over a great distance before the TERCOM-update and the
effect of the standard setting error is predominant. If
the altimeter bias is represented by epo (consistent
with Eq (5)), then this error can be modeled as a first-

order Markov process given by (Ref 4)

épo = fae  t W,
a = V/dalt
QbZ = 2a Galtz
where 4d is the correlation distance of the weather

alt

system, o is the standard deviation of the variation

alt
in altitude of a constant pressure surface, sz is the
power spectral density of the white gaussian noise Wi o
and V 1is the vehicle speed. For a vehicle speed of

600 miles/hr (more appropriate for a missile), correlation

distance (dalt) of 250 nautical miles and a one-sigma

value (oalt) of 500 feet (Ref 4), the strength of the

36
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ﬂf white noise and the value of the correlation parameter
31 become
e I
-
% a = 600 x 5280 sec™! (43)
ﬁ 3600 x 250 x 6080 20
| or ‘
\ a = 5.793 x 10" '/sec (43a)
; and
re
.
oo 0, = (2) (5.79 x 107") (152.4 m)?2 (44)
v or
Qp, = 26.91 m2sec”! (44a)
Equations (43) and (43a) are valid only for the

constant velocity of 600 mi/hr, and the value of the

correlation parameter (a) will change with change in

velocity of the vehicle, as for example during descents

or ascents.
. As stated previously, Table 1 shows the values of the
gA spectral densities and correlation parameter for use in
r .
".J Eg (38).
t _
- 37




TABLE II-1

Nominal Values of Noise Spectral Densities

and Correlation Parameter

White Noise for Noise Value

Density/

Correlation

Parameter
Short Correlation Time Q. 2.4x10"" m2sec”?
Acceleration Error
Acceleration Error Q_, 1.0x10" 2 m2sec™?
Random Walk
Short Correlation Time Q1 100 m2sec
Altimeter Error
Altimeter Error Q5 26.91 m2sec”!
First-Order Lag
Correlation Time a 5.793x10"" sec”!
for First-Order Lag
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ITTI. Program for Minimization of Cost

Selection and Development of Routine

The previous sections dealt with the development of
the cost function as given in Eq (19). The parameters
which need to be optimized are the three loop gains (Kl P
X

5 v K3) of the vertical channel. For convenience's

sake, the cost function of Eq (19) is reproduced as

J(Kl’KZ'K3) = Jl(Kl,KZ,K3) + J2(K1,K2,K3) (45)
t4

(KK, Ky) { (8hp)2dt + (t, - t5) (Pg,) (45a)
3

where the second-half portion (i.e., the covariance P6h
or (6h2)2 since the mean of stochastic inputs is zero)
of the right hand side is given by Eq (38) and the first
one by Egqs (1), (2), and (3). To achieve the total cost,
Eqs (1) through (3) need to be integrated for each interval
of time to which Eg (38) is added. Thus, an integration
package is required along with the search routine.

The integration and search routines selected for
this thesis were DGEAR and ZXMIN, respectively, both of

which reside in the IMSL Library (reference). The DGEAR

39




routine finds approximations to the solution of a system

of first order ordinary differential equations with initial
conditions. The kasic method used for the solution is

of implicit linear multistep type. This routine is very
useful in solving the stiff differential egquations which
were encountered during the course of this thesis (small
step sizes were taken by the integration routine to achieve
reasonable accuracy for extremely large values of the

gain Ky ). References 10 and 11 can be consulted for

more details. The search routine ZXMIN is based on the
Harwell library routine VAlOA and utilizes the guasi-Newton
method to find the minimum of a function. The search
rocutine ZXMIN was selected because it requires no explicit
gradient information from the user (it internally computes
the gradient if not available). Reference 11 and the IMSL
package can be consulted for additional information.

A simple flow chart of the computer program is shown
in Figure 9. Estimates of the three loop gains are fed
into the search routine which outputs the values of the
cost and the three loop gains. The search routine iter-
atively estimates the values of the loop gains until a
minimized cost is obtained. The convergence condition is
satisfied if, on two successive iterations, the parameter
estimates (i.e., Kl’ Kz, K3) agree component by component

to the number of significant digits specified (3 to 5

40
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Figure 9. Flow Diagram of Search Routine
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significant digits for this study). A sample listing

of the program can be found in Appendix B.

(Sl Y i

f} Validity Check of Program

wery
$v ]

The first step after the development of the minimiza-
tion program was to validate it through an earlier published
result. The results obtained by Widnall and Sinha (Ref 4)
were selected for this comparison.

To do this, the cost function becomes

J(v) = -(Gv)z (46)

where (§v)? 1is given by an equation developed along the

lines similar to Eq (38) for the case of the mean squared
value of the vertical velocity error as done by Widnall
]

and Sinha (Ref 4).

Using the values for the strength of the white noise

as given by Widnall and Sinha (Ref 4), the results obtained
using the method developed above for the three loop gains
were exactly the same as those obtained by them, thus

validating the minimization program.

Scaling and Technigues Used

It is well known that one of the greatest pitfalls
of a computer search routine is that the routine is liable

to converge toward a local minimum, whereas what is needed

42




is the global minimum of the function. Unless the
function to be minimized is well defined (in which case
the local minimum, different from a global minimum, does
not exist), the results obtained from a computer search
are often questionable. To overcome this problem, it is
advisable to have many sets of starting points_for the
input variables.

For this thesis, the input variables, as stated
earlier, are the three loop gains (Kl, K2, K3) of the
vertical channel. Dr. Widnall and Sinha (Ref 4) dis-
covered through dimensional analysis a correct expression

that also gives an approximate value for the gain Kl H

/Q
K, = b2 (47)
in

where le and sz are the strength of the white noises
associated with Wp1 and Wpo v respectively (see Fig. 3).
With the approximate value of Kl known, it was relatively

easy to implement the search routine. Nonetheless, differ-

ent starting points for gains K2 and K3 were tried to

ensure a global minimum. Since this routine also utilized (
an integration package, it was well worth the effort to

-8

keep a tight control on the tolerance (<10 ") 1in the

integration.
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Another problem encountered was the fact that the
values of the three loop gains differ from each other
by a large magnitude. Consequently, it was necessary to
scale the three gains to the same level before they were
fed into the search routine. This procedure ensured that
the same number of significant digits was obtained in the
final values.of_;ég loop gains and it also simplified the
job of the optimization algorithm.

With the cost developed in Chapters I and II, and the
search routine developed above, values for the optimum
loop gains were found (see Chapter V). It was now neces-
sary to validate these optimum gains through a simulated
flight of a vehicle which is presented in the following

chapter.
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IV. Error State Propagation and Simulation

The Truth Model

A "truth model" is the analytic designer's best
description ;f the real world behavior of the INS. 1In
this section, a 50 state system error model (or truth
model), which is needed for Monte Carlo study of optimal
gains (covariance analysis program was not used due to
non-zero mean disturbance since one of the requirements
of covariance analysis is that all inputs should be of

zero mean), is presented in the form of a stochastic

linear vector differential equation as shown in Eq (48).

x(£) = F(t)x(t) + G(t)w(t)
where
x(t) is the 50 dimensional state vector,
F(t) is the (50x50) error propagation matrix,
w(t) is a (10x1l) vector of white noise forcing

functions, and
G(t) is a (50x10) irnput matrix.

The error model of 50 state variables documented in this

thesis is the Litton LN-15 navigation system (Ref 7) with

45
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the platform oriented in East-North-Up (ENU) local-level
frame. The 50 state variables are presented in Table IV-1l.
Variables 1 to 9 are the basic position velocity and
attitude variakles. Variable 10 is the additional inte-
gration in the altitude channel mechanization. Variables
11 to 43 are the gyro and accelerometer sources of error.
Variables 44 to 50 are the altimeter errors and gravity
disturbances. Variables 11 to 50 are modeled as random
constants, random walks and first-order Markov processes.
The models are briefly summarized in this thesis. Details
are available in Reference 8.

A random constant is modeled as the output of an
integrator with zero input and an initial condition which
has a zero mean (could be non-zero mean) and a variance
Py The model is suitable for an instrument bias that
changes each time the instrument is turned on, but remains
constant while the instrument is on.

The random walk model is the output of an integrator

|
driven by a zero mean white gaussian noise. The defining ;

equations are
x(t) = w(t) x(t)) = 0 (49)

E{w(t)} = 0 (50)

E{w(t)w(t+1)} Q(t)s(t) (51)

46

S WP S S S PP i - s




e g et e o -

bt

21 ik MO i
.

TV Y T Yy vy

TABLE 1IV-1

Error Model State Variables

=

Basic Inertial Navigation Errors

1. &8 Error in east longitude
2. 6L Error in north latitude
3. ¢&h Error in altitude

4. SVe Error in east velocity

5. GVn Error in north velocity

6. GVZ Error in vertical velocity

7. €a East attitude error
8. € North attitude error
9. sz Vertical attitude error

Vertical Channel Error Variable

~

10. 6a Vertical acceleration error variable in

altitude channel

G-Insensitive Gyro Drifts

11. DX x-gyro drift rate

f
12, Dyf y-gyro drift rate

e

13. Dz z-gyro drift rate

£

ey e r ervy
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TABLE IV~1 (Cont'd)

G-Sensitive Gyro Drift

14. DXx X-gyro input axis g-sensitivity
15. ny y-gyro spin axis g-sensitivity
l6. Dyx y-gyro spin axis g-sensitivity
17. Dyy y-gyro input axis g-sensitivity
18. DZy Z-gyro spin axis g-sensitivity
19. DZz z-gyro input axis g-sensitivity

G2-Sensitive Gyro Drift Coefficients

20. DXxy X-gyro spin input g2-sensitivity
21. Dny y-gyro spin input g2-sensitivity
22. Dzyz z-gyro spin input g?-sensitivity

Gyro Scale Factor Errors

23. GSFx x-gyro scale factor error
24. GSFY y-gyro scale factor error
25, GSFz 2-gyro scale factor error

Gyro Input Axis Misalignments

26. XGY X-gyro input axis misalignment about y

27. XGz X-gyro input axis misalignment about z

28. YG, y-gyre input axis misalignment about x

29, YGz y~gyro ingcut axis misalignment about 2z

30. ZGx z-gyro input axis misalignment about x

31. ZGy Z2-gyro input axis misalignment about y
43
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TABLE IV-1l (Cont'd)
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Accelerometer Biases

32. ABx X-accelerometer bias
33. ABy y-accelerometer bhias
34. ABz zZ-accelerometer bias

Accelerometer Scale Factor Errers

35. ASFx x-accelerometer scale factor error
36. ASFy y-accelerometer scale factor error
37. ASFz z-accelerometer scale factor error

Accelerometer Input Axis Misalignment

38. XA x-accelerometer input axis misalignment
Y about y
39. XAz Xx-accelerometer input axis misalignment
akout z
40. YAx y—-accelerometer input axis misalignment
about x
41. YAz y-accelerometer input axis misalignment
about z
42, ZAx z-accelerometer input axis misalignment
about x
43. ZA z-accelerometer input axis misalignment
Y about y

Barometric Altimeter Error

44. e Error due to variation in altitude of

o
P a constant pressure surface
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TABLE IV-1 (Cont'd)

Gravity Uncertainties

45. Sge East deflection of gravity
46. ng North deflection of gravity
47. ng Gravity anomaly

*Additional Baro-Inertial Altimeter Errors

48. Chsf Scale factor error

49, CS Coefficient of static pressure
P measurements

50. Ty Altimeter lag

*These states were grouped separately from state 44
to conform to those given in Reference 7.

If Q(t) 1is constant, then

E{x2(t)} = (t-t_)Q (52)

where (Q 1is the strength of the white gaussian noise, and
8§(t) is the delta function.

The random walk is a useful model for errors that grow
without bound or may vary slowly (or unexpectedly as due

to instrument failure or degradation).
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A first order Markov model is the output of a first
order lag driven by a zero mean white gaussian noise of

strength Q . The equations are
%(t) = - L x(t) + wit) (53)
E[x2(t)] = QT/2 (54)

where T 1is correlation time. The first order Markov
model is a useful shaping filter, providing adequate approx-
imation to a wide variety of empirically okserved band-
limited (wide or narrow band) noises.

The error propagation matrix of the vector differential
equation governing the 50 state variables is presented in
partitions in Figures 10, 11, 12, and 13. Figure 10 presents
the upper (9x9) fundamental matrix (Pinson error model) of
INS general error differential equations. Figure 1l shows
those elements that must be added to the elements of the
general 9x9 error propagation matrix of Figure 10 to obtain
the partition of position, velocity, attitude and vertical-
acceleration error state variables. Figure 12 presents the
non-zero elements of the gyro-error columns of the error
propagation matrix. Figure 13 presents the non-zero elements
of the accelerometer, gravity disturbance and altimeter
columns of the fundamental matrix. Notation used in the

atove mentioned figures is defined in Table IV-2. Error

51
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TABLE IV-2

Notation Used in Figure

10 to Figure 13

42

43

44

52

]

]

)

[

/]

Vehicle velocity with respect to earth

Components of specific force

of earth rate

of angular
respect to

of angular
respect to

2
2(Q v _+Q,V,) + o V /cos’L

pzpe * anZ

-petanL - K2

- - 2
ZQnVe ane/cos L

56

velocity of ENU
earth

velocity of ENU
inertial space

L Latitude of Vehicle
Q Earth rotation rate
R Radius of Earth
g Gravity vector magnitude
Vn’ v
fn' £
)
icosh ) Components
QsinL
)
A
Vn/R
Ve/R Components
} frame with
tanL
Ve R
/
Pa \
pn+Q Components
r frame with
p, a0
J
Kz = VZ/R
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TABLE IV-2 (Cont'd)

53

63

92

K

'K

It

- 2 2
2g/R = (o _ o)
wn + pztanL

Vertical channel loop gains

Height of the vehicle over earth

cosa, cosine of wander angle

sina, sine of wander angle
sina, sine of wander angle
cos®, cosine of wander angle

Components of specific force
f_ cos a

X

fx sin o

f cos a

Y

f sin a

Y

-fx sin o
fx cos o
-f sin «

Y

f cos a

Y

fxfy cos a

fxfy sin o
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TABLE IV-2 (Cont'd)

Oge

alt

dge'

alt

’

723

823

724

824

726

826

727

827

728

828

a ,d
gn' gz

0gn'cgz

-f £ sin a
XYy

£f f cos a
Xy

f £
Yy 2

Components of angular velocity of ENU
frame with respect to inertial space
along LN-15 x,y axes

Up component of earth rate
Correlation distance of altimeter error

Correlation distances of gravity
deflections and anomaly

lo amplitude of altimeter error epo
lo amplitude of gravity disturbances
w COS o

X
wx sin o
_wy sin o
wy COS
Qz cCOs o
Qz sin a
—wy COS ¢
—wy sin Q
Qz sin a

- cos
Qz o
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TABLE IV-2 (Cont'd)

729

829

349
350
432
532
433
533
435
535
436
536
438
Fs3g
439
539
440
540

441

-w,_ sin o

cos
wx a

ground speed of vehicle

cos o
sin o
-sin a
cos a
£f cos ¢
f sin a
-f sin o
Y
f cos a
Y
-f cos «o
z
-f sin o
2
f cos a
Y
f sin a
Y
-f sin a
z
f cos
z o

f sin o
X
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:G F541 = -fx cos o

::b _ 2

- Feag = KV

! Feso = KV,

] - - 2

f Flo49 = KV

' Fy050 = K3V,

F‘.' = -
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TABLE IV-3

Error Source Initial Values and Statistics

Random Walks x = W

Noise
State Initial Spectral
Variable Error Source Value Density
_3
11, 12 x and y gyro drifts 0.5x10° %hr ] (0°/hr)?/hr
. -3
13 z gyro drift 0.7x10" °hr | (C°/hr)2/hr
32, 33, 34 X, y and z accelerameter biases| 25 ng (0 ug)2/hr
First Order Markov Processes
X = -fx + W ; N, = 2807
Noise
State Initial| Spectral Correlation
Variable Error Source Value Density Parameter
44 Baro Altimeter Bias 50 ft | 500 ft?/nm 250 nm
45 East Gravity Deflection | 26 HKg | 140 ug?/nm 10 nm
46 North Gravity Deflection| 17 ug | 58 ug?/nm 10 nm
47 Gravity Anomaly 35 ug | 41 pg?/nm 60 nm

(Continued on next page)
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TABLE IV-3 (Cont'Qd)

Random Constants x = 0
State Initial
Variable Error Scurce Value
14 to 19 | G-sensitive gyro drift 0.5x10~"° °/hr/g
coefficients
20 to 22 | G?-sensitive gyro drift 0°/hr/g?
coefficients
23 to 25 x, y and z gyro scale factor 5 ppm
26 to 31 Gyro input axis misalignment 2.5 arc sec
35 to 37 Accelerometer scale factor 25 ppm
errors
e 38 to 43 Accelerometer input axis 5.51 arc sec
misalignments
43 Altimeter scale factor 0.003
-3
49 Static Pressure Measurement 0.1540x10 fr
- Error (ft/sec)?
3 50 Altimeter lag 0.25 sec
'i
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source initial values and statistics are summarized in
Table IV-3.

Not included in the above is the effect of the dis-
turbance to the baro-inertial vertical channel. For this,
vertical channel is modeled.

Recalling from Chapter I, the closed loop altitude

and vertical

*! it is necessary to show how each error associated with the
s

3

L‘ error ¢&h

-d

» the vertical velocity error sz

acceleration d&da estimate are

Sh = sz - Kl(éh - Ghb) (55)
sv. = (23d)sh - K, (6h - 6h ) - éa (56)
z R 2 b
2
da = K3(6h - Ghb) (57)
where éhb is the baro-altimeter error and is given by
:_ 6hb = epo + hehsf + spV - T TV, + 8D (58)
@
-
E | where
-
.
&_‘.l
FJ h = vehicle altitude
9
. v = vehicle speed
. v, = vertical velocity
d e = altimeter bias
2 po
3
| 63
H
4
L .




e

e = altimeter scale factor

hsf
csp = static pressure coefficient
Ty = barometric time delay
8D = disturbance input to vertical channel.
The altimeter bias epo , more commonly known as

standard setting error or variation in height of a constant

pressure surface, varies slowly due to two reasons.

(1) motion of the vehicle through the weather
pattern;
(2) motion of the weather system.
The rms variation of this altitude has a bounded magnitude.

In this thesis, this error is modeled as a first order lag

given by
épo = TYalt ®po T Ypo (59)
Yale = Y/da1¢
Nate = 2¢a1¢ %a1e (61)
where
dalt = correlation distance of the weather
Oa1t = one-sigma value of the variation of altitude

of a constant pressure surface
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v = vehicle speed
N,j¢ = power spectral density of the white

gaussian noise w
po

The altimeter scale factor epsf is the error due to
deviation of the atmospheric temperature from the assumed
temperature profile (Ref 7). The indicated altitude error

(

etemp) is of the form

etemp = (ehsf)(h)

Thus it can be viewed as an altimeter scale factor error.
This error varies slowly with location and time, and it is
assumed to be constant over a typical navigation flight

duration. Thus it is modeled as a random constant

Me
]
o

hsf

with appropriate standard deviation.

The altitude indicated by the barometer is based on
the static pressure. The latter is taken from the pressure
measurements made by the pitot-static tube in the vehicle.
The altimeter error esp due to the erroneous interference

of the static pressure is (Ref 5)

Sp sp
65

(62)

(63)
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The coefficient csp is nearly constant with altitude and

thus it is modeled again as a random constant

cSp = 0 (65)
with appropriate standard deviation.

The barometric time delay Ty represents the time
required by the static pressure in the cavity of the pres-
sure transducer to adjust to the static pressure at port
by flow of air through tubing during vehicle maneuvers
(Ref 6). This time constant is nearly invariant and is

modeled as

T, = 0 (66)

with a given standard deviation.

The disturbance input 6D is the cumulative effect of
all other sources of error which may influence the vertical
channel during the vehicle climbs and descents. This process
has not been modeled as an additional error state; instead,
it is treated deterministically. That is, it is fed to the
vertical channel during the time when the vehicle performs
a descent. The magnitude of this error was selected as
200 meters based on discussions with the sponsor of this

thesis. Thus

66




8D = 200 m t, <t <t (67)

where (t3 -t is the time during which the vehicle 1

2)

descends. ‘

Trajectory Selection

The trajectory generator is needed to give position,
;‘ velocity and specific force throughout the interval of

study. General trajectory generation programs are available;

o however, in this thesis it was decided to conserve the |
kq computer resources, and a trajectory of a great circle path

. was generated by a set of closed-form expressions for

= position, velocity and specific force (Ref 12).
[}

) The pattern of the flight path selected was a straight

and level flight at 600 miles per hour at 11,000 feet for

a duration of 500 seconds, followed by a dive at the rate

of 6000 feet per minute for 100 seconds (with a corresponding
decrease in ground speed), and finally leveling at 1000
feet. The altitude profile generated is shown in Figure 14,
with the vertical velocity as shown in Figure 15.

The mission scenario envisions a disturbance input to
the vertical channel at t = 500 seconds just at the time
the vehicle starts descending, and ends at t = 600 seconds
as the vehicle levels off. At time t = 610 seconds, the
vehicle is required to perform a TERCOM-update ending at

time t = 660 seconds. It is during this last section of

67
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that the behavior of the vertical channel is analyzed. The

various time intervals were given by the thesis sponsor.

Monte Carlo Sinmulation

A generalized Monte Carlo simulation program (SOFE -

a generalized digital simulation for optimal filter evalua-

tion) (Ref 13) was used to propagate the error states over
the total time interval of 700 seconds (covariance analysis
H program was not done due to non-zero mean disturbance input).
The companion plot program, SOFEPL, was used for generating
subsequent plots (Ref 14).

SOFE requires both the true error states and the filter
error states. Since there were no filter error states for

this work, a dummy filter error state was programmed. The

PR

v
3 various user input routines to SOFE for one set of vertical

channel gains are given in Appendix C.

The integrator in the basic SOFE cannot handle step

changes. Since the very nature of this thesis involved
step changes due to disturbance, altitude and vertical
velocity, these were approximated as cosine functions over

a small interval of time (At = 0.01 secs) at each corner.

Ty

This device enabled the integrator to work properly and

made no substantial impact on the results.
Three plots were generated for each flight. Error
states 3 (altitude error), 6 (vertical velocity error) and

44 (barometric error) (see Table IV-1l) were plotted using

1.

Y e T T Y
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SOFEPL. The three plots generated were for each set of

vertical loop gains; i.e., classical, improved and combined

gains. Thirty Monte Carlo runs were carried out for each
case to get an ensemble average. For one set of loop gains,
the statistical results of 100 Monte Carlo runs were not
significantly different from the results of thirty Monte
Carlo runs.

To conserve computer resources, thirty Monte

Carlo runs were used in all the following analyses. For
further insight, one Monte Carlo run was also carried out
for each set of gains. For comparison purposes, the starting
point of the random number generator was set to a fixed

value for all three sets of gains. That is, each separate
set was generated with the same noise realization. The
results obtained from these simulations are given in the

following chapter.

71
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V. Results

Basic Cost Function

Recalling from Chapter II, the basic cost function was

£y

J(R) = [ (sh))? dt (68)
t3

For the above cost function, the barometric data was assumed
perfect with no uncertainties whatsoever (Figure 1), except
during the interval (t2 - tl) (see Figure 2) at which time

the disturbance was fed into the vertical channel. Egquation
(68) was minimized through the search routine, and the optimum

values of the three vertical loop gains are given in Table V-1.

TABLE V-1

Optimized Gains (Basic Cost Function)

£ i
4
Basic Cost Function J(K) = [ (6h;)? dt
t
3
Vertical
Loop Optimized Result Units
Gains
K, 935678.67 sec™!
K, 0.02 sec”?
Ky 0.0001 sec™?
72
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The message from Table V-1 is apparent. With the cost
function of Eq (68), the vertical loop gain Xy needs to
be set to essentially infinity regardless of the values of

K and K If we analyze the set-up of the cost function

2 3
in more detail, the result is not surprising. As said
earlier, the barometric data is assumed perfect except during
the disturbance interval; i.e., the barometric data is
perfect before and after the disturbance. The optimum INS
altitude estimate after the disturbance would be the per-
fect baro output, and tight tracking control will minimize
the INS variation from this ideal baro indication. So, the
large value of gain Kl can be anticipated for this highly-
simplified model. If baro altitude were not perfect, then
the gain K, would settle for a far lesser value, thereby
indicating that the inertial system does not truly believe
in the data from the altimeter due to uncertainties in the
latter. For this case, however, the data from the altimeter
is perfect, thus the gain Kl must be set to infinity to
track the altimeter without any lag. A constraint optimiza-
tion routine or addition of a term in the cost function to
penalize huge values o Kl (or K2 or K3 ) could be
effectively used at this stage. Such a procedure is incon-
sistent with the objectives of this analysis and was not
pursued.

The optimized values of the three gains of Table V-1

are not very accurate because of the inherent limitations
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of the integration routine used; however, these values

give insight into the behavior of the vertical channel.

New Cost Function

With the addition of uncertainties in the vertical
channel and barometric data (Fig. 4), the cost function

was

4

JR) = [ (shp)? At + (t, - t3) [(8h,)?] (69)
t
3

It may be of importance to note that, in the minimization
of Eq (69), a weighting factor, B8 , can be introduced

such that

ty

J(R) = (B) [ (8h;)?dt + (1-B) (t,-t,) [(Shy)?] - (70)
€3

For a value of B (between 0 and 1), it is possible to have
any combination of the mean sguared error due to the dis-
turbance and noise. This in effect scales the size of the
deterministic disturbance. If 8 1is set to 0.5, then
Eq (70) reverts back to the form equivalent to Egq (69).

To provide a baseline design and performance against

which to compare the optimized performance, the classical

set of gains is
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K; = 3.0x 10°2 sec™~!
K, = 3.0307 x 10™"% sec™? (71)
Ry = 1.0 x 10”8 sec” 3

The only rationale given for these gains is that the third-

order control system has a triple pole with a 100 second
time constant. This design specification allows the INS
estimate to average out the high frequency barometric noise,
but is not optimal in any sense. It may also be interesting
to compare the performance with the optimized set of gains
obtained by Widnall and Sinha (Ref 4) for themean squared

velocity error; they are

Kl = 1.004 sec
K, = 4.17 x 1073 sec—? (72)
Ky = 4.39 x 10”° sec-?

As stated in earlier chapters, the magnitude of the
disturbance input to the vertical channel was assumed to
be 200 meters. With such a disturbance, the minimization
of Eq (69) led to the optimized set of gains as given in

Table V-2.
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TABLE V-2

Optimized Gains (New Cost Function)

New Cost Function
t.4 ___
— 2 - 2
J(h) = [ (8h))%dt + (t,-t3) [(§h,)?]
t
3
Vertical
Loop Value Units
Gains
K, 0.631 sec”!
X, 4.78 x 1073 sec”?
K, 6.335 x 10”5 sec”?

The mean squared altitude error, with the values of the noise
spectral densities as given in Chapter II, for the classical

set of gains (Eq (71)) was found to be

2 = 2
(Gh)CL 595.879 m
= -
] = (24.41)2 m? (73)
:q :
The corresponding mean squared altitude error for the
N improved set of gains of Table V-2 is

L
b -
3 76
L
:,,.4
L o e 1




54.899 m?

(7.409) 2% m? (74)

In calculating the mean squared error as given in Egs (73)
and (74), the mean square value of the error state 44
(error due to variation in altitude of a constant pressure
surface) (first order lag shaping filter, Fig. 4) was sub-
tracted so that true performance comparison could be made.
between the classical and improved gains. The mean squared
error for gains of Eq (72) was not calculated for reasons
presented later. Accordingly, (152.4 m)? was subtracted
(see Chapter II) and is not included in Egs (73) and (74).

This performance improvement is significant relative
to the classical gains. The mean squared altitude error
is 70% lower.

The poles of the closed-loop portion of the vertical
channel are the three roots of the characteristic equation

(see Chapter II)

s? 4+ (K2-2g/R)s+K = 0

3
S + K 3

1

With the values of the loop gains of Table V-2, the three

poles are located at
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P, = -0.6235 sec”!

P,Py = -3.75x 1073 £ § 9.36 x 1073 sec”!

These poles have a time constant of

rl = 1.604 sec

TorTy 266.67 sec

Comparing with the classical gains, one time constant is a
factor of 100 faster; the other two time constants are a
factor of three slower.

The individual contributions of the various white
noises (see Fig. 4) to the mean squared altitude error,
for the noise densities as given in Chapter II, are shown
in Table V-3.

Table V-3 shows that for the classical gains, the
mean squared altitude error is dominated by the short
correlation time acceleration error and more so by the
altimeter error (first order lag). For the improved gains,
the contribution of altimeter error and short correlation

time altimeter error is the greatest.
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TABLE V-3

gﬂ Contribution of White Noises
: to Mean Squared Altitude Error

i)
IR R
g - -

- Noise
& Density Mean Squared Altitude Error (m)2
=
g Classical Gains Improved Gains
Q. 15.0 0.04064
Q5 1.875 1.686 x 107°
le 2.074 31.937
sz 576.93 22.82
TOTAL 595.879 = (24.41)?2 54.899 = (7.409)3

Unfortunately, under the presence of the disturbance,
comparison cannot be made between the optimized gains for
the mean squared velocity error found by Widnall and Sinha

(Ref 4) as given in Eq (72), and the improved gains for the

mean squared altitude error of Table V-2. In addition, the
gains of Eq (72) are the optimized gains for the vertical
velocity error, whereas the improved gains of Table V-2

are for the altitude error and a performance comparison
between these sets of gains would be pointless. To gain
insight into the nature of the optimized gains, the disturb-

ance was set to zero, and using the values of the dynamic
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driving noises used by Widnall and Sinha (Ref 4) (with

the first order lag for noise Wi instead of random

walk as done in Ref 4), the optimized gains obtained are

as given in Table V-4. The gains of Table V-4 show a
considerable departure from Table V-2, especially the gains
K1 and K3 . In essence, as pointed out by Widnall and
Sinha (Ref 4), the gain Ky primarily depends on the
strength of the noise sources sz and le . The value

of gain K, for Case II is in excellent agreement with

the formula (Ref 4)

Q
_ b2  _ /26.91 -1 _ -1
K1 = le 160 sec 0.51 sec (77)

The gains of Table V-4 (for zero disturbance) are not

explicitly required for this thesis since the very objective
of the thesis was to find optimum gains due to non-stochastic
(disturbance) and stochastic inputs. To obtain further
insight into the nature of the optimized set of Table V-2,

it was necessary to find their sensitivity to the time

2 ¢ t3
is analyzed in the following section.

intervals g, » t and ty (see Fig. 2), which

Sensitivity Analysis

It may be recalled from Figure 2 and Chapter IV, the
vehicle was required to descent for a period of 100 seconds

in the interval (t2 - tl) , and perform a TERCOM-update

80
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TABLE V-4

Optimized Gains for Zero Disturbance

w

Optimized Gains for Disturbance = 0

Loop Gains Optimized Gains
-1
Kl 0.54 sec
K, 7.77 x 1073 sec™?
K, 1.02 x 10™"* sec™?

for 50 seconds during the interval (t4 - t3) . Table V-5
shows the values of the vertical loop gains for an increase
of 10% in each of the time intervals (t, - t;) , (t5 - t,)
and (t4 - t3) , respectively. Comparing with the improved
gains (Table V-2), we find that the gains are very sensitive
to the time interval (t3 - t2) ;: i.e., after the descent
and before the TERCOM-update. On examining it more closely,
we find that, increasing the time interval after the dis-
turbance interval (t2 - tl) , i1t is logical for these gains
to change and settle on the steady-state values, because

the effect of the disturbance is decreasing; in effect, had
not the gains been optimized for the interval (t4 - t3) ’

they would have approached the values as given in Table V-4.
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TABLE V-5

Sensitivity of Gains

Sensitivity Analysis

Loop Interval (t,-t;) Interval (t,-t,) Interval (t,-t,)
Gains increased 10% increased 10% increased 10%
K, 0.632 sec 0.557 sec” 0.65 sec”!

K, 4.63x10™° sec™’ 3.32x1073 sec™? 4.9x1073 sec™?
K, 6.47x10™° sec™3 5.81x10™° sec™? 5.21x10° sec™

It is natural for the gains to apvroach their steady-state value in the

long run, once the effect of the disturbance is over. In addition, the

very slight difference between the intervals (t, - t;) , (t; - t5)

and those of Table V-2 is due to the minimal effect of the disturbance.
The optimized gains for the disturbance (Table V-2) were checked

out in the simulated flight of a wehicle performing a TEROCOM~update

and the results are shown in the next section.

Simulation Results

As stated in Chapter IV, one flight profile was used with three
different gain sets; classical, improved and cambined. In the first
flight, only the classical gains were available throughout the duration

of 700 seconds, and in the second flight, the improved gains of
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Table V-2 were programmed. For the third flight, the vertical

channel was programmed to use the classical gains up to the

- rd' Ty
e IS N

time t3 = 610 seconds, and then switched over to the improved

-4
P

gains of Table V-2 for the TERCOM-update interval of (t4 - t3)

Lt

A
PRI
e te N

= 50 seconds, and finally switched back to the classical
gains after the time t4 (see Fig. 2). The gains of Table V-2

were optimized only for the duration of the TERCOM-update;

therefore, it was appropriate to program them only for this
interval. The results for the altitude error for the classi-
cal, improved and combined flights are shown in Figures 16,
17 and 18.
On examining Figure 16 (classical gains), we see an

initial hump around time t = 100 seconds with the error

X2 finally settling to its steady state value at time t = 400
¢ conds. This slow rise to its transient peak around t = 100
seconds is due to the inherent lag (t = 100 secs) in the
classical gains. Thus, with these gains it takes a long time
to build up the error and settle on the steady state value.
At time t = 500 seconds, the vehicle went into a dive, and
the buildup of the error after t = 500 seconds due to error
in altimeter is evident. At time t = 600 seconds, the
descent of the vehicle stoops, but the error in altitude
takes a long time to descend down and follow the altimeter.

Notice at time t = 610 seconds, where the vehicle was

required to perform the TERCOM-update, the altitude error

- is still in excess of 800 feet. This error may seem
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unrealistic, but for the kind of disturbance and the flight
trajectory the result is not incorrect. For a disturbance
inout of a smaller magnitude, the altitude error will be
correspondingly lower and the optimal gains would be differ-
ent.

For the case of Figure 17, in which only the improved
gains were programmed, we notice a considerakle change from
Figure 16. Notice how quickly the error builds up to the
steady state value; this fast response is due to these
gains. The curve of Figure 17 has the same shape of Figure
16, except that it has sharp response features. Also, at
time t = 610 seconds, the error drops sharply since the
effect of the disturbance terminated * time t = 600 seconds.
The altitude error at the time t = 610 seconds is less than
200 feet. It may also be noticed that, while in Figure 17
the error stays at a constant value until the termination of
flight at t = 700 seconds, the error in Figure 1f continues
to decrease and it appears to go to zero. This, however, is
not true. Since the classical gains have an inherent lag,
the system is going through a transient at time t = 700
seconds; had the flight duration been extended beyond 700
seconds, the error would have risen again.

In Figure 18, we see a combination of the classical
and improved gains. The altitude error follows the pattern
of Figure 16 (since the gains are the same) up until time

t = 610 seconds. Here, the system switches over to the

"4
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pattern of Figure 17, and maintains a steady value until
time t = 660 seconds, at which instant the classical gains
once again take over and the system starts following the
pattern of Figure 16 again.

From Figures 16 and 17, at time t = 610 seconds, the
error drop corresponds to an improvement of about 70%
which is the same as stated earlier in this chapter.

At the same time, the plots for the vertical velocity
error for the three flights were also obtained and are as
shown in Figures 19, 20 and 21 for the classical, improved
and combined gains, respectively. As before, the gains
depict a similar behavior. For the classical, the error
takes a long time to build up and decrease, whereas for the
improved gains, the change is very fast.

The plots for the baromatric error for the three cases
is also shown in Figures 22, 23 and 24. These three plots
are exactly the same, thereby confirming the fact that the
random number generator was set at the same value at the
start of these flights as required.

It was interesting to observe the behavior of the
system for one Monte Carlc case out of thirty runs.
Figures 25 through 33 show the behavior of the altitude,
vertical velocity and barometric errors for the classical,
improved and combined gains for one Monte Carlo run, all

with the same noise realization.
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The behavior of the system is as before, except for
one case. Increased noise content is evident in the
improved gains. Unfortunately, this behavior is typical;
the more the gain Kl is increased, the more noise content
appears in the output. Increasing gain Kl allows the INS
to track the baro altimeter more closely, but because of
the noisy contents of the latter, more noise is apt to
appear in the output. However, for this case, during the

short interval of the TERCOM-updat=2, it may ke tolerable.
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VI. Conclusions and Recommendations

The simulated flight has demonstrated that using the
improved gains for a vehicle carrying out a TERCOM-update,
lower mean squared altitude errors are rossible as compared
with the classical gains. Due to the inherent lag in the
classical gains (time constant of 100 seconds), these gains
become unsuitable for such a mission. 1Instead, by optimizing
the gains for the period of TERCOM-update, it was shown in
the previous chapter, an improvement of 70% was achieved
over the classical gains. The classical gains with their
long time constant have an advantage, in that errors build
up slowly; however, on the other side, the errors also
decrease slowly. Thus, the performance achievable through
the classical gains is at its best for a level flight of
long duration. Any climbs or descents of the vehicle
degrade the performance considerably. The optimized gains
with a fast time constant showed close tracking capabilities
of the vertical channel to the altimeter.

The results of the sensitivity analysis showed that
the loop gains are highly dependent on the time intervals
during and after the disturbance. Any change of more than
10% on the time intervals (t2 - tl) and (t4 - t3) would
warrant a new set of gains. The results also showed the
gains to be highly sensitive to the time interval (t3 - tz).

Thus, if this thesis needs to be adapted for a different
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set of time intervals, a different set of optimized gains
needs to be searched for (using the search routine). In
addition, it was also shown that the gains are a function
of the magnitude of the disturkance. Consequently, with

a different magnitude of the disturbance, the optimum gains
will also be different.

In essence, this thesis has demonstrated that, for a
vehicle carrying out a TERCOM-update, it is advantageous to
have gains which are radically different from the classical
gains. The combination of the improved and classical gains
showed that better performance is achievable, rather than
with one set of gains only. Although the optimized gains
show greater susceptibility to noise than the classical
gains, the effect on the system performance is not disturbing
due to the short time operation of the former gains.

For the adaptability of this thesis to be such a
requirement in the real world environment, it is necessary
to define the different time intervals for the TERCOM-
update, and then to calculate the gains as done in this
paper. The combination of the optimized gains with the
classical gains will then provide a lower mean squared
altitude error and enable the vehicle to carry out a more
accurate TERCOM-update. It is recommended that further
study be carried out in determining the optimal combination
of the classical and improved set of gains. The time at

which the improved set of gains should be switched into

106

e B T VT S YO ST G VN SNy S SRy WLt W CE VLI Sy S b




the vertical channel needs to be determined, which will
give optimum balance between the increased noise level
content and optimal performance of the vertical channel

in providing lower mean squared altitude errors at TERCOM-

update.
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Appendix A

Instability of the Vertical Channel

For a vertical accelerometer with input axis along the

z-axis in the local-level, the measured specific force is

given by
f2 = h+g (A-1)
where
f2 is the specific force
h is the second derivative of the altitude
above the earth
g is the acceleration due to gravity.

The gravity in Eq (A-l1) can be given by the Taylor series

expansion truncated to first order

g = go - "§— h (A-2)

where
90 = gravity at distance r,
Ry = radius of earth
h = height above earth.
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Thus, Eq (A-1l) becomes
6f2 = 6h + &g
or
* e zgo
éh - T §h = SE
e
Assuming 6f to be constant, the solution to Eq (A-4) can

be written as

For a gravity ancmaly of 10”° g, the error in altitude

after one hour is (Ref 15)
édh = 28,900 ft

This shows that the vertical channel is unstable for

altitude calculations, and external altitude information

must be made available to stabilize it.
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Appendix B

Minimization Algorithm Listing

,"_y"":

SRR I SR 7 4
ST
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THE OBJLCT OF THIS PROGRAM IS TO MINMMIZE A COST FUNCTION WITH
THREE INPUT VARIABLES.IT UTILIZES TWO IMSL ROUTINES NAMELY DGCEAR
AND ZXM (N TO PERFORM THE JOB.THE THREE INPUT VARIABLES TO THE
ZXMIN ROUTINE ARE THE THREE CAINS OF THE VERTICLE CHANNEL OF THE
INS.THE VERTICLE CHANNEL 1S MODELED BY A SET OF FOUR DIFFERENTIAL
EQUATIONS WHICH ARE SOLVED RY THE DGEAR ROUTINE.FOR AN INPUT SET
OF CAINS DCEAR SOLVES FOR THE COST FUNCTION AND ROUTES THE RESULT
BACK TO ZXMIN WHICH LOOPS A NEW SET OF GAINS ,AND THIS PROCESS
CONTINUES TILL CRITERIA FOR A MINDIMUN IS MET.

PROCRAM THB

EXTERNAL FUNCT
CQ4MON/DATAL/H(6)
DIMENSION G(3),W(9)
INTEGER MAXFN,N, 10PT
REAL K(3)

INITIALIZE INPUT VARIABLES FOR ZX4IN,

M=}
NSIG=3
MAXFN=500
10PT=3
GAIN1=.82

INITIAL VALUE FOR VERTICAL LOOP GAINS.

GAIN2=4 .91E-3
CAIN3I=5,29E-5
SET SCALE VALUES FOR LOOP GAINS.

K(1)=GAIN1/1.E-1
K(2)=GAIN2*1000.
K(3)=GAIN3#100000.

CALL ZXMIN TO MINIMIZE COST FUNCTION.

o CALL ZXMIN(FUNCT,M ,NSIG,MAXFN,IOPT,K,H,G,F,U,IER)
IF(T1ER.EQ.0)CO TN 20
PRINTING ERROR MESSAGES.

IF(IER.EQ.129)THEN

PRINT*,'HESSIAN NOT POS. DEF. IER=' IER

END IF

IF(IER.EQ.130)THEN

PRINT®, 'IERe’ TER

PRINT#, 'MIN. COULD NOT BE ACHIEVED TO NSIG DIGITS'

REVERSE SCALING
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PRINT*®,'CAINL=' F(1)*1.E-1
PRINT®,'CAIN2=" K(2)/1000.
PRINT*,'GAINI=" K(3)/100000.
PRINT*,'COST FUNC=',F

END 1F

IF(TER.EQ.131)THEN

PRINT*, '"MAXFUN EXCELDED..IER=' TER
G0 TO 10

END IF

STOP

PRINTING MINIMIZED VALUES OF VERTICAL LOOP GAINS

0  PRINT*,* °*
PRINT*,'GAINI=" K(1)*1.E-1
PRINT®,'GAIN2=" K(2)/1000.
PRINT*, GAIN3=" K(3)/100000.
PRINT*,'COST FUNC=',F
END

ARAARARAAANR AR AR RN AR A AR AR R AN A AR R RAR AN RN RARE RN AR AR

THIS SUBROUTINE CALCULATES COST FUNC AND USES DGEAR
TO SOLVE THE DIFFERENTIAL EQUATIONS.

SURROLTINE FUNCT(M,X,F)

EXTERNAL FCN, FCNJ

DPIMENSINN X(4),TWK(4),WK(60)
COMMCN/DATAl /TIMEZ , TIME], TIME2, . IME3, T
COMMON/DATA2/DBARO, ALl

CQMMON/DATA3/GRAV RREC,GAINI,GAIN2,GAIN3
CQMMON/DATAGL/RH(G)
COMMON/GEAR/DUMMY(48),SDMMY(4), TDIMMY(38)
REAL K(M),J1,J2

SET FIRST ORDER LAG CONSTANT
A=5.7931605E~4

SET SIGMA VALUE FOR 1ST ORDER MARKOV PROCESS(METERS)
SIQIA=152.4

SET NOISE VALLES.
QAl=2.4E~4
QA2=}.E-9
QR1=100.
QB2=2*A*(SICMA**2)
N=4

SET INITIAL VALUES FNR INTEGRATION
T=0.0
X(1)=0
X(2)=0
X(3)=0
X(4)=0
TOL=2.E~10
S=.000001
METH=2
MITER=2
INDEY=1
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TSTOP=160.

WRITE VALUES FOR PLOTTING ON TAPE S
REWIND 5
WRITE(S) T,X
TEND=O,
ICOUNT=0

CRAVITY IN METERS/SEC*#2
GRAV=9,80665

RADIUS OF EARTH IN METERS.
R=61378165.0
RREC=1./R

REVERSE SCALING

CAIN1=ABS(K(1))*1.E-1
GAIN2=ABS(K(2))/1000.
GAIN3I=ABS(K(3))/100000.

SET TIME VARIABLES

TIMEZ=0.

TME1=100.
TIME2=110.
TIME3=160.

BETA=.5
SET DISTURBANCE MAGNITUDE (SQUARED)METERS

ALPHA=200%*2

C=2*GRAV*RPEC
CALL UPDATE

REINITIALIZE DCEAR FOR STEP INPUTS
IF(T.EQ.100)THEN
INDEX~1
S=1.E-6
END IF
IF(T.EQ.110)THEN
INDEX=1
S=1.E~6
END IF

IF(T.LT.TSTOP)THEN
ICOUNT=ICOUNT+1
TENDeT+5.

CALL DGEAR
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CALL DGEAR(N,FCN,FCNJ,T,S,X,TEND, TOL,METH,
M ITER, INDEX, WK, WK, IER)

PRINTINC ERROR MESSAGES

IF(1ER.CT.128)THEN
PRINT®,IER
IF(1ER.EQ.132)THEN

DO 30 I=1,N
CD™WK(IDMMY (11 )+1)/WK(1)
PRINT*,CD

CONTINUE

END IF

STOP

END IF
WRITE(S) T,X
CO TO 5
END IF

CQ{PUTE COST DUE TO DISTURBAKCE

J1=ALPHA*X(4)

COMPUTE VARIABLES FOR J2 COST FUNC

Bl=QA1/(2*((CAIK1)*(GAIN2=C)-GAIN3))
B2=(GAIN1*QA2)/(2*((CAINI*GAIN3)*(GAIN2-C)~(GAIN3%+2)))
B3N=(GAINL*#*2)*(GAIN2-C)
B3N=B3N+(GAIN2*#2)-(GAIN1*CAIK3)
B3D=2#*((GAIN2-C)*GAIN1-GAIN3])

B3=B3N/R3D

B3=B3*QB1l

B4N=(CAIN1#CAIN2)*( (A**2 )*CAINI+A*CAIN2+GAIN3)
B4N=BAN=CAINL*((A**2)*C*GAINI+(A**2)*GAIN3I+C*CAIN3)
B4NeBALN+(AXGAIN2 ) *#2-GAINI**2
B4DSA®GAINIACAIN2%((A%*2 }+A*CAINI+CAIN2-2%C)
B4D=B4DH+AYCH*CAINL*(C-(A**2 )~A*GAINL)
B4DeB4D-GAINIAGAINI*(C+(A**2))
B4D=BALD+GAIN3I*(A®C-A*A*A-GAIN])
B4D=B4D+CAIN2*GAINI*(GAINL-A)

B4D=2*A*B4D

B4=B4N/B4D

B4=B4*QR2
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COMPUTE COST DUE TO NOISE IMPUTS
J2«(TIME3-TIME2)*(B1+B2+BI+B4)

CQ'PUTE TOTAL COST
F=(RETA*J1 H(1-BETA)*J2

PRINT VARIABLES ITERATIVELY
PRINT#, 'GAINL=' CAIN]
PRINT*, CAIN2=' GAIN2
PRINT®,'CAINI=" CAIN3
PRINT*, 'Bl=', 8]
PRINT* 'B2=" B2
PRINT* 'B3=’, B3
PRINT*, 'B4=" B4
PRINT*, 'Jle’,J1
PRINT*,'J2=",12
PRINT#*, 'COST FUNC=',F
PRINT*,*

RETURN

EXND
AR AR AN R AR AN RN R R AR RN A RN R AR RNA AR TR R RN AR AR RTRAR

THIS SUBROUTINE CALCULATES SETS THE DISTURBANCE INTERVAL

SUBROUTINE UPDATE
COMMON/DATAL/TMEZ, TIMEL, TIME2, TIME3, T
CMMON/DATA2/DRARQ, A1l

IF(T.CE.TIMEZ .AND.T.LE.TIME1)THEN
DBARO=1

Al1=0.

ELSE IF(T.CE.TIME2.AND.T.LE.TIME3)THEN
DBARO=0.

All=1.

ELSE

DBARO=D.

Alle0,

END IF

RETURN

EXD
AR AR A AR RN AN R RN g h e kAR ARRRRARRRRRAR AR NSRRI RS

THIS SUBROUTINE CALCULATES DERIVATIVES FOR DGEAR

SUBROUT INE FCN(N,T,X, XDOT)
CQMMON/DATA2/DBARO,ALL
COMMON/DATA3/GRAV,RREC,GAIN],GAIN2,GAIN]

DIMENSION X(N),XDOT(N)

XDOT(1)=X(2)-( (GAIN1)*(X(1)~DBARO))

XDOT(2 )= ( (2*GRAVARREC )-GAIN2)#*X (1 )+ (GAIN2*DBARD)-X (1)
XDOT(3)=(GAIN3I*X(1))~-(CAINI*DBARO)
XDOT(6)=A11%(X(1)**2)

RETURN

END
BRAARRE RN AR R R A RN AN AN RN ARNAN AR AR AN T RN RAN R AN AR A DGR RARNAN

THIS SUBROLTINE ACTS AS A DIMMY FOR DGEAR
SUBROUTINE FCNJ(N,T,X,PD)
INTEGER N
REAL X(N),PD(N,N),T
RETURN
END
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Appendix C

SOFE User Input Routines

Introduction

SCFE (Ref 13) is a Monte Carlo simulation program that
helps in analyzing integrated systems employing Kalman
Filter estimation techniques. It can also be used for
propagating the navigation error equations over a desired
trajectory.

SOFE requires both truth and filter model state
variables. Since this thesis had only truth model states,
a dummy filter state was introduced to satisfy the SOFE
requirements. Brief discussions on each of the input
routines used in this thesis are described in the following
paragraphs. For additional information, Reference 13 can

be consulted.

Tape 5
This file is the input to SOFE for the following
information:
(a) Problem title
(b) PRDATA information for initializing matrices
and time intervals in basic SOFE
(c) Initial values for the truth model error
variables
(d) Input for the USRIN routine

(e) Plotting information
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Tape 5 input can reside on card decks or can be entered

interactively.

Subroutine AMEND

This subroutine is used to apply total feedback control
after a certain number of measurement intervals. Since no

filter state was used, this routine is just a stub.

Subroutine ERDY

This subroutine was generated to calculate the non-
zero entries of the 9x9 fundamental matrix of the INS
differential equations. This subroutine is not explicitly
required by SOFE, and it was generated for the purpose of

program clarity.

Subroutine ESTIX

This subroutine is required for computing the user
defined quantities. Since no quantities were required to

be computed, this routine was also a stub.

Subroutine FQGEN

This subroutine is required for the filter states
which were not present in this thesis. Thus, this routine

was also a stub.

Subroutine HRZ

This routine is again required for the filter states

and thus it was also a stub.
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Subroutine NUUNIT

This routine was generated to convert the statistical
input to computational units. Thus, all units conversion

calculations were done here.

Subroutine SNOYS

This user routine adds gaussian random samples to
specified truth states to simulate the accumulated effect
of process driving noise on these states over the noise

accumulation interval.

Subroutine STABLE

This subroutine was generated for printing a table of
the statistical input for the truth model. This routine is
not required for SOFE explicitly; however, it helps in

fault analysis.

Subroutine TRAJ

Since no external trajectory program was used, this
routine was generated for establishing the great circle

flight trajectory.

Subroutine USRIN

This user defined routine was used for reading and

printing input data.

120

WY vT




Subroutine XFDOT

This routine is required for the filter states, and

therefore it was just a stub.

Subroutine XSDOT

This subroutine contains the derivatives of the truth

model and it also initializes the various error states.
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TAPE 5

100=LN15/VERTICAL CHANNEL ERROR PROPAGATION----CLASSICAL VS INPROVED

110=
120=
130=
140=

150=

169=
170=
180=
190=
200=
210z
220=
230=
24¢0=
253¢=
260=
270=
280=
290=
300=
310=
320=
J30=
340=
350=
360=
370=
380=
390=
400=
410=
420=
430=
440=
450=
450=

$PRDATA
NF=1,NS=50,M=0,NZF=0,NXTJ=9,
LXTJ=.F.,
T0=0., TF=700.,
DTPRNT=S5., DICCPL=S.,

DINOYS=3.,
DIPRPL=10.,
LPRXF=.F., LPRDG=.F.,
IPRRUN=1,  1PGSIZ=55,
LPF=.T., LCC=.T.,
TOLER=.0001, HNAX=60.,HNIN=.0001,
ISEED=-2341248, IPASS=30,
s
5040.
0.
1,1,1.
0,0,0.
$SIGOS DYNANIC(1)=10#0.,
GB(1)=2+.0005,.0007,6F (1)=6%.0005,6FF (1)=3¢0.,
GSF(1)=3¢5.,6M(1)=4¢2.5,
AB(1)=3825, ASF(1)=3%25. ,AN(1)=635.15,
BARO=50.,6DE=26.,6ND=17.,6A=35.,
BASF=.03,5PC=1.54E-04,AL=.25,
'
$STATS  DALTS=250.,D6RAVE=10.,DGRAVN=10.,
DGA=60.,6YNDS(1)=30.0,ACNDS (1)=340.0,
PASIGS=250. ,EDSI65=26.,DNSI65=17.,6A5165=35.,
s
$CONTRL  LFDBK=.F.,LINT0O=.F.,KXS60=1,

4

TIME(SEC)

470=ALTITUDE ERROR
480=FOSITION ERROR eFEET#
490=VERTICAL VELOCITY ERROR
$00=VELOCITY ERROR sFPSs
S10=BAR0 ALTIMETER ERROR
520=ALTITUDE eFEET» .
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(a]

SUBRJUTINE AMEND T4/7s FEAEDS . FTIN @,30540¢ 11708732 15-33-37
L SUBSCUTINE AMEND(IRUNST o NT NS VXTUXF 9X54XTRAY)
c
C USER-WRITTEN SUBROUTINE TQ APPLY TQOTAL FEEDBACK CONTROL
[
3 CoMMOIN /CNTIL/LFOBX GyLINT?I <8350
OIMENSION XF(SF) o XSINS) o XTRAJINKTY)
C
LCGICAL LFDBX
c
19 AETUFN
IF (.NOT. LFDB8K)} PETURN
c

00 160 I=31,49
XS(1) = xS€i) = XFU(ID
15 XFC(I) = J.
108 CONTINVE
3 280 I=11.138
XSI) = xSClY = XF(I)
XF(I) = 0,
21 203 CONT INUE
X3(848) = XS{a8) - XF(1D)

XS(42) = XS(4a) = XF(1W)
XS(4%) = XS(4%) - XF(15)
xF(1C) = 0,
23 XF(14) = Q.
XFC1S) = C.
AETUFN
[<
€ €00 0000ttt tteeetstetrtecitreetsttaseeeseeettsssacssceccsrecconencsonnte
3] EANTRY AYENDC
RETUSN
£.0
CARD WR, SEVERITY OQETAILS DLAGNOSIS OF PoCOBLEY
1t I THEAE IS NO PATH T2 THIS STATEMENT.
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T TUBIUTINE €FDY Tasre CPTZY FTV a,3¢%508
1 SUBRLUTISE ESDYINTRAULTPAST3XI)
4
C EPOY COMPUTES NAN-ZEAO ENTIIES FOR TWE A3 SUBSLOCK THAT
C MAKES UF THE FU.DAMEATAL NAVIGATIDY ERSCR DyNavi(Cs wate(x,
5 C SA)Y ALSC FILLC CowwM>IN AGEA *S=AITT wITW JUSRENT VALUES OF
€ SEVEIaL COMSUTED VASIAALESs INCLUIING R-Y-Z VELZCITIES.
C SPECIFIC FLGSCES AND CCM@avDED ANGJLAR VEL2CITIES. PLUS
€ WAVOER-ANGLE VALUES. *SWASE® VARTASLES A9 USED IN KSDPT,
€ XFIST A0 FIGEN F23 A VARIETY IF STATI AND COVAIANCE
12 C CCw2UuTATICN .
4
COMNIN /EART/GMEGAWFETIESD0GET
Coumty /mAT=/Q 2P HALFD],2!,T¥0O1,2P0
Coww N /¥yDAaupP /LK) +CXK2,4Cx )
; 13 CoMMIN /IRATE/VE VT oVZ VG TR FY o FZoWCR WC Yo WC2Z ALFALCALEACALFA
- DIRELSISn TSAJINTRAJIFINI(A])
[4
€ 212x CUT QCQUISED TAAJECTIAY VARIASGLET
LAY s "PAJI(YL)Y
2 [ =z "aJ4(2)
vy : TAauLd)
174 = T2aute)
S Fy = TCAJYLS)
. Fy s TAaJ(s)
;ﬁ. 25 F2 = TRAQD)
= ALFA = "94J4(2) o MALFPI
c
X ) € C3PUTE 7SHASED® AND YEMPQOAIY WASTABLES
CALFA = CSSCALFA)
F 3 ALFA = ZINGALFM)
L vE 2 CALFAoyY = SALFAevY
s 'L 2 3aLFaeyx o CALFAOVY
e ) 2 L38T(VRee2 @ V¥VesQ2)
L FE 2 CALFACFX - SALFACFY
33 Fy = 3ALFASFX o CALFA«FY
CLAT = C25(:LaAT)
LAY = SIN(ELATY
TLAT = SLAT 7 CLAT
SCLA® T Jo/CLAT
.3 IMEGN = IMEGACCLAT
R CMEGZ = CMEGACSLAT
- .- SHOE  z=VANeRSEQ
- SHMON 2 VEeAEEQ
e IM02 = VEeRCSEQeTLAY
;': 3 wE z - HOE
N S CuChNeQWEGN
h, L 14 = OHOZeCWEGY
. WCE = CALFAEMHCE o SALFAswN
- veY S-3ALFASRNCE © CALFAedY
aa = we = twgg? P
- 1 194 2 y2esiEQ
- (4
:: | C IVOLUATE TME TIME-DLOE"DENT ¥IN-2770 ELE®IV'S
L € Inv THME FUNODANENTAL E92PC? DYNAWICS wATAIX
;‘ s3 FIN3 (1) = #mQ2e0CLAT
FIND (2) 3 2,0( MEGNCYNCCNEGTOVZ ) ean NoV e 0CLATOOCLAY
o FIND (3) 22,0 YEGheVE«P4IVeVIeACLATACLAT
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SU3INYTINE E°OVY

(g Mgl

e NaNz)

Ta/74 IpT=1 : FIN §_,Be550
FIXT (&) ==2,0I%EGZVE
Faxg (5) =2-{%EG2
FIXY (6) = WheRmOZeTLAT
FSX9 (7) =-2M0Na7REQeRCLAT
FIX9 (8) = A=CEe3IVED
FIx9 (9) =-Cxl
FIX9(10) = RMOZeIHOE+IMCNOXX?
FING(LL1) = PHCNeIMC2-RHIEexA2
FIAICL2) = 2.¢GEERPEQA=(IHIN®A4IN+IMDE2HOEY -CK2
FIX9(13) =-SHOE*IREQ
F23X9(14) =
FIXs(L1sS) =
FIxX3(15) =
FIAA(LT) =-3~CEeTLAT=-XXZ
FIXGC(1E) ==2.0W2
FIXS(19) = 2,0UN
F3IX3(21) = TLAT+23EQ
F319C23) = w2+CVERZ
Faxs (2a8) =-xK2
FIXS(25) ==2.¢54)E
F3XI(29) z-(WNeIVEBN)
FIx9(29) = EmCE
FIxS(3C) = FZ
FIXSC(IL) =-FN
FIN3(32) s-wl
FaIxe(33) = W~
FSX9(38) =-F2
Fox9(35) = FE
F3x9(36) = W2
FIXI(3IT) =-uE
FIXS(3R8) = F\
F35X9¢39) =<FE
FIXI(A0) =~uh
FIx3(el) = wE
2ETUSN

000 000000 RRT NI 0RE0 00000000000 RERNttattetoesnnietenseesedisoreneese

ENTRY E€30Y0

EVALUATE THE TIvE=-TNOEPENDENT NON-Z2ER0 ELEMENTS
IN T=E FUNDAMENTAL ERQCR OYNAMICS waT@[x

F3EQ
F9x2(20)
FIx3t22)
FIX2(26)
FIX3C27
SETUPN
€0

1./5€3
iSEQ

[ I TR T 1)
A 0
v
™
[~
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SUBRIUTINE ESTIX T8/ 70 PLAED] : FTN 84,3554 11703732 15.33.3

1 SUBRCUTINE ESTIXCIRUNITINFoNSoNKTJoRF oXSoXTAAJNTRPFD

EnT2Y ESTIXO
SETUPN
3 END

g?

—TYTY Y YTy

Gl
.

s v T VT EEY VY
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SUBRIUTINE FGSEN T8/77s QPT=y ’ FTN 8.2+54%s 11709732 15,334

1 SUBRAOUTINE FOEEMITAUNS " oNF aNSe VAT Yo XF o XS XTRAJWNZFINZQ4F 4 QF)
[
OIMENSICON XF(NFI v XSEANSIoXTARICNATIY oFINZF I QF INZ D)
<ETURN
b} ENTRY FOGEND
SETUSN
£0
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SUBQJUTINE WRZ

1 SUBPCUTINE Mo 20l 2UNeT oNFoNSoNXTJEDX s TORG TR s NTE4PFy
. IMEAS My VAR, 2ES)
c
PETUN
5 ENTRY WHRZD
FETUSN
END
'
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LARAS At ens

e

1)

22

3

33

LT

(3]

S5

S35

SUUNTT LARAR PLARD) ' FTN 84,365508 11/08/32 154334

[a XXzl

NN NnAaNONNA

nnn

1c

20

30

SUBRTUTINE NUUNIT
NUUSNIT CONVERTS STATISTICAL IN2UT "3 COWPUTATICNAL UNITS

CowwCN /CORSS/OALTS 0GAAVE,,DGIAVN DG A

CIMMCN /mATH/GQTIP o mALFFRI P14 TWI3[4RPD

COWMON /NGISOS/SYNDSEIDGACNIT LYY

CIM@GN /SIGI/0YNARICILY)e53C3)96F(5)¢6FF(I)sGEF(3)oGV(E),
. ABCS)oAZF(3)oAN(6)¢BA0IGDELGLD6A,
. BASF 3PCeAL

COSMON /STGYAS/AASIGSoEDSLIB54INS{G3¢5ASTGS

FCAIm COHLVERSION FACTCES F22 CHANGING INPUT DATA
TO CONPUTAT [INAL UN(TS

eee 2PD = RADIANS PER DEGREE
coe 5PH = SECIND3 PE® mhyue
ese ACCPG = FI/SEC/3EC PER SEC
eee ACCFUG = FT/SEC/SEC FER WICeg $EE
eee IPAS = IADIANS PE? A2C CECSND
ese FPNM = FEET PER LAUTICAL %! _€
=pPD 3 WALFSL/90.
PH T 36if.
ACCPG = 32.2
ACCPLG = 32.2/1005363.
:PAS T 3P0/3650.
FPAM T 16524743002

CHAGE STATISTICAL I%PUT DATA *0 ZJvwPUTATIIWAL UNITS

D2 .1C I=7,9
DYNAWIC(I) = OYNA®IC(IDV/12D2,
DC 22 I=143

GBC¢ ) T GB(l)ePPD/SPNM

ABCT) = AB(I)eACCOPUS

SYNDSCI) = ((BYNDS(IVePD/534)ee2,)/8CH

GFF () 2 GFFUI)eRPD/(SO2%edCCPGACTFG)

6 F(I) 2 GSFIIN/7122832).

ASF (1) z AZF(I/102312).

ACNDS(I) = CCACNDS(LDICALIP UGV e02,0/5PH
CONT I NLE

0% 30 =146
GF(1) = GFLI)edPN/(SPReACCPS)
6%(f) = Gw([)eAPAS

AM(l) AV(I)e2PAS
ConTINUE
DALTS = DALTSeFPN®
OGPAVE = OGPAVE-FPNN
DGRAVN = DG AVNeFPIL®
0GA S 0GA«FFuUNM
G0t = GOEsACCPUG
G*'.0 2 G.DeACCPUG
GA = GAeACCPUG
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S s ae b Jes 4
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M i

X

Tt

P g Ty Yy
! {.-'.'.'.'_ N

TS Yy vryvw
- -— '

o1

F

6)

SUBRJUTIHE ALUNMT

€0S516S
ONSIGS
GASIGS

AETURN
£%0

Ta/T6 cPT=

ED31G3+aCCPUG
ON3IGSeACCPUG
GASIGSsACCPUS
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SUBIZUTINE SNJYS Ta/ T cpPY=1 : FTN 4,356% 11/2¢732  15.334¢

13 SUBRTUTINE SUHOYSCIRUNGT oNT o NSeUXT U NF 4 XSoXTEAYD

USER=WRITTEYN SUBRQUTINE.

ADD3 GAUSSIAN ZANDI™ SAMPLES T) SPECIFIED ToUTW STATES 0
SISULATE THE ACCUMULATED EFFECT 9F 2RICESS DRIVING MNOISE

ON THESE STATES OVER THE AGISE ACCUMULATIOIN INTERVAL D7,

w
(o NN NaNalal

COmMMCN ZCZRAS/DALTS+OGRAVE,JGRAVN.D6A
COMMCH /0NGL1SIS/GYNDSEI)ACNDE (Y

1) COMMCN /SIGMAS/BASIGI +EDCIGS+ONSIGSeGASIGS
DIMENSIIN XFCNF) 9 XSINSIeXTIAY(HXT YD

[
or 2 T=-T2LO
VE = XTRAY(2)
15 VN = XTIAJCY)
ve S SQPT(YEsVEsVNeVN)
[
SIGLYl = SQIT(DTGYSDS(1))
XSC(11) = XS{11)1e5AUSSER.e3I311)
23 $1612 = SQIT(DT+6Y.0S(2))
XS€12) =2 XSC12)eGAUSS(CeeSIGL2)
TIGLY = SQAT(OreGYNDS(IM)
XS€13) = NSC13)eGAUSS(D443IG13)
31632 = SQRAT(OT«ACNOS(L1))
23 XSE32D) = 2SU32)eGAUSSILLeSI63)
S1633 = SQAT(DT«ACDS(2))
ASEIIP = XSC(2IDeGAUSS(Dae3]3332
T1638 = SGRATCOTACHOS(IND
ASE38) = xS(38)eGAUSS(Ces3I528)
b} SIG84 = BASIGSeSART (] =SAP(=2,0)TeVR/DALTSY)
X3(868) = XS(44)eGAUSS(Jes31G0)
J1GAS 3 EDSIB3e5QRT(lo~EXP(=2,¢0TeVG/IGRAVED))
XS(83) = XSUA9)eGAUSSIpi]T03)
SIG8E = DNEIGSeSARTIL.<EXP(=2,02TeVG/2G2AVN))
33 XS(85) = XS(46)1+6AUSS(Cael’Gas)
I1G8T = GAZIGSe3QRT(1.~-EXP(=2,¢3TeVG/IGA))
XS(A7) = XS(AT)eGAUSS(B.eS1354T7)
TaLo =1
AETUN
s) [«
c V00 SR 00 RCRPVRCRANRPQROR QORGP RNRRNCOPRARCOOEPOPERORRNOONCEOORLROOOAGRED
ENTRY SNCYSO
T =7
ACTURN
[}) €0
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SUBRQUTINE STABLE T0/764 QPT=1 ’ FTN 8.6+560 11779732 154334
1 SUBRJUTINVE 3TABLE
c
C STABLE FPRINTS A TA3SLE OF STATISTIZAL INPUT DATA FOP THE TOUTH M)IDEL
c
3 CCowwoN /CORIS/DALTS 4069 AVE DGRAVN,OGA

CIMUCN /EAI™M/NERBAGIEQIESQeGET
COMw N /°21205/5Y%0S(3) 42D
COMMCN /3IGMPAS/IASIGSsEDSIGSeINSIG34GASISS
cqunru /SIGI/DYNASIC (L0 ¢6BIIIGFCSD) oGFF (I oGSFI)o6M{L),
1} ABCI) s ATF(3)sAM(514BARCGOEIGVDGAY
. BASFeSPCeAL

DIMENSION DISECTI3IDeSOUPCENL®) oAXIS(12Y,AXVIS(E)sOYNAMCLID)Y
DATA AXIS/ZOX ®¢®X ®o®Y "%V "2 %¢%2 "¢® INFUTIN)I®"y® SPINC(YI®,
15 e® SEIN(XI™e® [0PUTIYI®,® SPIN(Y)I®,® TN2UT(ZI®/
DATA AX®!S/"ABT Y®,"ABT 2°4°A8T X®,°ABT 2°,%ABT X®,"ABT Y*/
OATA DIIECT/®X =,y *,°2 */
DATA DYNAM/®eCCI(LTIFT®,® FLET®,® FEET®,® FT/SEC®e® FT/SEC"
«® FT/3EC®y® “3AD®¢® MRAD®," w2A0D®,® FT/7ECee2%/
23 OATA SIUSCE/TEAST @4 LoNGITIDE e O NIATHO oL AT TUDE®+*ALTI TYUDE®,®
@ AT T VEL JCLT Y ONCATH " VILCTITY® s "VERT  CAL® o VELCCITY ",
¢ CEASTY O ATT I TUDE® ¢ " NORTH® 4@ ATTITUDE® o *VEATICAL® o "ATTITUNE®/

(a2 N al

WILTE TABLE OF TRUTH MCOEL STATISTIZAL INPUT DATA
23 WRITE(S41020)

[a]

- WATTEC64¢2C0) 1 oSCURCECLDoSCUACI(2)¢DYNANIC(L)eREQ.OYNAYIL)
“ WRITELS42350) 243CURCELINoSIIRNCICNIDYNANIC (23 eREQDYVAR(Y)
[r=%
hb] DS 12 I=349
N=llel
WRITE(G 42001 J2SCURCECIT) oSURACTLN)2OYNARICI(TII DY ALY
1zlle2

13 CONT INUE

WRITE(6+300) OYNVAMICHI0DIVNAW(L])

§ " uvx?s(a.~:0) [+0i2ECTINI46B(N) 4GYNOSEND
k{4 CSNTINUE

02 30 i=18,1:

. NZl-13

» L} N Zhe 6

i|‘ WEITE(645C0) ToAXISIND XIS INND4GF (XD
3¢ CONT:NUE

03 &0 1220422
3 NEl-19
WAITECS,620) [ ¢DIPECTINDILGTFLY)
CONT JNUE

0: S5 1:23429

53 nwal-22

W3ITE(307.C) ToDIIECTIN)46SF ()
8¢ CINT INUE

VPP
o
»
o

D 4
Y
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SUBIOUTINE STABLE Tes70  oPT=1 : Fin 4.0e550 11799732 15.33,
¢
D7 60 1326431
63 L21-2% '

WEITE(60:C0) LoAXISIND JAVM[5(ND)GUIN)
€0  CONTINUE
<
D9 70 1332436
8% 52131 ]
MAITECGE4I20) [ sDI2ECTIN) oAT(Y) 4AC . OS(Y) i
10 CONTNUE
<

00 8) T=3%5,37
7 “2l-30
WRITECLE9LI00) LoDIRECT NI 4ATF (V)
9 CONTINUE

00 93 13384613
75 Nz[-37
WOITECS01190) [ oANISON) qANUIS(N)  ANIN)
3 CONTINUE

BANDS = 2,9HASIGSeBASIS3/0ALTS
) EJUNDS = 2.+ED5IGSEDSIGI/DGFAVE
OMND: 2 2,00NSIGSeDNSIGS/DGRAVY
GANDS = 2.¢GA3IGSeGASIGI/ISA
WRITE(6+1200) BATO0¢BANDSoIALTSeGIZ ¢EOUNDSID6IAVE s GND o ONNDS »
. DGAAVNIGAGANDS o D6A9BASF4I2C AL

53 [
IgrysN
163 FORWAT(®19//7756,*TRUE €923 STATISTICS®//763,24(0,%),T3],
. SINPUY PASAMETERS ®,20(%. )/ /TS5,°TAUT",T04*°NO1ISE®/
. TS0 ®S ATE e TESe INITIAL INZ®pP3) 4 SPECTRAL®oT11T74°CTAAELATLION®,
3) . 77540 NDEXT T3¢ %CARCA S UIZE®, T4 4%ER02 PODEL "
. TESe®CIGYA VALUE®sTI0*DENSITY®oT117e%PARANMETER®/)
202 FOPMATITT4129T13¢2ACeTa0,,DYNANICT (62612404410
3CO0  FORWAT(TT %1 % T12+°VEATICAL AZCELEAATICN® TA"DYNAMICY,
. T62+612.0041%)
75 OG0 FORMATUT7412+T134A2eT19¢%6Y20 OALFT "o TO4,"0ANHD0M WALK®,
. T621612.44° DEGC/MRA® T (9(9,610,2,
. ® DEG/mMA)ee2/uR®)
ECI  FIRMATITZ I29T130A2e%GY?7 G-SENS DUIFToTgATyT 44, *RANDO® CINSTANT®,
. 1620612.8¢® DEG/HZ/G®)
103 §C0 FIRVAT(T7,124T134A2+°GY00 GoG-SENS DIIFT ®,T24,Ta0,
. O ANDLM COUNSTANT®oT624512400"° JEG/MI/(64G)°)
TCY  FORMAT(T?,02¢7130A24T15+%53730 SCALE FACTCR®,TAS,"RANDCY COINSTANT®,
L3 T£2+G12.%4° PPu®)
300 FOAMATI(T74[2¢T130420°GY30 MISALIGNMENT TA6¢TAS,®0ANDON CINSTANT",
105 . TE24G12.49% AIC SECT)
303 FORMAT(T 74T124T13¢B820715+ACCELTIOIMETER BIAS®»To4,"RANKDCY WALK®,
. 162061248 ¢® UGEE®9T330%(%4¢51342¢® USEE)0e2/une)
1230 FORWATCT Po224T130A2eT1%+%ACCELEIONETEY SCALE FACTCR®" T o0,
. PIAND® CINSTANT ®9T624612.0,® Pawey
113 110C FOPMAT(T?,[2+T134A2+°ACCEL “ISALIGNYENT ®,AceT08,
. CTANDIM CIONSTANT®9T624G12.8"° ARC SEC®?
1233 FOPWAT(TT,°00%,713,°8480 ALTIWITEA B7AS®, 700,
. OErIST CODEP wARKOV®e*6246G12,8,® FEET®,79G+G10620
. ® FEE e /Nu,T1112461242¢® VAUT Wl EZ9/

»

Ty
P . L ‘-—v

{
)
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SUBIJUTINE STABLE

® ® 00 000 @000 o0 0

Lamam mems man me o Sl Sase o s man v —o— —~-— -——

L e e e e w =y = = -

T4/74 2721 ’ FTN 64,3¢588 11708732

TT,%05® ,T13+%E GIAVITY DJEFLECTION®TaS,
CFIPST CSDER MARKCV®4T62,G12.0+® UGIE®4T52,4613420¢
® UGEEeo2/4®%,T1124G17%.24® \AUT MILES®/

TT74%65%T13¢% GAAVITY DEFLECTION" TaN,
OFIPST J2DER MARKCV" 3752461 2.4+® UGEE®73C 610,20
® UGEE«w2/NM®,T1129G12.2¢°VAUT M“ILES®/

TTo®0T7%,T13¢°GRPAVITY ANZYLY®,Tad,
®FIRST C2DE? MARKCV®3"6524512.%+® UGIE®¢TS04610.2
® UGEEee2 /A", T112,G13.2+° YAUT wiLzs5e/

TTo®420,T134"ALTIVETER SCALE FACT A", 44,
CCANDCW CCNSTANT®1762¢512:644® o0covee®y

TT7T,°49@,T13¢"STATIC POESSUAC COLFFCIENT . 00,
®EANDTM CCNSTANT®,TE24612404® FT/(FT/CECee2)°/

T7e%S50%sT13s ALTIVETER LAG®sT 04,

SCAND Y CONSTANT®4T629312.4,4"5ECS®)

€0
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.
SUBACUTIAE TFAy Te/74 SPTsl . FTN 4.8+%554 11728732 153,

t SUBPZUTINE TEAJIIRUNITINF NS VAT XF NS X TOAY)
- C
ko) C  TIAJS CPCATES An EXTERNAL FLIGMT 230FILE CF DU®ATICN
k- € 552 SECCNOS.IT STARYTS WwiTw & LEVIL FLISHT WITW A SPCED
- 5 C  OF 603MILES PEI MIUR F3R €03 SECINIS.IT COMNENSES “HWE
- C  DIVE FIOR 19 SECS WITH DCWNWARD VILSCITY OF SOCCFT/MIN,
C  AND LEVELS OF AT 1J2CFT.T4IS TARJCZTCRY WAS CPEATED O
C  EMABLE A VESICLE T3 PERFUIM A TEICI™ U2DATE.
c
13 COMMIN /MATH/QTIPL yHALFPI P!, TUCAT4APD
CCMMAN/EARTH/CMEGA yREQWESQeSES
COMMCN/HGTHINT
DIMENSION KF(HLF)s XS(NS)s XTRAJ(NXTJ)
c
15 € 3SEGMENT CONE
IFUT=T1021,22,22
21 vZ=0.
C INITIAL WEIGRT INFEET
HT=11000.
23 C fHE FOLLOWYING EQUATICNS DESCII3E A GREAT ClACLE PA™H
c
VHOR = GAMDOTe(REQ*AT)
GAM T VHCI+(T-TQ)/(REQenT)
CTLAT = 30RTCCCS(GAM) oCAS(BAMIo((COSITINCLIeSIN(GARI)®e2))
23 STLAT = SINCTINCL)*SIN(BAY)
SALP4A = COSCTINCLI/CTLAT
- IF(GAM=G11)2842%+2F
(‘S‘ 25 IF(GAM=GLY 26426024
. 26 CALPHASSQAT(L=SALPMACSALFNA)
3] 6) 17 21
26 CALPHAS=SQRT(1=-SALPHALSALOHA)
60 T2 27
€ SEGWENT TuC
22 IF(T-T1)80,0C¢01
33 Y] 63 T 21
3} TF(T-(TLeDELTA)DA2,82443
.2 VZ22-%0e0(1e=COSCONMEGLT="10])
G0 “I
- a3 TFUT=(T2-0ELTAD) 80,004,445
. 4 . LY vZz=130.
> 63 TC 43
- (1] IF(T=T2)86,05,23
.. % V225040 (1e~COSIOMEGe(T=T2)))
- 60 TG o3
.- a5 .8 HT 2 110.0e=130+e(T~T1)
l.a VHOR = GAYDCTe(REQeMT)
et GA% = YNCPe(T=T0)/(REQeAT)
CTLAT = SNOT(COS(GAMI*CIS(GAYIo((COSITINCLICSINIGAN))ee2))
STUAT = SIN(TINCL) «ZIN(SAn)
: =) SALPMA = COSETINCLI/CTLAS
}‘~ FUGA%-61113C 31431
b 3 TF(GA%=G12)32432+30
v 32 CALPHASSIAT(L =SALPHASALO A
- 5 Tro2Y
fd 55 3 CALPMAZ=3QRT(1=3ALPHACSALRHA)
C SEGHENT THAEE
E" 23 vZ=0.
. 4
-
"A
t
-
b

av
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FUBROUTINE TFAY 8714

e
[V 2

L

ANANODAMNDAN W

NOAMHNN

oPT=} ) FTN 4,0e560

®Y = 103%.
VHCR = GAMDNTe(REQ+HT)
GAM = VYHQOSe(T=TO)I/(REQewuT)
CTLAT = SORT(CIS(GAMICOS(GANISC(CISITINCLICSINCGAN))2e2))
STLAT = SIN(TINCL)eSINIGAY)
SALPHA = COSCTINCLI/CTLAT
IF(GAY=611)33034,38
IF(GAY=G12)3S435,33
CALPMAZSORT(1=3ALPHACSALPHA)
GO To 27
CALPMAZ-SQRT(LI=3ALPHACSALZHA)

veccceeee s DEFINITIONS OF T2RJZT2Y VAL ABLESceccocovse

XTIAJ(L1D LATITUDE

XT3A9¢C2) X VELIZ!IYY

XTSAYCY) Y VELZZITY

XTSAJ(8) Z VELCCITY

XTIAJ4(S) X S2TCI-IC F23CE
XTFAJCE) v SPICITIC FOYCEE
XT2A4¢T) Z SPECIEIC FOSCE
XTSAJES) WANDE® ANGLE. ALO™A

LAEYIE D] HEIGAT

WHMEPE, FGR ALPMA = -30 DEGREESs X~-7-2 POINT E-N-U PESPECIVELY.

VNSVHOReCALF A
VE 2 VHIIe3ALPNA

FE = «20Vm0F oy EeSTLATCALPRA

FN = 2evn)eui€eSTLATeSALIMNA

FZ = GEE=(VHCROVHCR/(REQe~T) N =2ayHlRedIEeCCSITINGL)
XTRAYCL) = ACOS(CTLAT)

XT249¢2) = VE

NTRAYE3Y 2 VN

(TRAY(e) = V2

NTRAYLS) = FE

YTAJ(E) = FA

xTOAJC(TY = F2

XTOAJCY) = wuT

SETUIY

ENTRY T2A40
MCITZONTAL VELICITY S0CMILES/MIU?
VNOR = 1013437
INI IAL LAT;TUDE Iy RADIANS
TLAT = G,
TI9E OF SEGMENTS [% SECCNOS
re 3.
mn LTS
T2 = 638,
GICAT CIRCLE PATH INCLINATIIV IN 2a)dfavs
TISCL = 47353388
INITIAL HEIGHT [N FEET
“T o2 11037,
GA®OCT 2 ynCA/(AEQenT)
Glt = =3 57C737
612 = 1.370737
622 = s.712331
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R Slae oo ae e an en

SUBRIUTINE T7AJ Ta/ 70 APT=t
115 WIE = ST252115147€-4
DELTA=Z,J1
INEG:PL/DELTA
€ MAYDER ANGLE IN AADTANS
XT2AJ(3) = ~HALFF!
123 g TyuaN
[41]
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(v}

17

25

n

33

a3

45

kD)

3

SUBAJUTINE

atcanD

aon

USATv

suBacu

USEP=-WR!IT
TML 3 ACUT
I8N CONT2Q

78/1a oPT=) : FTN A.F+%50

TIHE USRIV

TEN SUBROUTINE
INE SPECIFIES CONSTANTS AND REAQDS
L AND STATISTICAL JATA

CCMMCN /CCOR33/0ALTS40GRAVE +DGRAVYN,4D6A

COMMCN
CommMiN
[ L, |
CoPmcN
ComMmMTN
.
L]
CQuucy
COopu’Nn

LoGICA
APELL

NAMELT

JEARTH/CMEGALREQIE2Q46GED
JCNTAL/ZLE0BK W LINTTY9kXS3)
/MATH/QTIPI JHALFD! 4Pl 4 T2 4RPD
JNZTSDS/GYNDS(3) o ACNDSELY)

/3160 /70YNAMICCLI0) 45303 a5 CE)4GFFU3IGSFES) 69 (6D,
ABCID s ASF(3) oA (5D s3AC4GDECGD46A,
BASF+SPCoAL

/SIGUAS/BASIGI4EDTIGS yONS{6564SI6GS

/VOAMP /CX1 9CK24CX3

L LFDAXsLINTOO
ST/CCNTAL/LFOBKRLIATCY ox X530

ST/SIGCS/0YMAMIC 168467 4G F ,GSFoGReABIASF AN,
BARQe GOE'GVDeGAIBASF3PCeAL

11733732

NAMELIST/STATS/0ALTS DGRAVEsOGIAVNIOGAsGYNOS o ACHOSBASIGSEDSIGSe

SET EARTH
"MEGA
“E£Q
€519
ESQ
5EE

SET VERTE
cxtl =
Cx2 =
cx3 =

COYPUTE M
(39
QTP
HALFPI
TYoP!
PO

DNSIGS9GASIGS

=ELATED CCNSTANTS
«7252115147E~4
2.032560E7
2.026638317779
Se0

32.2

WwhHHNR

CAL LIIP JAMPING CTMSTANTS
3.2E=2

J.3307€-0

ledE-6

ATH CCHSTANTS
ACSi(=1l.)
0.2%ePL
O0e%ieP]
2eCCoP?
PI/7130.

IEAD AND EC~O STATISTICAL DATA
ACAD (S5e516GC3)

QEAD L

SeSTATS)

WRITEL645IGCT )Y
dALTECB 100
WILTE(64STATS)
WA ITE(B,4300)
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