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A Galerkin Method on Nonlinear Subsets and

Its Application to a Singular Perturbation Problem

ABSTRACT

In the Rite-Galerkin method the linear subspace of the trial solutions is extended to a closed
subset. As an example, a class of so-called sublinear approximation and interpolation is developed.
Some results, such as orthogonalization and minimum property of the error function, are obtained.
A second order scheme has been developed for solving tl;e “linear singular perturbation elliptic
problem .

-eu” + p(x)u’ + q(x) u==f(x), u(0)==u(l)=0.
~ Error estimates are given for a uniform mesh size h:
llo,” - ull; < C; B'3, O uBl <, BY, (i=0,1)

2
ifbh < ﬂ ¢, where the constants C; and C__; (i=0,1) all are uniformly bounded for small .
Plloo ’

For the same accuracy, the present nonlinear scheme is one order of magnitude more than the

usual method used in the piecewise linear subspace. Numerical results for linear and semi-linear

singular perturbation problems are included.
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1. Introduction

The development of finite element methods has been successful in various fields. From a
mathematical point of view, the method is one of extemsions of Rayleigh-Ritz-Galerkin technique,
([1}, [15], [16], [17]). Usual finite element schemes, choosing piecewise polynomials as trial functions,
are very efficient when there are no steep gradients in the true solution. Otherwise, poor results
might occur. In order to get accurate numerical data, one may use adaptive mesh technique(e.g. [8])
or a higher precision scheme such as b-version and p-version respectively [3]. Beyond usual
polynomials, rational elements(e.g. [24]) and exponential elements [9] have been introduced to enrich
the trial subspace to reduce number of parameters for a given precision. One thing in common
among these techniques is that they are all reduced to a discrete linear system if the original

differential equation is linear.

Nevertheless, our approach is quite different. To find a better discrete approximation of weak
solutions with steep gradients, we try to relax the limitation of replacing the continuous variational
problem only by a sequence of finite-dimensional subspaces. Hence, in this paper, we present an
extension of the finite element method from subspace to more general subsets and adopt the method
to solve singular perturbation problems (including linear and semi-linear) in one dimension. For
linear problems, our aim is to solve a small semi-linear system instead of a large linear system which

arises by using the usual trial subspace of piecewise polynomials for a given precision.

From a practical point of view, there are, at least, two questions which need to be answered
now. First, how to find a good non-linear approximation of a non-linear functional space which can
be devised especially for singularity problems. Secondly, how to solve the resulting discrete non-
linear system efficiently. This non-linear approximation should include conventional piecewise

polynomial and it is expected to be not too far, in some sense, from linear approximation in order to

Al
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meet the theoretical demand (such as convergence and to keep some behaviors of the true solution)

and to satisfy the practical aim.

The approximation used in this paper is called piecewise mapping-polynomial or epline
mapping-polynomial. It means that the approximation is of piecewise, and in each subinterval a
local one to one mapping is applied first, then a polynomial approximation is used in the mapping
plane. The final approximation is obtained by using the inverse mapping, and the whole
approximation function has some orders of smoothmess according to various requirements. In
particular, it reduces the usual polynomial or polynomial-spline approximation if the mapping is

always equal to the identity mapping.

A large amount of attention has recently been focused on the difficult singular perturbation
boundary value problems. These problems arise from some different fields, for examples, boundary
layer or convective-diffusion type flows in fluid dynamics. Conventional methods applied to such
problem result in unrealistic oscillation and poor approximation unless the mesh length b is
excessively small. Some effects have been done by various authors using local higher order
polynomial approximation with some parameter, called 'Upwinding' methods, to match the true
solution better at the nodes. The method has been discussed by Christic and Mitchell [6],
Barrett,Morton [4], Heinrich and el. [12], Babyska [2], etc. An "Exponentially fitted method”
developed by de Groen and Hemker [9]. is to add a piecewise exponential term to emrich the

subspace of piecewise polynomial.

In section 2 and 3, we generalize respectively the usual Ritz and the Galerkin method from
linear trial subspaces to subsets, and derive some results such as orthogonalization and error

estimations. A brief discussion about 'sub-linear’ operator and its approximation is given in section




4. In section 5, the semi-linear finite element technique is studied by solving singular perturbation
problems in one-dimension: -¢u”’+pu’+que=f, u{0)==u(1)==0. The results show an improvement over
one more order precision than the corresponding scheme of using piecewise linear subspace and that
the constraint of mesk size b is relaxed from O(e2) to O(¢). A linear and semi-linear test singular
perturbation problems are given in section 6. Computational result agree with the above theoretical

analysis.

Some research results on the same topic in two-dimensions will be reported separately [22)].
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2. A Rits method on subsets for self-adjoint equations
Consider a self-adjoint elliptic linear differential equation
Lu == f (1)
3(u,v) = (Lu,v) is a positive quadratic form in a real Hilbert space H with an inner product (*,*) and
a norm [|*||:
C, lulf® < a(u,u) £C, lfull2, for all ueH (2)
where C, and C, are positive constants. It implies that
ja(w,v)] < C; |julf |Ivll, for all u,v € H. (3)
u is defined as a weak solution of (1) if it satisfies
a(u,v) = (f,v) forall veH. (4)
It is well known that u is a2 weak solution of (1) if and only if u is the unique minimum solution of a
quadratic functional I, i.e.

I(u) = inf I(v) = inf {a(v,v) - 2f,v)} - ()

As a well-known discrezation, H in the variational problem (5) is replaced by a sequence of
finite-dimensional subspaces V! contained in H:

I(u") = inf, I(v)
which is equivalent to the following weak solution

a(ub, v%) = (f, v1), for all ¥h ¢ V1. ()

Now we replace H in (5) by a sequence of closed subsets S® with the same finite-dimensional
parameters. Let T be an one-to-one continuous mapping from an open convex set Vlll of Vb onto Sh;
TV,? = sh,

Definition 1: [35] The mapping T: V, b > sbis differentiable in the open convex set V, h
if for each vV, " there is a Jacobian matnx T'(v) such that

D e it N
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lig ”TLV'H:') =T T'(v)y)] = 0, for each 9 ¢ Vll‘. (7)

In particular, T' = T if T is a linear mapping.

Consider a restricted variational problem on the closed subset sh,

Ifu,) = inf Kv) (8)
Since SP is closed, so there exists a solution of (8) in S®. If u, minimizes I over S", u =Tw, then for
any >0 and 5 ¢ Vlh

I(u,) < [(T(w+an)). (9)
Let

T(w+an) = Tw + aTy + «(a)
where T is positive-homogeneous and

x{a) = T(w+agn) - Tw - aTy
The right side of (9) is

I(u,) + 2ala(n, Tn) - (£Tn)] + 2falu,w(a)) - (x(a))

+ o?a(Ty,Tn) + 2aa(Ty,x(a)) + a(x(a)x(a)) = I(a)
As a function of the parameter a, the fact that u, minimizes I over S requires ._li>1:| I(a) = 0.
Observing that

#(0) = 0, x(0) = (T(T"'u,) - Thn,
and

0 = I(a)l,_5o = 2 { 8(u,.Tn) - (LT0) + a(u, x'10) ) - (F, x(0) )}
hence, it yields

a(u’,T’(T'lu')q) - (f,T'(T‘lu')n) for all g ¢ Vlh. (10)
Therefore

Theorem 2: If (i) V* is a subspace of H. (if) S* is a closc subsct of H. (iii) T is an onc-




to-one positive homogeneous and ds fferentiable mapping from an open convez set v, of v

onto S*: TV, = S*. Then (iv) There czists a solution u , of (8) and (10) holds.

The above Theorem shows that the nomlinear system (10) has at least a solution which
minimizes the variational problem (8). Usually, it does not mean they are equivalent each other.
Because there are no guarantee of unique solution in general case. However, we have the following

conclusion:

Theorem 3: If V, containe u® defined in (6), then for the mapping T which ia sufficient
closc to o linear mapping, i.c., ||T - T’|| is sufficient small, the nonlinear system (10) has
unique solution which minimizes the variational problem (8).

Proof: In fact, (10) can be rewritten as
a(u, V) = (f, v!) + Q(u,")
where
Qu,v") = afu, [T-T(T)lv*) + (f, [T-T(T'u)v) ) -

Since there is unique solution in (8), hence, the above equations system also has unique

solution if ||T - T'|| is sufficient small.

Now we suppose that the generalized coordinates (real parameters) of the subset sh are QyseeesQyy

then the first variational equations of I(w) in S* must be vanished

%g‘ai - a(w,g—;:—) . (f,g-;T)— 0, fori=1,.,n. (11)

and the determinant of the second variational matrix at the point of the solution is positive

dey( 34 0 _
Jq7g,) > © (12)
Let {Bj} be a basis, then for each weSh

w-'I"w+w.,%'-8i+g-'qi—,where'l‘lw-quBj,w.-w-T'lw.

Substituting the above formulas into (11) yields

P I 3 - M Y Py S W




P e ML VRTINSV YT SO T N - -

L a(B;,B;)q; == (1,B,) + G(a) (13)
where G, = (r,g:lL;) . qw‘,%) .z qja(Bj,g:T.).

Hence, the equations of the weak solution in subsets are different from ones in subspaces only by
the last extra term which tends zero when the subset S* tends a subspace. Also, the system (11) can
be written as

a(w,B,) = (f,B) + G'(q), where G", = (r,g.fé) . a(w,g-:-i:). (14)
Hence, for each veV®, ignoring the extra terms, we get an approximate equations

a(u,,v) = (f,v) for all veV® (15)

Because w in (14) corresponds to the unique solution of the variational problem (8) for the
positive quadratic form a(u,u) restricted in the subset S®, being the continuity of solutions with the
system, there also exists a solution u, of the system (15) in Sb, if the distance between V! and S is
sufficient small. Geometrically, it is obvious. In fact, from (11) and (12), it means that, as a
hypersurface in the n dimension of (q,,...q,), z == 81/dq, is separated by a hyperplane 1 = 0 and they
have only one intersection point. Moving this hypersurface, there still exists a unique intersection

point if the moving distance is sufficient small.

For practical aim there is another approximation versions of (14): Find u,teSh such that

a(u,, u, - v7) = (f, u, - v}), for all v ¢ V2. (16)

Suppose u, is the unique solution of (16). From (4), for any vt in VB a(u,u, - v) = (fou, - ),

subtracting (16) leads to a(u - u u_- vh) == 0. Hence
a(u - v2,u - vP) = a(u - u,u-u)+ a(vh - u',v" - u,).

Using (2), furthermore, for any v! in V?,
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Cyllu-u | < a(u-uu-u)<afu-vuvh) < C flu- 2

There are similar formulas for the case of (15). Thus, we have proved the following fundamental

theorem of the Ritz method on subsets which is an extension of the Theorem 1.1 in [2] for subspaces.

Theorem 4: Supposc u, is the unigque solution of (16) or (15) in a closed subset St then
it satisfics the following properties:

(a) Minimum property

a(u-u,u-u)= "{:}; a(u- v2,u-vh), (17)

or
. h

a(u-u,u-u)= Jg'f.a(u -y -viu-u,- vh), (18)

and

llo- i <C jof ffu- vl (19)
or

Il - i < C jnf ju-u, - | (20)
where C is a constant.
(b) Orthogonali zation

a(u-u,u - vh) = 0, for all v in V1. (21)
or

a(u - u’,vh) = 0, for all v! in V2. (22)

In practical view, as a system for the weak solution, (15) is more attractive than (16). And the

difference between them could be small if the subset is 'not far' from a subspace in some sense.

}
"
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3. A Galerkin Method on a closed nonlinear subset

The analysis in section 2 can be extended from the Ritz to the Galerkin method. Suppose that
the operator L in (1) is not self-adjoint in which derivatives of odd order spoil the self-adjointness of
an elliptic equation and the associated quadratic functional I(v) defined in (5) is not positive definite.
The problem now is to find a stational point rather than a minimum of I(v). There are some results
on the existence of the weak solution (4), e.g. Babuska and Aziz [1], Strang and Fix [17]. Let us

quote a few results of Galerkin Method first.
Theorem 8: Let H, and H, be two real Hilbert spaces with inner products (*,°)y and
!
(% ")y » respectively, (fv) be a continuous lincar functional on H, and afu,v) a bilinear
£

Jorm with three inequalitics

(1) ja(u,v)| £ Cllluﬂul "V"H, for all u ¢ H, and v ¢ H,, where C; < oo.

(ii) inf sup M—
waty vty [[ufly [V
(ii) sup [a(u,v)| > 0, v 5% 0

>C,>0.

Then there exzists one and only one weak solution u, of the functional equation Lu = f

such that

a(uy,v) = (f,v) for all v ¢ H, (23)

and
lloglly, < Cy! fllg,
A proof of this result can be found in [1], theorem 5.2.1. Galerkin's method is the natural
discretization of the weak form. In general it involves two families of functions _ _ a subspace SI
of the solution space (or trial space) H; and a subspace VP of the test space H,. Then the Galerkin
solution uP is the element of SP which satisfies
a(u", vh) = (f,v")  for all v* ¢ VP (24)

Since both SP and V! are linear subspaces, if {sj} is a basis for SP and (vj} is a basis for VI, the
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solution uP == qusj satisfies a linear system
Aqm=d (25)
where
Am(alsv))  d=(fv) (26)
If A’! exists, there is a unique solution ub of (24). Also, there are some error estimations of the
Galerkin method, say, see Strang, Fix [17] and Aziz [1]. However, if there is an odd-derivative term
of the bilinear form with significant size, the Galerkin method is usually unsatisfactory. The
essential reason is that the approximation in linear functional space is not good enough in this
singular case. Probably, that is one way to overcome the difficulty is to extend the trial solution

space to a nonlinear subset.

Now, suppose that S® which is a closed subset of H, has the same number of freedoms with vh
and that there exists a element u® ¢ S® such that (24) still holds true. Being (23), subtraction yields

the following Lemma.

Lemma 8: For any subset of H,, if there czists an clement ub ¢ S* which satis fies the
relation (24), then with respect to the energy inner product, ub is the progection of u onto
Sh, or, the error u - ub is orthogonal to v

a(u-uh, V") =0 forall V!¢ VP (27)
Let the notation u; denote an interpolation of any u ¢ H, in the subspace VR, Since for any u; ¢ Sh,
a(u - ul‘, u- uh) = a{u - uh, u- u,) + a(u - uh, u,-u")
being (27),
a(u - u?, u,-u") = a(u - v}, (u,—uh)-(uruh)l)
or

a(u - u", uj-uh) w a(u - u"(u- uh)-(u - uh)l) -a{u-ub (u- uyk(u - ug))

v

A2
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So, from the inequalities of Theorem 5

Cg”“ - uhllzﬂl < C;"“ - “h"Hl{"“ - uJ”Hz + "(“J'“h)’(“f“hh“nz}

Therefore, we proved following error estimations.
Theorem 7: Suppose the conditions sn Theorem 5 hold as well as (24), then on the closed
nonlinear sct S* the approzimation eolution u® of (27), if it eziets, has following

cstimates

o~ wPlly, < L inf ffu- u® -l (28)
Hl 2-:\" H?
h 1. h h
- wPlly < =Linf (i -yl + Wongu® My )
or 2
o - uP)) S-C-l{ (u-u®) - (w-uP)lly + inf fflo-uglly + fu-ug) - (eup)lly } (29)
B, <5 H, ¥ 2 Ol 3) - (eughlly,
Corollary 1. If the subset S® coincides with the subspace VY, then
fu- wPlly, < =2 iof lfa- oy (20)
Hl 02 uyes? J Hz
(30) is just the result of the usual Galerkin method. Hence, (24) above is just a generalization of the

Galerkin method.

Corollay 2. Let uy, be an interpolation of u on the subset Sh, then
C
h 1 h h
llo - wly sc—z{llu - Uppllyy, + (0 - @ @l + + [ - ugy Mo - gl 3 (31)
The bounds (29) - (31) will play a central role in error analysis . It is clear that the subset sh should
be so chosen as it can tends a denumerable dense set, as h tends zero, in the true solution space H,,
as well as VP in H,. In this case the limiting behaviors of the error in energy norm as h-->0 depends

mainly on the approximation ability of the subset sk,

Now we turn to discuss existence and uniqueness of solution of (24) briefly. It was considered in
section 2 for self-adjoint a(u,v). When a(u,v) is not self-adjoint, in terms of variational principles,

the weak solution (24) is equivalent to find the stationary point for the bilinear a(u,v) on sh x vk
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where S¢H; and Vel, are a closed approximation subset and a subspace with same finite parameters
respectively. Because the existence of the stationary point in the whole space H, is assured by
theorem 5, hence, from geometric intuition, there is a stationary point in the sense of (24) for
sufficient small b, at least. Besides, if there is unique stationary point of (24) when the subspace sh
coincides with the subspace Vh, then, the stationary point still exists if the subset sh is 'very close’ to

the subspace Vb, In general, we have

Theorem 8: Supposc there czists a subspace SL® with a basis {s j} in which the linear
system (24) has unigue solution and T is @ map from the subsct Sh to the subspace SL*
such that for a basse {vj} of the test subspace V*

p(A1(G)) <1 (32)
where the notation p denotes the spectral radius of a matriz, A defined in (26 ), and J(G)
is the Jacobi Matriz of the vector G defined

G = (a(u"- Tub), v; ),
then the nonlinear system (27) existe unique solution.
Proof: Let Tu® = T q;5; since a(uh,vj) == a(Tuh,vj) - a(ub - Tu",vj) , from (24), (27)

becomes T a(si,vj) - (f,vj) + Gj, In matrix form it can be written as

Aq=d+ G(qg). (33)
Using the following 'simple’ iterative procedure
A ¥ = d + G(q*) (34)

which is a contraction mapping if the condition (32 ) is satisfied. Q.E.D.

Remark: (33) is very useful not omnly for proving existence of the solution, but also for

computing.

For practical view, hence, the first problem for using the generalized Galerkin method is to

construct an adequate nonlinear approximation subset as st above.
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4. 'Sub-linear’ approximation and interpolation

Let T(u) be a real operator of u, where u(x) be a real function defined a given vector space X

and belong to a space S, T(u) belong to S, too.
Definition 8: An operator T(u) is called positive on the set X, if

T(a) > 0 for all u(x) > 0and x ¢ X (35)

Definition 10: An operator T(u) is called sublinear on the set X if it satisfies two
following conditions

(i) Positive-homogeneous

T(au) = aT(u) foralla >0inRandueU,xeX (36)
(i) Subadditive

T(u+v) > T(u) + T(v) for all u,v ¢ U and x ¢ X

or

T(u+v) < T(u) + T(v) for all u,v ¢ U and x ¢ X. (37)
Consider interpolation and approximation using sublinear piecewise positive operator. For simplicity,
let the set X == [0,1], and a partition A be given

A:0=-=x0<xl<...<xN--l,hj—xjoxj_l (38)

Particularly, the linear positive operator, defined by Korovkin|13] is sublinear positive.

When
B(x) 2.0, T B(x)=1,forallxin[0,] (39)
then
T(u) = £ u(x;) B(x) (40)

is positive. As an example, Bj can be chosen as B-spline. Similar, if
B(t.x) 2 0, for all t,x in {0,), and [o! B(t,x) dt = 1, for all x in [0,1]. (41)

then




—y—r=v

Y

T ———— B e Sagih Sadl s Shagil ) Snd Anal s g

T(u) = {4 u(t) B(t,x) dt (42)
is positive too.
Lemma 11: If u, v, >0p>1, B](z) s8 defined by (39), then
{Stu,+v,PB(x)} /P < {T(0,)PB,(x)} /P+{ (v, IPB,(x)} /P (43)
The inequality direction will be opposite sifp < 1 (p % 0 ). In the limit case of p = 0,
(43) becomes
I'l(uj+vj)Bj(") 2 N(w)B + (v B, (44)

In each case the equality holds true if and only i f the two sequences (u ) and (v ) are
proportional.

In fact, the above inequality is just the triangular inequality for the lp space with weight. It can be
easily proved using a classical inequality, e.g., [5]. Hence, the operator
T(u; p) = { T (w) B(x) }'/P (45)

is sub-linear positive.

For instance, if we take the basic functions {Bj(x)} as B-spline and u; as an average of u(x) on
some nodes near X5 then (45) becomes a sublinear positive approximation operator of u(x) on [0,1), it

wll be a generalization of the well-known Schoenberg approximation.

Consider a kind of piecewise interpolations using the above semi-linear positive operator. For

Xi1 <x ij, let t = (x- X1 )/ b, Uy = u(")l;_ov u, = “(")I;_p P = Pp; and
T(u; p) = { u,P (1-t) + u,P t }/P (ppk0) 0 <t < 1 —  (48)
T(v; 0) = u," ut (p=0) 0<t<1 (47)

Obviously T(u; p) is piesewise sublinear and positive.
Theorem 12: The interpolatory operator T{u; p) is piecewsse eublinear and positive, and

ifu C?[0,1], for = 1 <2 < 2, then Jor u(z) > 0 there ss a remainder ezpression

u(x)-T(u;p) == %(x-xj_l)(xj-x)(u"-(l-pj)u’z/u)lx_ €+O(h3).
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("j-l < <y ) (48)
Furthermore
2
Max|u(x} T(u; p)l < B-Maxju™(1-p;Ju'?/u] + O(K3). (49)
and
Maxlu'(x} T'(u; P)| < gMaxju™(1-py)u%/u] + O(h). (50)

Proof: Since T(u)=u for t==0 and t=1, using a well-known technique of error estimates in

Lagrange interpolation leads to (48) directly, so

u(x) - T(u; p) = glxex; JoxxN 0"-T"), ¢, (x, <E<x).
from the Taylor expansion T" == (l-pj)u’z/ u + O(h2). Hence, (49) and (50) follow.

In particular, if p = 1 everywhere, (46) becomes piecewise linear interpolation. Hence, in general
case, now the piecewise linear operator operates on uP instead of on u itself. In another words, (46) is
a generalized means replacing the arithmetic means with weights for the linear case (Jiachang Sun
[19]). Furthermore, if we choose the piecewise constant P; such that

b= k- L) (51)
the resulting interpolation (46) will have one more order of precision.

Theorem 13: Ifu ¢ C4[0,1), then for the picsewise interpolation (46) with (51)

Maxjul) - T0)(u)] < Ch*Max|W(u)| + O(h*). i=0,1,2.

[fu - T(u)ll 2 < Ch*Max|W(u)| + O(h*) (52)
where
31/2 1 1 1 us2 u
Co=35 ' C1=pCo=pC= S@Io]/? W(u) = 3-(:;-) . (53)

Proof: Set j==1, p==p,. Applying the Taylor expansion yields
uu” X 4%y
ple=- ;T"' (=

|
- x) (29" + O(b?),
u

(up“u’)' - up-2u'2(xl:x° - x) (“_')u + O(h’),
u

(wPln)" - -up‘zu'z(i’-)" + O(b).

u
Using these results, a straightforward computation leads to
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v, ’:_"o+ P xl_.x- w + B(xl-xXx-xo)(u'*lu')'

+ -(xl-x)(x-xo)(x -2x+xo)(u"'l )" + O(h)

o B RN 3 ’(_)" + O(bd).

= gP 4+ —{x,-x}x-x
;(x Nx-xgN= 5

and
u,P-uP
p Pb

a(u”"u‘)"{(xl-x)2 - (x;-x)Xx-xq) + (xo-x)z} + O(h?)

Lo ¥ (U 2 3
= yP 'y {HT‘Zu(;) [(x=x)*+H{xg-x)"4(x,-x}x-x)]} + O(h”)

Hence

X+
up'lu’+( l2x0 -x)(up'lu’)’+

T(u,p)-{u. h—"°+ ug? 2y

-i-ll u
=u{l+ -(x,-x)(x-xo)( reni x5} + ObY).
Therefore :
1 X, +Xq w2t ¢
T(u;p) - u(x) == -6(xl-x)(x-xo)( e x)—u-(F)" + O(b®). (54)
Since the function
'3|%(xl-x)(x-xo)(xl+x° - x)| = {-f(l-t)ll-?tl

/ 1/2
has maximum value > m at t-g + §6—(01' -6—-) hence we get (52) for i==0. Similarly

u,P-u
T(ulx)p) = =L hu..,» 2+ wp Ty

-u{1+ -I%:u(;)"[(xl-x)2+(x°-x)2-4(xl-x)(x-xo)] } + O(%)

and

T(alxkp) = (1Pt o, 220 o 2y wle

h h
-1 -x)—(—a"+0(h=)}u+
(xyx)x-x,)

e ez + O(K).

Hence

3 u,z u 12 3
TAG(x)P) - W) = S B2 - SR )aexgl] + OB, (55)
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X 1 +Xo

" n u’z u » 2
T"(u(x);p) - u"(x) = - ( - X)T(l-;) + O(b%). (56)
(55) and (56) lead to the bounds (52) for i==1,2, respectively. In order to prove the last
estimate of (52), using (54) we find

] 8
b 1
”T - ll”ng - fol(T(“(x) )' “(x)lzdx S%Az.‘oltz(l't)z(l'm’)zdt - wAz 710
Remark: It is interesting that the coefficients C(,,CI,C2 in (53) are just as same as C,,Cp,Cy
respectively in an error estimation which is for the cubic Hermite interpolation in the case of ueC*.
e.g. [23] (theorem 2.21). Hence, it is reasonable to call this kind of piecewise interpolation a quansi-

cubic-hermitian.

Corollary. If ueC3, then the main orders in (52) still keep, bowever, the constants before the

orders are need to change now.

We may extend the interpolation form (46) further. In general, suppose {Fj} is a sequence of
piesewise one-to-one mappings in the subinterval [xj_l,xj] respectively. For a fixed j, say j = 1, let
FnFj, we define

T(u;p) = F{tF'u, + (1-)F 1u,} (57)

where the notation

X=X
-1 1 : 0
F ui - F. u(x)lx-xi (l - o’ l)’ { = T

It means that now the piecewise linear interpolation operator does operate on the map of F'lu

instead of on u itself directly. In this sense, (46) is merely an example of (57) where Fu = ul/p,

Since T(u(t);F) == u(t) at two ends t==0 and t==1, it leads to
Lemma 14: Letu, Fe CF*1( z, z, ), where k== or 4, F lu is any one-to-onc mapping,
say % > 0, then

2 d%Fly(x)
T - Fhally, < 5 i, + O(6¥),
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aF
II—{F“’T(u)-F' LHI S-II ()ll + O(hk1).

Theorem 15: Suppose the hypotheses of Lemma 14 hold, then there are remainder

Jormulas and error estimates

1 d’F(TF 'u(x))
u(x) - T(u;p) = gfxex; ,)x;-xNu" - ———-)I

F-1 1 .
u(x) . T(u;p) - %(X'X-_IXX-X){U"(C ) +u '2 dx“(x) dF “(x) .3|€(dF ll(X)
(% <£,n<x§)l (58)
HT(u) - ull, S-g- || u( )"oo-,rggl‘_rx + O(b%),
d’F!
ITahull, sgn—;:f’i)um%&?ls_m + Ofb+1). (59)

Proof: The first remainder is obvious. The second one needs differential formulas in
implicit form

d2F(TF u(x)) -1 d%Flu(x) gp-t -1
(D S, (TEpntelp o T 20) @ nl) pod Tl

and the Mean value theorem

(dTF‘ u(x)‘z lM“I'F. l"g,z - u.(dF::(x) )2|,,-
Hence, (58) is proved. From Lemma 14,

w2 4%F lu( )
FIT(u) < Flu + <51l + O(b¥)

Being monotony increue of F"

2 l()

T(v) < F{F'u + -a-u ll,, + OR*))
using the Taylor expansion complet.es the proof of the theorem.
Furthermore
Theorem 16: Let u, F ¢ ¢4 [zo 2,], $f there ezists a £ ¢ {2, ,2,) such that

d%Flu(x)
37 ==
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=

then
{ b Flux)  gp ‘
} ) - wll, < 5 o Sy, + OB (60)
& Besides, if § == (z,+z,)/2, the cocfficient '8’ in the dominator of (60) can be improved by
i '16°.
F Corollory. T(u) == u for all x if and only if
- d*Flu(x)

™ "

i.e., u(x) = F(C°+Clx), Where Co,Cl -- constant.

_-v7..- prp—
BRI |

Observing that the above piecewise interpolatory functions (46) and (57) all only belong to CY,

nevertheless, we have also designed a piecewise sublinear positive interpolatory function which

D Lt s an

! belongs to C! [22].

VT ——
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5. An application to a singular perturbation boundary value problem
Consider the following boundary value problem
Lu = -¢ u” + p(x) u’ + g(x) v = f(x),
u(0) == u(1) =0 (61)
where ¢ is a small positive parameter and p(x),q(x) and f(x) are so sufficient smooth that their
derivatives until second order are uniformiy bounded for all x in [0,1] and for all ¢ > 0, besides, p(x)

>p >0,q(x) > max(0, p'(x) ) on [0,1).

Let H  be Sobolev space of m-order with the norm
llully, = { fo'T; < (D'0)* dx }1/2
and a{u,v) be the unsymmetric bilinear form
a(u,v) == j’ol { eu'v’ + pu'v + quv } dx (62)
With these notations the weak solution of (61 ) can be written as : Find u ¢ H [0,1] so0 that
a(u,v) = (f,v) for all v ¢ H%[0,1] (63)
where H[0,1] == { v| v ¢ H,[0,1] and v(0) = v(1) = 0 }
Existence and uniqueness of solutions to (63) follow from Theorem § using the following Lemma:
Lemma 17: [11] There ezists a constant C >0 which is independent of ¢ such that

Jo(a,9)| < C llully  Iivll, for all uv € H°,

|a(u,v)] < C [lulf; , ||v||l'¢,l/¢ for all u,v ¢ H (64)
and
la(u,u)] > C! ||u||l"2, for all u ¢ H®, (65)
where
lully, = {fo! (cw® + u?)dx}!/? (66)
lally .yj = ! (e + Zu?)ax) /2 (67)
........ N — N _ B
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Now we apply the generalized Galerkin method described in Section 3. Because the singularity of the
solution u(x) of (61 ) is only near x==1, the width of the boundary layer in which u(x) has large
derivatives is less than k times ¢, where k is a constant no matter how ¢ is small, and on [0,1-ke] u(x)

and its some first derivatives are uniformly bounded.

Let A, demote a partition of the interval [0,1] into N subintervals ["j-l”‘j]’ =1,2,..N with
xg=0x\==1. For convenience, we will consider only the case of uniform mesh : Xp X,y = h,j=
1,2,...,N. Associated with A we have two subsets with same freedoms of H°[0,1], one is the usual
piecewise linear space ph , another is called SPlh which is defined by that if ush(x) € SPlh, then for
X SXKxt= (x - xj-x)/h’

uj_l(l-t) + ut if |uj - u“llh <dl
u,(x) = { (68)
(uj_l+c){(uj+c)/(uj_l+c)}" -c Otherwise
where ¢ is a parameter to be such chosen that it makes the formula to be well defined and to get

better approximstion for the special problem, d1 is a controllable constant.

For a fixed u(x), the interval [0,1] now divides into two subintervals : [0,1] == I_+ I, where I
will be be called regular on which the first derivative of u(x) is bounded by a control number, I

- singular subinterval in which u'(x) could be very large.

Being Theorem 12, for fixed ¢ and dl, SPIh consisted by all admissible elements of (68) is a
sublinear set of H°l, it is differs from the corresponding linear space vh only where the element has

large first derivative.

Let { vj} be the 'roof’ basis of the test function space
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(x- xj_l)/h Xy X X
vjh(x) = { (j=12,.N-1) (69)
(xjﬂ-x)/h X <X <Xy
¢
For the sake of simpliﬁy we first suppose that the coefficients p and q in (61) are constant. In order

to get the integration (62) we need the following Lemma which can be convinced by part integration
Lemma 18: For ab > 0,

1_1- -
ly=103 t"b"dt==La-l-)7;,

b- kI
I = folabtFdt = I, - kL k12, (70)
-3

In particular
1 b-a
I, = {b- }.
Log(b/a) Log(b/a)
There are some inequalities in [21] about I, and I, which will be used later:

Lemma 19: Suppose a,b > 0, then

(ab)2 < 1, < 24P,
1 a+b b+(ab)!/
-(ab)l/2 min(l,a'l“bl/‘) LI, £ —max(1l, ———). (71)
2 4 b+a
with "=’ iff a == b.
The corresponding integral of linear interpolation to I, is
a + (k+1)b
LI, = Io’[a( 1-t)+btjtkdt = ——i—)-
(k+1)Xk+2)
Therefore we have estimates
0 < LIy~ I < 5 (b/2a}/2P,
Tb! /2l 2y b1/2.0a1/2) < L, -, < YOY2a1/2Y2b1/2.01/2), (b2a>0),
. %.5(3,1,) <L -1 < %(a'/‘-b'/‘)(a‘.’/‘+a'lzb'/‘+a'/‘bl/2- 2b%/4), (a>b>0),
ILL - ] | ==l .
Ks:xbps l,LIo Il 3 Ks:xbpglLll L 5 , (72)

Integrating (62) from X;.p %0 X; yields
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a(u,"v.P) =

Iol(h-+pt)(c+u l)l t(c+u )"Log—Ldt + hq jol{(c+u l)l "(c+u )« c}dt
i1

- . w2
'(“ ) ¥ ple ;- Logl(c+u,)/(c+u; ,) gt

u+c

haf- 3 7Y Log((c+u )/(c+u,

Y7051

D) (Los«c+u, e

Similarly, integrating (62) from x; to X,

h)s

a(u! Vit

"Hdt +hqf o'{(c+u PYe+u

.|+l)t - ¢}t

Io'C EFp(1-t) Yetu)" '(c+u]+l)'Log
+;

Uip1” Y
-(u -0 ) - Plle + u)- Log((0+“+1)/(°+“))}

c
“) + i J+l

h
L A yerrey Me+u, 1)) (Logl(etu, )/ (ctu, e

For [xj-l’ x.] € 1, a straightforward computation yields

a(u‘h,vj") [2u U ;-H] + Q'P(“,-n )+ 6““,4»1"’4“ ity N (73}

and for [x. i x.] el

or

(v v ) = alnbv.®) + o(uv,, D)
j+l n uj ) -1 } +
Log((c+uj+l)/(c+u ) ) Log((c+v;)/(c+u,,) )

= 52, + P

1 1
e e Teram) * Dolerapfiora) )

u. -
ve- i Bi+1 by Bl 3 | (74)

(Log((c+y;,)/(c+v, W (Log((c+u;_ )/(c+v, )))2}
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hybhy ¢ 1 h ,
where g is the difference of the right parts between (73) and (74).
Denote tE == qa, substituting (73 ) and (75 ) into the generalized Galerkin method, i.e.
a(u}, vjh) = (f,vjl‘) for j = 1,2,..N-1 (76)
leads to
(f.;") ifjel,
LbUh = { (77)
(f.v;") - g(UP, ), U“j, uhj b il
where the left side
Pbh 2h ph
LU = -(a+ 5 E‘”Uhi" + (20 + 3-4.)0'*j - (e- 5 ;q)Uhj_l

which is exactly the same to the scheme from usual piecewise linear subspace.

With matrix form it can be written as the special form as (33).
AU=d+QU) (78)
where A is a tridiagonal matrix A = ( a; ;)
o + g- gq) i>]
o = {20+ imj (79)
{a-B-Fa) i<
Denote the determinants of the first j and the last N-i principal determinants of A by D; and D, \ ,,

respectively, set

D D

p=Drt g D
D, * D; Ny

Due to the recursion formula

By = {20 + 32a- (a - B- Jako + §- JaiA,)",




b therefore

bc Lemma 20: If a = % 2% + %q, then
B, < {o+ g-gq}'l , foralln < N-1.
Bona < fo +B-Fa)), foralln < N1, _ (80

Meanwhile, we have

Theorem 21: When

amt>P+dq (81)

Al = a'l'.j ) ie a good discrete Green function in the following sense: Al is non-

negative and

PPy

ol 2zl Wiz or oy, i< (82)
[] Proof: In fact, in this case A1 = (a'li'j)
o) = {(a +B- gD, Dy /Dy, i)
h ..
: (a- ;’ EQ)HDi-lDN-l-j/ Dy Hi<) (83)
[Q Since A"} exists, (78) can be written as
F
U=AXd+ QU)) (84)

Now we look for an estimate of ||A"1J(Q(U) )}, where J(Q) is the Jacobi matrix of Q. The main idea
F of the derivation is the same to our another paper [21) in which the scheme based on a second order
semi-linear numerical differentiation formulas has the same form (84) with slight different A and
E | Q. Thus we only need to explain the outline of proofs which are different here. First, we prove that

{ the following important 'semi-linearity’ of Q defined in [21]:
a Lemma 22: For Q(u) defined by the difference between the linear scheme (78) and the

semilinear acheme (74), there ezits the following identitics:

(H(Q(u) u+e)}; = {QUu)};, it j < N-1. (85)
Proof: Denote the nonlinear term of third term in the right of (74) by

1 1
Flu.ytgy) = ¢ + vy - (+ ool rteragiers, ) * Togllergtery,) *
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Uy - U Y- U,
(Los((C"'ul)/(c""lo)))2 (Log((c+up)/(c+u, .)))

L /(e +u,) 1
Bu, "o Colicrug /e ru ) Logl(eruglfieru)?

) 2(ugu ,)/(c+u )
(Log((c+ug)/(c+u ,)))*

oF .| . + : ]+
duy ‘Log((c+ug)/(c+v,))  Log((c+ug)/(c+u,))

/(¢ + up) 1/(c + up)
( +u on 2 + 2
(Log((c+ug)/(c+u,,)))*  (Log((c+ug)/(c+u,))

1 1
T (Logl(crug)/(c+u,, )~ (Logl((c+ug)f(c+a,)?

2 Uy !
et (Los((c-'-u,)/('=+\lo)))2 (Log((c+up)/(c+u_,)))?

8F - .( 1/(0 + lll) + 1
Guy (1408((¢+no)/(t‘f+u,)))2 (Log((c+ug)/(c-+u,)))?

) 2(u;-uy)/(c+u,)
(Log((c+ug)/(c+u,)))*

Hence

( +u,) + 3—( +u,) + 3—-(c+ul) == F(u_,,uq,u,).
It has been proved in [21] that the seeond term in the right of (74) satisfies (85), due to the

linearity of the 'semi-linear’ relation we get (85).
Since the singularity is only near x==]1 and the width of the boundary layer is less than ke, using the
inequalities (72, (82), (81) and (83), similarly to [21] a straightforward computation yields

J(Q(u) Nue) = {0....0,Q,-Qp.0:Q N1}
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{A13(Q(u) Ju}; = o; + bar,
where
-3< (o +B-Bao, < B - Jake < (o + - Bahar; < Jake.
Therefore —_

Theorem 23: When the mesh eize condition (81), s.c.,

2¢
2¢,1 1 253_21/2.1- . 20€q 12

b< S+ [+ 36077 ;-{1 3G} (86)

holds as well as
3
ke Sa—p (87)
q

then the mapping AQ(u) is contractive, in the meantime the semi-linear system (78) can

be solved by the following convergent ‘simple’ iteration
AUO =4
AUK = d + QUEY) (k=1,2,.) (88)

Remark: When ¢ is small,in practice, the mesh condition (86) can be simplified by h < %-

Now we consider error estimations. Let u be the true solution of (61), there exist a
decomposition [11]
u(x) = {W(x) + Z(x)}
W(x) = ePMO-R/c_ x _ (1x)e P/ (89)
where 4 = ,lif,', .l.!l>n1 eu'(x)/p(1) is a constant bounded uniformly for all 0<¢<1, and
20| <. C, 12 < C, 12"()] < Cl14+ge A0y

C is a constant independent of ¢, and 0< ﬂs_p..

Set ¢ in (89) equal to 4 which can be found in computing test. We proved in [21] that
Lemma 24: Let u be the true solution of (61), if h and ¢ are of the same order, then

] = O(b)), (j = 1,2,..)




— PP
b -

VPP

2
e - 25 llee = OB, [{u" - 2= V'll,, = O(b2).

where ¢ = lim lim eu'(z)/p(1).

€=>08->1

Being (49) and (50), hence, for the interpolation function uhj of u(x) in SPll‘ we have error

bounds

lfub, - ull = O(h), [fu'®,- w'l, = Of1).

(91)

Moreover, since the width of the boundary layer is the same order of ¢, keeping h as the same order

of ¢ too, it leads to
lla® - ully = O(B¥/%), ~Jju"; - ull, = O@m/),

llu®s - ully = O(h), [fu; - ull, 7 = O(h).

(92)

Let H, and H, be the Hilbert space with the norm (66) and (87), respectively. Using Lemma

17 and (31) yields

C
fhe - P, < —{C' fto = wgylly o ap + M = whCa - a4+ liC0 - up Mo - ug il )
2

where the subscript | denotes the interpolation in the test space vb o piecewise linear function

subspace. On the right side of the above inequality, the first term is the major one, others are of

bigher power of h. Hence, being (92), we get the main error estimation for the scheme (76)
Theorem 25: If the mesh size condition (86) holds, then

h
"u. © nll‘,¢ -— o(h)'

where coefficients before powers of h are uniformly bounded for all small ¢ satisfying (87).

(93)

Applying the Taylor expansion and using the equation (61) itself and (72), substituting the true

solution u into the scheme (77) yields

h 2 b? (3) "
Lyy; = (f,v;") + O(h )++E{pu + qu'} + ..

ifjel,and

4
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Lhu - (fvh) + O(hz) g‘(u 1rY;0 +l) + Trj(u),

Tr - -—{pu(s) p(
Using (90) and poting the fact that the width of the boundary layer in only ke, similar to [21] we get

1A Trx)ll, = Ofh) — (%)
furthermore

llu,? - ullo, = O(b), l}w’,” - w'll,, = O(3).

Similarly

Fu ) + 2qu”'} + ...

||ush - “”o - o(hl.S)’ "u'h . "‘"1 - o(ho.s).

Summarizing the above results, finally we obtain the following theorem of error estimations
Theorem 28: For small ¢ satisfying (87), when the mesh size condition (86) holds, then
the generalized Galerkin method on the subset (76) has one more order of precision than
its corresponding scheme of piccewsse linear subspace, i.c., in this case we have there cxist

constants C,C,,C_ and C’_ which arc uni formly bounded for all emall ¢ such that
lln,” - ully < Cob'%, {lu,” - ull; < C,h%%,

- ully, < Cooby llw - wll, £ C'. (95)

In the case of the general variable coefficients p and q, it can be proved that the above

conclusion still holds true for small ¢ if two extra requires are satisfied:

2 ] |
Iipll © 19 g54) Zzhhiﬂ"’i-l)' J=12,. (96)
oo
the last one is a dnscrete form for the elliptic condition of g(x)>p'(x).

As a matter of fact, we only need to point that, being smoothness of p and q, substituting their
piecewise linear interpolations into the integral form (62), (73) becomes
1
l(“, ,v (5[2“,"“3.1‘“54.11 + 6[“34.1(2?,'4‘95...l)"'“j(Pj.l'Pj.,.1)‘“5-1(2P5+Pj_1)] +

'ﬂ‘[“j...I(Qj‘"qH.,)+“j(Qj.|+6q5+q5+1)+“j.|(q5+‘|j.1)] + o(hz) (97)
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The related tridiagonal matrix A == (au) in (79) now is
“la + %(2pj+p,-.,) - lll;(qj-i-qj_,)], iw=jt1
a;={2- lli(Pjn'PH) + %i(qjﬂ"'oqj"'qﬂ)’ =) (98)
L AR IR _

The rest derivation is similar to [21], we omit it in detail.

For higher order schemes based on the interpolation described in section 4, the similar analysis

can be also done.

N B




6. Numerical Results

In this section, we give two examples to show how well the numerical results match the
conclusions in Theorem 25 and 26. In the following Tables, the notation N == 1/h, SL and L
represent the subset scheme (76) and its corresponding linear scheme, respectively, Er(Max) is the
maximum error with sign of the discrete solution and it has occupied on the node xM, Er(H 1,eps),
Er(HO) and Er{H1) are the approximation values of errors in Hl, oHo 3nd H,, respectively. CPU - the
CPU time in terms of seconds. The Fortran program was run in double-precision, on a DEC-System

2060 computer. The iterative error for (88) is equal to 10°5.

EXAMPLE 1. A linear singular perturbation problem with constant coefficients
Lum=-eu” +u' + (l+¢ Jus=f{x), in(0,1)
u(0) = u(1) =0
where f(x) == (14¢ a-b)x-ea-b,a =1 4+ e(4¢)/e b me 1 + '], with true solution (see. Figure 1)
u(x) == eI+ )0/ 4 x| 5 4 (a-b)x

In our case, set the constant ¢ = 1 in the scheme (68), see [21].

The results listed in Table 1-4 (or Figure 2-4) show that :

1. The iteration of (88) monotony converges if the ratio h/e < 2, the results match with
the theoretical analysis above, the SL- scheme is much better than L-scheme with little
more CPU time cost ( about 20% for small ¢ ) for the same mesh size h.

2. When 2 < h/e < 2.25, the iteration seems still convergent, but oscillation is occupied
now, and the error is getting more than the above estimates, CPU time is more, too.

3. If the ratio increases again, the iteration (88) does not converge.

4. For a given level of accuracy, the CPU time costs much less using the SL-scheme than
using the L-scheme, and more small ¢ there is, more advantage the SL~scheme has. For
instance, given an admissible maximum error at knots < 0.005, their CPU time ratio
are about 0.3 : 1.1 and 3 : 15, for ¢ == 0.01 and 0.001, respectively.

EXAMPLE 2. A semi-linear singular perturbation problem

Lu = - eu” + p(x)u’ + g(x)u = f{x,u), in(0,1)
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u(0) = u(l) =0
j where
3 c
) ,u) = a-b-(1 T et ——— ],
5 flxu) = & (I+e Je™ - w u+a-(a-b)x-e”‘}
am]4e(1t¢ )/c’ b—l+e’l,c - o2(1+e )(l-x)/c’
F p(x) = 1, q(x) = 1+¢

with the same solution as example 1.

*‘ In the semi-linear case, the advantage of SL scheme over L-scheme is more obvious than in
linear case, the results of SL-scheme still match the Theorem 25 and they are much better than L-

2 scheme with same conditions to obtain higher accuracy and save computer time both (see Table 5-7,

or Figure. 5-7).
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Table 1-1
SL: /e = 1.5
N : ™ } Er(Max) Er(H1l,eps) Er(HO) Exr(H1) : CPU
25 | o0.920 | -0.5837D~-02 0.3508D~01 0.1740D-02 0.2146D+00] 0.09
50 | 0.960 | -0.6023D-02 0.2079D-01 0.1239D-02 0.1798D+00] 0.16
100 | 0.970 | -0.4562D-02 0.1555D-01 0.7205D-03 0.1902p+00] 0.50
200 | o0.985 | -0.1810D-02 0.8410D-02 0.2019D-03 0.1456D+00| 1.07
400 | 0,993 | -0.1239p-02 0.5495D-02 0.1031p-03 0.1346D+00] 2.17
800 | 0.996 | -0.5259D-03 0.3000D-02 0.3223D-04 0.1039p+00| 4.47
1600 | o0.998 | -0.3363D-03 0.1823D-02 0.1483D-04 0.8928p0-01] 8.56
Table 1-2 h/e = 1.5
N : M I Er(Max) Er(H1,eps) Er (HO) Er(H1) }cpu
25 | o0.960 | -0.8199D-01 0.1216D+00 0.1742D-01 0.7371D+001 0.04
50 | o.980 | -0.8112p-01 0.1183D+00 0.1223D-01 0.1019p+01| 0.06
100 | o0.990 | -0.8070p~-01 0.1167D+00 0.8620D~02 0.1425p+01} 0.33
200 | 0.995 | -0.8048D-01 0.1159D+00 0.6084D--02 0.2004D+01| 0.75
400 | o0.998 | -0.8038D-01 0.1155D+00 0.4299D~02 0.2827D+01] 1.53
800 | 0.999 | -0.8033D-01 0.1153D+00 0.3038D~02 0.3992D+01} 3.23
1600 | 0.999 | -0.8030D-01 0.1152D+00 0.2148D~02 0.5641D+01] 6.54
Tsble 2 /e = 1,75

N { =™ Er(Max) Er(H1,eps) Ex (HO) Er(H1) = CPU
25| 0.920 | -0.1899D-01 0.4066D-01 0.4869D~02 0.2671p+00] 0.11
01 0,960 | -0.6682D-02 0.2341D-01 0.1254D~02 0.2187p+00] 0.25
100 | 0.980 | -0.4199p-02 0.1643D-01 0.6130D~03 0.2171p+00] 0.51
200 0.990 | -0.1913Dp-02 0.1043D-01 0.2120D~-03 0.1950p+00] 1.11
400 | 0,993 | -0.1162D-02 0.6063D-02 0.8863D~04 0.1604D+00| 2.48
800 | 0.996 | -0.7638D-03 0.3817D-02 0.4342D~04 0.1428D+00] 4.93
1600 | 0,998 | -0.3355p-03 0.2080D-02 0.1374D~04 0.1101D+00| 10,03

e 4
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Table 3-1
SL: h/e = 2.0
N : M = Ex(Max) Er(Hl1,eps) Er(HO) Er(H1) = CPU
25| o0.920 | 0.6469D-02 0.2969D-01 0.1423D-02 0.2097D+00} 0.18
50| 0.960 | -0.7583D-02 0.2592D-01 0.1366D-02 0.2588D+00] 0.36
100 | 0.970 | 0.3605D-02 0.1359D-01 0.3779D-03 0.1921p+00] 0.66
200 0,990 | -0.1235p-02 0.1032D-01 0.1033p-03 0.2064D+00] 1.47
400 | 0,990 | 0.1452D-02 0.5153D-02 0.7843D-04 0.1457D+00| 2.93
800 | 0.996 | -0.6512p-03 0.4100D-02 0.3331D-04 0.1640D+00] 5.81
1600 | 0.997 | 0.8136D-03 0.1324D-02 0.3186D—-04 0.7485D-01] 12.21
Table 3-2 L: B/e = 2.0
N : M : Er(Nax) Er(H1,eps) Er(HO) Er(H) I CPU
25| 0.960 | -0.1366D+00 0.1647D+00 0.2753p-01 0.1149D+01| 0.03
501 0.980 | -0.1360D+00 0.1614D+00 0.1939D-01 0.1602p+01| 0.21
100 ] 0.990 [ -0.1356D+00 0.1597D+00 0.1369D~-01 0.2250p+01|1 0.37
200 ] 0.995 | -0.1355D+00 0.1589D+00 0.9668D-02 0.3171p+01] 0.77
400 | 0.998 | -0.1354D+00 0.1584D+00 0.6833D-02 0.4477D+01] 1.55
800 | 0,999 | -0.1354D+00 0.1582D+00 0.4830D-02 0.6326D+01) 3.35
1600 | 0.999 | -0.1354D+00 0.1581D+00 0.3415D-02 0.8942D+01] 6.61
Table 4 SL: h/e = 2.25

N i xN g Er(Max) Er(H1,eps) Er(BO) Er(H1) } CPU
25| 0.920 ] 0.16180-01 0.2526D-01 0.3461D-02 0.1877p+00) 0.17
50 ] 0.940 | 0.26350-01 0.2103Dp-01 0.5016D-02  0.2167D+00| 0.48
100 | 0.980 | -0.4804D-02 0.1985D-01 0.5968D-03 0.2976D+00] 0.86
200 ] 0,990 | -0.1223p-02 0.1143D-01 0.9819D-04 0.2424D+00| 1.46
400 | 0.985 | 0.1082p-01 0.7342D-02 0.9483D-03 0.2184D+00| 3.86
800 | 0.988 | 0.2192D-02 0.4271D-02 0.9035D-04 0.1812D+00] 8.98
1600 | 0.997 | 0.4134D-02 0.4955D-02 0.2310D-03 0.2970D+00| 16.28
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Table 5-1
SL: bh/e = 1.5
N : xM i Er(Max) Er(Hl,eps) Er (BO) Er(H1) } CPU
25 | o0.920 -0.1930D-01 0.3845D-01 0.4679D-02 0.2337D+00] 0.34
50 | 0.960 ] -0.5220D-02 0.1843D-01 0.1040D-02 0.1593D+0C¢| 0.98
100 | 0.970 | -0.4529D-02 0.1436D-01 0.6564D-03 0.1757D+00| 2.42
200 | 0.985 | -0.1742D-02 0.7681D-02 0.1787D-03 0.1330D+00] 5.40
400 | 0,993 | -0.1201p-02 0.5141D-02 0.9504D-04 0.1259p+00] 11.58
800 | 0.996 | -0.5050D-03 0.2820D-02 0.2971D-04 0.9767D-01) 23.48
1600 | 0.998 | -0.3337D-03 0.1738D-02 0.1397D-04 0.8515p-01| 47.13
Table 5-2 L: /e = 1.5
N ’ N : Er(Max) Er(H1,eps) E(BO) Er(H1) = CPU
25 | 0.960 | -0.8244D-01 0.1217D+00 0.1773D-01 0.7371D+00] 2.64
50 | o0.980 | -0.8125p-01 0.1184D+00 0.1231p-01 0.1020D+01| 9.63
100 | 0.990 | -0.8100D-01 0.1167D+00 0.8685D-02 0.1426D+01] 25.26
200 | 0.995 | -0.8059D-01 0.1159D+00 0.6102D-02 0.20051+01| 56.46
400 | 0.998 | -0.8043D-01 0.1155D+00 0.4305D-02 0.2827D+01} 11.24
800 | 0.999 | -0.8035D~01 0.1153D+00 0.3041D-02 0.3992D+01] 23.49
1600 | 0.999 | -0.8031D-01 0.1152Dp+00 0.2149D-02 0.5641D+01| 48.78
Table 6-1 SL: /e = 1,75

N : =M |  Er(Max) Er(Hl,eps) Er(HO) Er(H1) I CPU
25 | 0.920 -0.1968D~01 0.3901D-01 0.4724D-02 0.2562D+00] 2.81
50 | 0.960 | -0.6017D-02 0.2080D-01 0.1041D-02 0.1943D+00] 1.14
100 | 0.980 -~0.3879D~02 0.1503D-01 0.5494D-03 0.1986D+00] 3.26
200 | 0.985 -0.3431D~02 0.1136D-01 0.3500D-03 0.2124D+00] 7.61
400 | 0.993 -0.1143D~-02 0.5662D-02 0.8080D-04 0.1498D+00| 14.67
800 | 0.996 -0.7534D-03 0.3625D-02 0.4076D-04 0.1356D+00] 29.78
1600 | 0.998 | -0.3246D-03 0.1988D-02 0.1290D-04 0.1052D+00| 65.90
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Table 6-2
L: h/e = 1,75
N = =™ } Er(Max) Er(Hl1,eps) Er (HO) Er(B1) { CPU
25 | 0.960 | -0.1163p+00 0.1453D+00 0.2433D-01 0.9480D+00 2.73
50 | 0.980 | -0.1077D+00 0.1411D+00 0.1569D-01 0.1312D+01 10.29
100 | 0.990 | -0.1104D+00 0.1397D+00 0.1145p-01 0.1842D+01 26.24
200 | 0.995 | -0.1076D+00 0.1387D+00 0.7839D-02 0.2590D+01 56.17
400 | 0.998 | -0.1075D+00 0.1382D+00 0.5538D-02 0.3655D+01 119.92
800 | 0.999 | -0.1073D+00 0.1380D+00 0.3908D~02 0.5163D+01 140.12
1600 | 0.999 | -0.1072D+00 0.1379D+00 0.2760D~02 0.7297D+01 496.64
Table 7-1 SL: h/e = 2.0
N l =M } Er(Max) Er(Hl,eps) Er(BO) Er(H1) = CPU
25 | 0.920 | -0.1928D-01 0.3572D-01 0.4404D-02 0.2507D+00 3.42
s0 | 0.960 [ -0.7551D-02 0.2358D-01 0.1238D-02 0.2354D+00 10.95
100 | 0.980 | -0.3771D-02 0.1592D-01 0.4465D-03 0.2251D+00 25.85
200 | 0.985 | -0.2508D-02 0.8006D-02 0.2353D-03 0.1601D+00 55.86
400 0.993 | -0.1181p-02 0.6546D-02 0.8375D-04 0.1851D+00 116.21
800 0.996 | -0.7179D-03 0.4017D-02 0.3538D-04 0.1607D+00 236.06
Table 7-2 L: h/e = 2.0
N : =M : Er(Max) Er(Hl,eps) Er(BO) Er(H1) jl CPU
25 | 0.960 | -0.1421D+00 0.1653D+00 0.2877D-01 0.1151D+01 3.28
50 | o0.980 | -0.1337D+00 0.1612D+00 0.1907D-01 0.1601p+01 11.33
100 | 0.990 | -0.1255D+00 0.1590D+00 0.1264D-01 0.2242p+01 27.03
200 | 0.995 | -0.1369D+00 0.1590D+00 0.9775D-02 0.3173D+01 58.68
400 | 0.998 | -0.1337D+00 0.1583D+00 0.6743D-02 0.4474D+01 124 .43
800 | 0.999 | -0.1323D+00 0.1580D+00 0.4715D-02 0.6318D+01 248.85
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Figure 3
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Figure 4
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Figure 7
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