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llin many time dependent simulations, the solution on most of the domain will be fairly
smooth, with discontinuities or highly oscillatory phenomena occurring over only a small
fraction of the domain. In problems such as these, a mesh refinement apbroach can
be the most efficient, and often the only practical, solution method. Refined grids with
smaller and smaller mesh spacing are placed only where they are needed. Since we
are solving a time dependent problem, the regions needing refinement will change, and
therefore our grids must adapt with time as well.

This thesis presents a method based on the idea of muitiple, component grids for
the solution of hyperbolic panﬁal differential equations (pde) using explicit finite difference
techniques. Based upon Richardson-type estimates of the local truncation error, refined
grids are created or existing ones removed to attain & given accuracy for a minimum
amount of work. In addition, this approach is recursive in that fine grids can themselves
contain even finer subgrids. Those grids with finer mesh width in space will also have a
smaller mesh width in time, making this is a mesh refinement algorithm in time and space.

in chapter 2 we present the full mesh refinement algorithm. This includes a discussion
of the error estimation procedure, as well as the integrati;)n algorithm itself. We caiculate
how often the error estimation and subsequent grid generation shouild be performed to
minimize the total cost of the algorithm. |

In chapter 3 we discuss the interface equations used at the boundary of the fine
and coarse grids. Boundary schemes are presented for those component grids with
boundaries internal to the problem domain, since in these cases boundary conditions are
not supplied with the pde. We prasent a new stability proof for the case of interpolation
interface conditions with the Lax-Wendroff difference scheme for mesh refinement in time
and space.
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We also include in this chapter a discussion of conservation properties of the
algorithm, including both the interface conditions and the regridding procedure. We

develop a procedure to derive conservative interface conditions so that if the approximate
solutions converge, they will converge to a weak solution of the pde. This is important in
& computing the correct shock location in cases where the solution is discontinubus.
! In developing this algorithm, we have drawn heavily from many areas of computer
science not usually found in numerical analysis applications. This is especially evident
in the technique we use to create refined subgrids. Our subgrids are rectangles rotated
: to best fit the area of the domain needing refinement. The rotation allows us to have
F grids whose coordinate systems are normal and tangent to a discontinuity in the solution.
Chapter 4 presents the clustering and grid generation algorithms we use to create the fine
grids. Chapter 5 presents the data structures we use to handle the big data management
problem found in adaptive methods for pde. The efficiency of our method is due in large

IREN . i

part to these two components.
We have begun to extend this method to the solution of steady state problems. This
is described in chapter 6. Chapter 7 contains several numerical examples in both one
m . and two space dimensions. We summarize in chapter 8 with conclusions and directions

for future research.
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Chapter 1: INTRODUCTION

1.1 Problem

This thesis presents a numerical method for efficiently solving a class of partial
differential equations (pde) in one or more space dimensions. The method we use is
adaptive mesh refinement. It is suited for those equations where the solution is highly
oscillatory, discontinuous, or irregular in some other way in only a small portion of'
the domain. We give two examples to illustrate these phenomena and to motivate our

adaptive approach. The scalar wave equation
ut = —uz

is the simplest linear hyperbolic pde. If the initial conditions consist of a single jump
1, z<0
u(z,t=0)={o' £>0
the solution is a step function where the discontinuity propagates to the right along the
line z = t. On either side of the discontinuity the solution is constant.

For another example, consider the inviscid Burgers equation
U = U, (1.1)
for 0 < z < 1 with initial conditions
u(z, 0) = cos(3rz)

and boundary conditions
u(0) =1, u(l) = —1.

Although we start with very smooth initial conditions, the solution to this pde becomes
an N-wave (see figure 1.1(b)) and finally reaches the steady state solution of a single
jump discontinuty (see figure 1.1(d)). In problems like this, the location (or even the
number) of discontinuities are -often not known in advance, and in any case, it changes

throughout the computation.
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This type of solution occurs in more realistic problems as well. In aerodynamical -
calculations around an airfoil, if the free stream Mach number is near the speed of
E‘ sound, a typical steady state solution has a supersonic bubble ending in a shock above
a3 the airfoil, with a smooth flow in the elliptic region (Morawetz, [1982]). It is problems

E; such as these that can benefit from the solution algorithm described in this dissertation.

n For any given computation, one would like to set up a grid that minimizes the

discretization error and maximizes the computational efficiency of the solution method.
For some of the three dimensional caiculations done today, even the finest grids possible
{ provide inadequate resolution for some features of the solution. In both memory and time
N requirements, these computations are exhausting modern computing resources (Levine,
1 [1982]; Ushimaru, [1982]). It is necessary then to have some mechanism which puts the
grid points where they are needed most. Since it is often not known in advance just
where that is, it is necessary for the algorithm to be able to figure it out as the solution

- is computed.

In this dissertation we present a numerical method based on local grid refinements

in both space and time for efficiently solving equations whose solutions are locally
irregular. Qur approach is to generate as many independent, refined subgrids as needed
in the irregular region of the domain. The subgrids we generate are rectangles in the
coordinate system of the original coarser grid. The solution on each subgrid can then

be approximated by standard finite difference techniques, as done on the original coarse

grid. Since we are solving a time dependent problem, the irregutar regions will change
in time, and thus our grids must adapt in time in response to the solution. Our algorithm
g is very general, and it makes no assumptions about the number or type of these irregular

i regions, nor about their direction of motion.

We give a simple example in one dimension to illustate our adaptive approach. We
will integrate equation (1.1) using the Lax-Wendroft difference scheme. if we use a spatial
step size of A = .025, or 40 points in the interval [0,1], as we have in figure 1.1(a), the
initial sine waves are perfectly well resolved. After four time steps with At = .0125, our
algorithm decides two new subgrids are needed. These new grids have a space step 1/4
that of the original (underlying) grid. Several steps later, another level of refinement is |
g added, so that the mesh spacing on the new grids is now 1/16 the original mesh width. ‘

The solution becomes an N-wave, with the grids illustrated underneath the plot in figure




L aaa aia Ss SRy M Sl Jngl Sags Yk Bt Bt e

1.1(b). As the solution progresses, the rarefaction is eaten by the shocks, the shock
fronts advance, and the grids move (figure 1.2(c)). The final steady state solution and
grid structure is in figure 1.1(d). By examining the soiution, in pérticular by estimating the
local truncation error in the solution, we create new grids where the error in the solution
is greatest. Following Pereyra and Sewell [1975] we try to equidistribute the error, S0
that the minimum number of grid points is used to obtain a given level of accuracy on
the entire grid.

Most of the pdes we solve are hyperbolic equations. Since the solution of a
hyperbolic pde can be characterized as containing waves which have a finite speed
of propagation, we can move the fine grids often enough so that the regions needing
refinement don't escape the fine grids. This holds if we add small viscous terms, or
compute steady state solutions, and there is no reason in principle that we can't extend
our method to parabolic pdes as well.

We mention here one other aspect of our multiple grid structure. !n'any prablem,
a regular grid geometry is much prefertad for several reasons. On unequally spaced
qrid points, it can be expensive to approximate derivatives with differences to a high
order of accuracy. Secondly, in more than one space dimension, there is a big data
management problem of keeping track of unevenly spaced points in an efficient way. It
is much easier to generate a grid on a regular region than an irregular one. 'If we're
not lucky enough to be working on a computational rectangle, the first difficuity above
motivates the generation of what are called body-fitted coordinates, that is, a coordinate
system transformation from the physical domain to a rectangle. This makes the boundary
conditions easy to apply, especially if the original coordinate system is orthogonal, and
the transformation preserves this, i.e., a conformal map. However, it is often difficult to
find such a transformation for highly non-uniform regions, such as cascades of turbines.
In addition, it can be difficult to control the mesh spacing over the entire region. For
example, a map from a highly cambered airfoil to a circle may have enough grid points
for good resolution on the boundafy of the airfoil, but not enough under the airfoil.
Recently, the alternative approach in these situations is.being considered of using several
overlapping component grids to discretize the domain (Eiseman, [1979); Starius, [1980};
Kreiss, [1982]). The computations that must be done on refined subgrids are the same as
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those done on independent component grids. In this thesis we present a general enough -

framework to compute solutions on both of these types of grid structures.

The rest of this chapter presents a survey of adaptive methods in pdes, where there
is now a lot of research activity, and a brief history of the use of component grids, which
has received very little attention up to now. In chapter 2, we describe the basic mesh
refinement algorithm. We start with a description of our grid structure. In our method we
use rotated rectangles for the subgrid geometry. In addition, this algorithm is recursive in
that subgrids with finer and finer mesh width can themselves be nested in other subgrids,
We then describe the integration algorithm and the grid-to-grid communication routines
needed for this kind of grid structure. In this chapter we also describe the algorithm we
use to decide where the fine subgrids are needed. We base the refinement decision on
estimates of the local truncation error. We estimate this using a very efficient, automatic
procedure based on Richardson extrapolation.

Chapter 3 is devoted to the interface conditions we use at the boundary of the
fine and coarse grids. In section 3.1 we describe all the boundary condition algorithms.
In section 3.2 we present a new stability proof for one of the interface conditions for
mésh refinement in time and space. In section 3.3, we discuss conservation properties
of the algorithm. Conservation is important in computing the correct shock location
of a discontinuous solution. Although our discussion is so far restricted to one space
dimension, many of the results apply in more than one dimension. In one diﬁension.
exact cnonservation is not critical, since if there is a discontinuity in the solution, there
should always be a fine grid around it. However in two dimensions, because of the
way our grids are designed, a shock can cross subgrid boundaries, and conservation
properties of the algorithm become important. in this section, we show how to derive a
general class of conservative interface conditions which will converge to weak solutions

of the pde if the approximations themselves converge.

Most of the non-numerical computer science material is presented in chapters 4
and 5. Chapter 4 contains the algorithm we use to generate subgrids. First we identify
and characterize th'ose areas needing refinement, drawing on material from the pattern
recognition literature. Then we determine the orientation of the rectangular subgrid.
The efficiency of this algori.thm is fundamental to the success of the mesh refinement

algorithm. In Chapter 5 we describe the data structures we use to keep track of the




adaptive grid structure during a computation. This turns out to be surprisingly easy,
- but again fundamental to the overall success of the algorithm., We use the fact that a
T! fine grid is nested in a coarser grid to determine a tree data structure where each node
represents a grid, and make the correspondence between a parent node and a coarser,
parent gris.

h We have begun to apply this method to computing steady state solutions. Our goal is
to compute steady state transonic flows about an airfoil in two or even three dimensions.
We briefly describe in chapter 6 some of the modifications »f the algorithm for this type
& of problem, and we show some preliminary results for our one dimensional steady state
‘ model problem.

- Chapter 7 contains computational examples for this method. We do both linear and
nonlinear, one and two dimensional computations. We give a short description of the

E A parameters that must be set to run our mesh refinement code, to show that this method
! really is automatic and therefore feasible.
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v ¢

......... —— - P —




-1r11'-‘—v'r-

WAL & R TTv R

1.2 Adaptive Methods

Adaptive mesh refinement and adaptive mesh generation have become much more
common among numerical methods for solving pde’'s. Adaptive techniques have been
used for other problems for a long time: adaptive quadrature routines, (deBoor,.[1971]),
and variable-step variable-order ODE integrators (Shampine and Gordon, [1975]) are
examples of this. Almost all approaches to solving two point‘boundary value problems
are adaptive in the sense of iterating between specifying a mesh, solving on that mesh,
adapting the mesh to reflect the latest solution, re-solving, and so on, (Kreiss and Kreiss,
[1981]; Lentini and Pereyra, [1977)).

Closer to our problem are the adaptively refining elliptic pde solvers (Babu¥ka and
Rheinboldt, {1978]; Bank, [1981]). These adaptive solvers all use finite element methods.
Grid refinement is based on refinement of an individual element, usually a triangle or
rectangle. These methods are very successful, and extensive theory has been developed
for them. Recently, adaptive finite element methods have started appearing for parabolic
pdes as well (Davis and Flaherty, [1982]; Gannon, [1980]; Sherman and Seager, [1981]).
Some of the initial ideas for adaptive mesh refinement using finite differences were first
suggested several years ago by Oliger [1979]. However, until recently, adaptive finite
element solvers have received much more attention in the literature than finite difference

methods, which are more commonly used for solving hyperbolic problems.

Non-adaptive mesh refinement techniques have been used for a long time in solvmg
hyperbollc pdes. This is particularly evident in numerical weather forecasting models. The
two most common approaches to this are surveyed by Elvius and Sundstrom [1979] and
are termed two way interaction models, where grid point density varies either continuously
or stepwise, and one way interaction models, where a fine grid is used on a limited
domain, getting its boundary modeis from a global grid with a crude mesh. Among other
problems, these methods suffer from thé lack of adaptivity. Browning, Kreiss and Oliger
[1973] show how poor the results can be when high frequency waves escape to the
coarse grid where they are poorly resolved.

In problems where it is known in advance where grid refinement is necessary, it is
better and less expensive to put it in once and for all than to do it adaptively. This is
done for example in codes that calculate flow about an airfoil (Steger and Chaussee,
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[1980]). The compuitational mesh is refined in the boundary layer, and this is built diréctly
into the coordinate system. '

Since it is often difficuit to predict the solution well enough to know where the
grid refinement is needed, it is clear that the next step is to make the grid adaptation
dynamic. Most methods today for adaptive mesh refinement for hyperbolic pdes fall
into two main categories. We separate methods into deformed mesh methods, and
regular refinement methods. In deformed mesh methods, we include any method which
distributes grid points in a non-uniform way. For example, in the Moving Finite Element
method, (K. Miller et al, [1981]), the location of the grid points is determined jointly with
the solution itself_ by minimizing the residual of the finite element equations. In more
than one space dimension this can lead to a distorted, irregular mesh. This is also the
case with Lagrangian methods. Briefly, Lagrangian methods associate a grid point with
a moving material particle. In problems involving different material substances, these
methods have great advantages (Noh, [1976]). It is typical in Lagrangian calculations to
take a remap stepA of interpolating back onto a fixed grid after some number of steps, in
order to prevent the grid distortion. If this is not done, grids can get so distorted that
it is difficult to determine neiéhboring grid points, if in fact they are still" well-defined.
Not to be too pessimistic, these methods are excellent front tracking methods. They;
follow discontinuities and keep them sharp. This is basically the approach used by Rai
and Anderson [1981] in their procedure for aligning a coordinate line with a shock front.
However, it seems that these approaches would have difficulty with several intersecting
fronts.

The other common approach to adaptive mesh refinement is what we have called
regular refinement methods. This is the approach used by Dwyer et a/, [1980] and Winkier
[1976] for two examples. In their problems, the grid refinement is done adaptively in
only one dimension. Usihg their refinement criteria, be it equidistributing the gradient of
the solution or something more complicated, the mesh spacing in a coordinate direction
is determined for the entire domain. In common approaches to two-dimensional mesh
refinement, the simplest techniques have the drawback illustated in figure 1.2. To resolve
the region indicated by the circle, a large area must be unnecessarily refined. This
approach is also common in transonic flow calculations where grid lines are clustered
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Figure 1.2 Uniform Refinement
near the leading and trailing edges of the airfoil and near the location -of the shock
(Nakamura and Holst, [1981]; Ushimaru, [1982)).

AU Entahtns JEND AERAND

. This was partially alleviated in the work of Gropp [1980], who used the idea of local
grid refinement for each row between specified columns. In his work, several refined
grids may be specified in a single row. This is the same type of approach used by
multigrid practitioners (Brandt, [1977]), except that their data structure limits them to one

refined region per row. This method has storage overhead for each refined row. It still
has unnecessarily refined portions of the grid if there is a smooth region between the first
and last column to be refined. Bolstad [1982] has overcome some of these difficulties

) A Al

in his use of local nested refinements in one dimension. His work is the most similar to

i

the work presented in this thesis. Most adaptive methods have the restriction that they
start with a fixed number of points which they distribute according to some criteria. It is
advantageous to also be able to add grid points or remove them during the calculation.

The methods of Gropp and Bolstad do not have this fimitation.

We have not been exhaustive in outlining approaches to adaptive grid refinement,
but have only sketched some approaches to put this. method in context. In addition,
methods can be considered adaptive in a totally different sense. For example, in hybrid
methods the solution is computed using two different schemes, and a different linear
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combination of them is used at each point depending on the solution properties at that
point. Another type of adaptivity is evident in multigrid methods (Brandt, [1977]; Foerster,
Stiilben and Trottenberg [1981]). This method uses a nested sequence of grids with
finer and finer mesh spacing to solve a problem by iteration. In this method, the rate of
convergence is monitored during each iteration of the solution. If it is slow, é related
iteration proceeds for a while on a coarser grid. Thus, the structure of the algorithm
itself is adaptive. However, we do not discuss these other types of adaptivity further. .

10
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1.3 Component Grids

» There is little practical experience and even less theory to be found in the literature
E‘_ about the use of component grids. By component grid computations we mean computa-
. tions using independently defined grids in different coordinate systems. Several authors
have ways of constructing a grid which changes smoothly from one coordinate system
ﬁ to another (Eiseman, [1979]). There are also techniques to generate a grid which is

body-fitted to several disjoint components, either by conformal mapping (Halsey, [1881]),
{ or by solving elliptic pdes (Thompson, [1974]). In general, it would be easier to use a
[ separate body-fitted grid for each component. The trade-off is of course the increased
'i difficulty of interfacing the component grids. This thesis presents a general framework in
which to view the computational effort, and a data structure to manage the components.

in this section, we will only briefly outline two approaches to solving a problem with
component grids.

Starius [1979] presents what he calls a composite mesh difference scheme for the
shallow water equations. The two grids he uses are drawn schematically in figure 1.3.
Starius uses a third order interpolation formula to set the interior boundary equations
of the outside grid using values from the inside grid, and vice versa fpr the exterior
boundary of the inside grid. For the interpolation to be centered, the grids must overlap
by at least one mesh width. His results show that despite the interpolation, which is not a
conservative procedure, the amount of water in the computation (which is éonserved by
the original pde) changed by less than 5 X 10~3%. Starius also has a stability préof in one
dimension for a composite mesh difference scheme using the Lax-Wendroff difference
method on both grids.

AR A R

raded

) il

Figure 1.3 Starius-type grids
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Atta [1981) has done two dimensional two component calculations for transonic flow
about an airfoil. He uses a body-fitted grid around the airfoil, and a Cartesian far fieid
grid. Strangely, he tries the non-symmetric approach of using.Neumann type boundary
conditions for the inner boundary of the outer grid, and Dirichlet type boundary conditions
for the outside of the inner grid. The sélution is obtained by alternating iterations on
one grid then the other. Atta's results show that the accuracy of the interface equations
depends on the amount of overlap, as does the number of iterations for convergence.
There are many questions which remain to be answered about how to compute using

several component grids.

12
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Chapter 2: ALGORITHM DESCRIPTION

2.1 Grid Description

We start the presentation of the algorithm by describing the type of grids we use
in solving a prqblem with our adaptive mesh refinement strategy. We also develop the
notation and terminology needed to discuss these grids.

At the start of a computation only the coarsest, or base grid is specified by the user.
This base grid, denoted Gy, will remain fixed for the duration of the computation. Gy
itself may be composed of several possibly overlapping component grids. We use the
term grid to refer to the convex hull of the point set of the grid, rather than the point set
itself. Thus, we say that grids overlap if their convex hulls have a nonempty intersection.
We call each component grid Go,;, and loosely say that Gy is the union of its components
Go,;. Each component grid is required to be locally uniform in sonie coordinate system.
They need not form a simply connected domain. In addition, these grid components do
not necessarily have the same mesh width. For example, we might use a grid over a
region with a boundary layer that has a much finer discretization than that of the grid

covering the interior of the domain. Furthermore, within each grid the mesh spacing in

the coordinate directions need not be equal. For simplicity of exposition, however, we
ignore these points and assume Gy has mesh spacing h, = h, = hg on all components
Go,s.

During a computation, refined subgrids will be created adaptively in response to
some feature in the transient solution, such as the estimated error in the solution or the
appearance of shock fronts. Our goal is to generate the subgrids to best fit the area of
the domain where they are needed. The subgrids we create are rectangles of arbitrary
orientation. By keeping the subgrids locally uniform, integration on these subgrids can
be very efficient. By allowing the arbitrary orientation, it is possible to have a coordinate
system which is locally approximately normal and tangént to some feature in the solution,
for example a shock front. In addition, storage requirements can be significantly smaller
by allowing rotated rectangles. Figure 2.1 illustrates a grid structure with two component
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Figure 2.1
grids at the coarsest level, one of which has a refined subgrid. The darkened area in the
subgrid represents the part of the coarse grid needing refinement.

It is important to realize that these subgrids are not patched into the coarse grid.
Rather, a subgrid should be thought of as overlaying a coarser grid. Each grid is defined
independently of the other grids, with its own solution vector, storage, etc. In this way,
each subgrid can be integrated (almost) independently of the other grids. It also easily
allows for the possibility of using moving subgrids, even if the coarsest grid is stationary.
Furthermore, by keeping the grids independent, the algorithm can be viewed as a methc;d
of domain decomposition, and is well suited for multiprocessor architectures currently
under development. Other authors (Simpson [1978]; Bolstad [1982]) have created refined

meshes which are connected into the underlying coarse grid to make one global grid. In
their approach, fine grid points are merged into the set of coarser grid points. In one
dimension it is pbssible to do this fairly easily, as Bolistad does. In several dimensions this
can be a mess. This approach destroys the local uniformity of each grid, substantially
slowing down and complicating the integrator, as well as preventing its vectorization. In

addition, it requires storage overhead and processing which is typically proportional to

[i the number of refined gridpoints. An advantage of the use of overlaying grids is that it
F can be imp'emented with storage overhead proportional to the number of refined grids.
3 This approach does need some kind of data management scheme to keep track of the
3
7
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grids. This is a smaller problem than keeping track of each point, however. The data

‘['.

structures we use for this are presented in chapter 5.

It is possible that the fine subgrids will themselves contain even finer subgrids within
their boundaries. We say that a point in one grid is contained in another grid if it lies in
the convex hull of that grid. A grid is contained in another grid if ail points in that grid
are contained in the other. Similarly, a point of one grid is an interior (boundary) point
of another grid if it lies in the interior (on the boundary) of the convex hull of the other
grid. We define the /evel of a grid to be the depth 6f this nesting, that is, the number of
coarser grids the fine grid is contained in. We say that the coarse grid Gy is at level 0
in the grid hierarchy. The subgrids of G are part of Gy and they are said to be level 1
refinements. Refined grids within the G grids are at level 2, denoted G2, and so on. In
this way, a nested sequence of grids with finer and finer discretizations may be created
over some portion of the spatial domain. Each such grid is one grid component, denoted
G.,;, of G;, where G; consists of those grids at level [ in the hierarchy having mesh
width h;. A point in the problem domain may therefore be interior to several grids, but
the approximate solution at that point is defined by interpolation from the finest grid to
which that point is interior.

In practice, we assume a set of possible mesh discretizations {hq, b1, h2,..., Amax}
has been specified in advance. Each A, is an integral multiple of h;,,: a factor of four is
typical. A good choice for this refinement ratio will depend on how much of the domain
needs what amount of refinement. If only one part of the domain needs to be in a fine

grid with mesh width h, = ho/r, it is more efficient to create one level of refinement

with h; = ho/r than two levels each with a ratio of /7. In general, however, not all
i areas needing refinement will need the same amount of refinement, arguing for smaller
3 values of the refinement ratio r. Since there is some overhead associated with refined
: grids, we prefer a refinement ratio of 4 over the ratio of 2 typically used with multi-grid
- methods. In special cases where it is expected that all areas needing refinement will
need a lot of it, higher values of » can be used efficiently. We have used values of

r = 10 in some computations. In his thesis, Gropp [1981] presents a calculation using

‘5 two grid levels where hy = h2. He uses h. = .01, which is equivalent to a refinement
ratio of r = 100. This was done to achieve a uniform convergence rate over the entire

domain, which included a region with a discontinuity, surrounded by regions where the
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solution was smooth. In chapter 7 we present some computational experiments involving

this parameter.

We emphasize an assumption we make about the grid hierarchy. if at some point
during the computation there is a grid with mesh width k;, we require that it be contained
in a grid at level { — 1, which in turn is required to be contained in a level [ —2 grid, and
80 on to the coarsest level. All intermediate grids between the finest and coarsest are
be maintained. Furthermore, each point in a fine grid at level { must be in the interior,
not just on the boundary, of a grid at the next coarser level, uniess it is on the physical
boundary of the domain.

We now point out that not all points in a fine grid are interior to the same coarse
grid. We call this type of nesting /evel nesting. Figure 2.2 illusu ates how the grid at level
2 is nested in the union of grids G,; and G,,; at level 1. Figure 2.2 also illustrates the
complication in 2 or more dimension- f overlapping refined grids, which will come up
later.

in one dimension, where a grid is just an interval, we avoid both of these situations.
Level nesting in one dimension is identical to straightforward grid nesting, and overlapping
of fine grids does not occur. Grids at the same level of refinement with the same mesh
width are either disjoint or else they are merged into one grid spanning a larger interval.
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In this way, using the ideas of independent component grids and recursive refinement,
a hierarchy of nested grids is formed. The comglete grid structure is denoted

G= UG:,

where the grid structure at level ! is the union of rectangular components

G = U Gi,5.
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2.2 Integration Algorithm

In this section we describe the integration algorithm that we use to solve a hyperbolic
pde using mesh refinement. There are three main components in this algorithm. They
are (i) the actual time integraticn using finite differences that is done on each grid, (ii)
the error estimation and subsequent grid generation, and (ii/) the special grid-to-grid
operations that must be done every time step during the integration that arise because

of mesh refinement itself. We describe these three components in turn.

Most of the computational effort in our mesh refinement program is devoted to the
time integration of the solution. Since each grid is defined as an independent computa-
tional entity, with its own solution vector, each grid can be advanced independently
of the other grids, except for the determination of its boundary values. We must then
consider the question of which grids to integrate when, and determine the order of their

integration. This is made easy however by the following requirement.

Recall from §2.1 that in our grid formulation, the mesh widths h; of grids at level
| are an integral factor r of the mesh width h;_; of the next coarser level. We use the
same factor to set the time step on the level [ grids, ky = ki—; /r. This is an appropriate
time step for hyperbolic equations. In this way we keep the mesh ratio \ o_f time step to
space step constant on all grids. This makes our algorithm one of mesh refinement in
time and space. One of the main reasons our method is efficient is because th.e overly
restrictive small time st2p of the finest grid is not applied over the entire domain.

This constant mesh ratio A makes it easy to determine the order of grid integration.
It r is the refinement ratio, for every 1 time step taken on level O grids, take r time steps
on level 1 grids, r3 on level 2 grids, etc. These steps are interleaved so that before
advancing a grid, all its subgrids are integrated to the same time. At every coarse grid
step, all grids should be at the same time. One coarse grid cycle is then the basic unit
of the algorithm,

Figure 2.3 illustrates this in one space dimension and time. We depict one coarse
grid, Go,1, one fine grid Gy,1 at level 1, and a finer grid at level 2, G35, all with the
refinement ratio r = 2. The order of their integration, from coarsest to finest, for one

coarse grid cycle is

18
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it is also possible to order the grid integration from finest to coarsest, and still maintain the
principle of grids waiting for each other to catch up to the same time before continuing.
It we start with the finest grid in figure 2.3, the integration order for one coarse grid cycle

is exactly reversed,

G
1,1 Co s

’

G3,1Go, Ga,1 Ga,1
lGl,l 1

The difference between the two orderings will be important only as an implementation
detail in the choice of interface conditions. This will be pointed out later.

We make some last comments to finish discussing the integration algorithm. Since
refined grids are rotated rectangles, the difference eguations must be transformed into
the rotated coordinate system. We would like to do this in as automatic a way as possible
so0 that the integrator, which is supplied by the user, can be separated from the adaptive
mesh routines. Since we use standard finite difference equations to integrate the pde,

thig is easy to do. For example, to solve

Uy = Au, + Bﬁ,
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u¢ = (Ar; + BryJu, + (As; + Bsy)u,,

we can solve

or instead, as sometimes preferred,
__ (Ay, — Bz,) (—Ay, — Bz,)
u‘ -_— A u' + —T—u.’

where A is the determinant of the inverse transformation,

Te Yr
A= dct[ ]

Ty Ys
With a little more fiddling, this can even be done in a conservative way (Viviand,
[1978]). It is important to maintain the conservation form of differencing in problems with

discontinuous solutions. To solve

8y = f(u)z + glu)y

under the more general coordinate transformation
r=r(z,y)
s = 3(z,y)
we solve
v = f(u)y + g{u)s

where
} - ('zf + fvg)
J

o= (s=f + a,g).
J
In this transformation, J is the determinant

s=af )

We point out that it is sometimes not necessary to transform the difference equations
for each grid. If the physical problem is invariant to translation and rotation, we can

use the identical difference equations on each grid. However we might be solving for
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different variables on a rotated grid. For example, in a gas dynamics problem we tﬁight
solve for the velocity components in different coordinate directions on the different grids.
The use of solution values from other grids must then be preceded by some interpolation.
For scalar quantities, such as density, there is no additional complication. It can also
happen that the difference scheme itself is invariant under rotation. Jameson [1974] has
proposed a rotated difference scheme for transonic flow calculations. The rotation is
built into the scheme to be able to properly difference the potentiai equations in the

streamline and normal directions.

Finally, we note that it is sometimes beneficial to use different integrators in different
regions of the solution. For example, in a shock problem one might use a first order
integrator on a refined grid around a shock, and a higher order method elsewhere.
Another approach could be to use a more expensive method such as the Glimm scheme
only on refined grids, and a less expensive integrator on the coarse grid. One can even
solve different equations on different gﬁds. For example, it is possible to only add artificial
viscosity on a fine grid (around a shock zone), or solve more difficuit boundary layer
equations only on a separate grid in the boundary layer. Severai integration modules
can be easily supplied by the user without any further changes to the mesh refinement
program. ' .

Error estimation and the subsequent regridding operation is the second major task
of the mesh refinement algorithm. This is where most of the computational overhead of
the method lies. Every several time steps, we estimate the error at all grid points and
possibly create new fine grids or remove those no longer needed. If a new fine grid is
created, its initial values are interpolated using the finest grids from the already existing
grid structure. Nothing need be done to remove a grid that is no longer needed exept
reclaim its storage space.

In the next section we will discuss the algorithm we use to estimate the error. In
chapter 4 we will discuss our method of grid generation, which uses the resuits of
the error estimation. Here we discuss how often this procedure should be done. In
hyperbolic problemg, one can estimate the speed of propagation and caiculate how fast
some phenomenon needing to be in a fine grid will move. If we add a buffer zone around
the fine grid we can Iengthén the time interval over which grids are appropriate, and thus
lengthen the interval between the regridding operations. The larger this buffer zone the

PPy -
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less often we have to regrid, but the more work it is to integrate the extra points in the

buffer zone.

An optimal size for this buffer zone can be found by rriinimizing the integration
cost associated with it. Consider the scalar wave equation u; = au, with one level of
refinement. The buffer zone must have .enough grid points so that in the number of
time steps n between regridding, a wave doesn’'t escape from the fine grid. We know

that a is the maximum wave speed. In n time steps of size k. each, the wave travels

o5 - passeco—ia

- ank./h. = n)\ coarse grid points. We use \ for the Courant number A\ = ak/h. The
buffer zone must be at least this large on both sides of the refined grid. We determine n

by minimizing the integration cost of the buffer zone plus the cost of estimating the error

on the coarse grid. We wish to minimize

min (2nkr2c1T + c;-N%)

where . .
n = number of coarse time steps between regridding

cg = cost /pt. of regridding
cr = cost /pt. of integration
N = number of coarse grid points
r = refinement ratio
T = total number of coarse integration steps to be taken.

The minimum occurs for
/c N
n= —E‘ e rell
cr 2r3)

Typical numbers of A = I, r = 4, c¢g/c; = 3, and 50 coarse grid points give an optimal
regridding frequency of 2.3 time steps, or approximately every couple of coarse time
steps.

If there are many levels of refinement, we apply this result at each level. The finest

grids must be moved more often than the coarsest grids. This is easy to implement.

. Y yvw

We simply count how often the parent grid of the fine grid is integrated, and check it

g . before integrating the fine grid itself. We call the same regridding procedure with a base

& level which is finer than the coarsest level. The base grids stay fixed, and finer subgrids
will be created within the boundaries of the grids at the base level according to the
proper nesting restrictions of §2.1. The potential probleﬁ here is that a refined grid might

;" move off its base or not stay sufficiently tar away from the base grid boundaries. If this

, happens, it is probably time to move the base grids as well.

¢
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The last major component of the mesh refinement algorithm concerns the grid
communication routines. Thére are three tasks which fit under this heading. The first
of these deals with boundaries. Refined grids have boundaries which are in the interior
of the problem domain, and so they will need boundary values not supplied with the
pde. These values can be calculated in three ways. First, if a boundary point i'e. in the
interior of a different fine grid, we can get the boundary value at the next time step
from the interior integration of the intersecting grid. If there are no intersecting fine

grids, the boundary values are calculated using values from underlying coarse grids. We

use either the Coarse Mesh Approximation Method or interpolation to get the boundary

values. These methods are fully described in §3.1. We point out here that the order of
grid integration is important for implementing these boundary conditions. If a fine grid
will get its boundary values at time ¢ + k; from the coarse grid at time ¢, (by the Coarse
Mesh Method), the fine grid should be integrated first, or else some coarse grid values
must be saved. If the boundary values come from the coarse grid at time ¢ + k., (by
interpolation), then the coarser grid can be integrated first.

The second item of inter-grid communication is updating. If a fine grid is nested in
a coarse grid, then when they are integrated to the same point in time the coarse grid
values are updated by injecting the fine grid solution values onto the coarse grid points.
If grid points do not match up at regular intervals, interpolation is used to find the value
from the fine grid which replaces the coarse grid value. For éxplicit methods, it is only
necessary to update as many coarse grid points at the perimeter of the fine grid as tﬁe
number of points in the stencil for the coarse grid integrator. For implicit methods, it is
necessary to update the entire coarse grid, and in fact, some sort of averaging might be
desirable before injection onto the coarse grid. This is similar to the residual weighting
used in multi-grid methods (Brandt, [1977]).

This updating of the coarser grids is what we call an active mesh refinement strategy
as opposed to a passive one. It is necessary for several reasons. If the coarse grid
is not updated, the solution can become so dispersed and dissipated that after a while
it will look as if refinement is no longer necessary. Secondly, by updating the coarse
grid and keeping a discontinuity sharp, the size of the zone needing refinement can be

smaller. Finally, this prevents a train of bad values on the coarse grid from spreading
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into the buffer zone and contaminating the values that will be used for the boundary
approximation for the fine grid.

The last grid communication task is that of averaging. This only arises when two
subgrids at the same level of refinement overlap. In general, the region of overlap is
at most a few.coarse mesh widths wide. Still, the question arises when updating the
underlying coarse grid, which fine grid should inject the solution values. We have no
clear answer to this yet. What we do now is average the fine grid values before injection.
It is not necéssary to replace either of the fine grid solutions with this averaged value
however. The solution on either fine grid is as accurate as the other. Since they are
only overlapping by O(h) width, and they get the boundary values from each other, the
solutions do not diverge from each other. However, if one is not careful about injecting
onto the coarse grid, there can be a jump in the solution representation on the coarse
grid. So far, this has only been important for graphical output.

The overall mesh refinement algorithm is presented in figure 2.4 in outline form. It
can be written quite simply as a recursive procedure. Of course, in writing the mesh

refinement program in Fortran, we have converted it to an iterative procedure.

Recursive Procedure Integrate ({evel)
Repeat (hs/h.)'** times
Regridding time? — error estimation for grids at level level and finer
Step Atieve On all grids at level (level) |
If (level + 1 exists) |
Then Begin
Integrate (level + 1)
Update (level, level + 1)
End
end.
level = 0 (* coarsest grid level *)
Integrate (level)

Figure 2.4 Coarse Grid Integration Cycle
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2.3 Error Estimation

In this section we discuss the criteria cn which grid refinement is based. It is
not accidental that the section heading is error estimation; we base the refinement
decision on estimates of the local truncation error using a procedure we describe later.
It has been more common in the literature to base the refinement decision on other
properties of the solution than its egtimated error. Gropp [1980) used the gradient of the
solution as his criteria in his simple feasibility study for two-dimensional mesh refinement.
However, this isv often not sufficient. A linear solution with a large gradient does not need
refinement. Gradient checking will not catch the corners of ill-behaved solutions that do
need refinement. Checking the gradient is useful only for a limited class of problems
whose solution behavior is known in advance. Dwyer et al [1978] uses a combination
of the gradient and curvature of the solution for their refinement criteria. They choose
coordinate points ¢ such that d¢ = a|$%|dS + b| 23T |dS, where S is the arc length along

987
the other coordinate line n = constant, and T is the dependent variable (temperature

in Dwyer's problem). Another choice is seen in the work of Winkler [1977), where his
adaptive criteria is to choose £ to make log2 Iﬁ"—&:-‘rl approximately equal at each grid point.
All these methods work well under the assumptions of the problems they. are designed
for, but they are not generally applicable. We seek a more systematic approach, without
assumptions on the direction of motion or number of regions needing refinement. Of
course, if the user does have more information about the solution, this can be used to
advantage.

We point out that the refinement criteria used in finite element calculations for non-
hyperbolic equations does not seem to be as big a question as it is for finite difference
methods. A natural error estimate is provided by the discrete bilinear form of the pde.
This is used, for example, in solving elliptic problems (Babu$ka and Rheinboldt, [1979)),
as well as parabolic problems (Dupont, [1982]). Davis and Flaherty [1982] use the fact
that the error in a finite element apbroximation can be bounded by an interpolation
error. They estimate the appropriate derivatives using interpolating polynomials and
equidistribute this error bound for a nearly optimal mesh. Keith Miller et a/ [1981] move
their finite elements by combining the residual minim}zation and the solution process
itself. They use a finite element approximation of u¢ = L{u), where both the value and
location of the node 'points change with time. The error they minimize is the L3 norm
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of the residual R = v, — L{(v), where v is the solution from the approximating subspace.
Miller's procedure has been justified theoretically by Dupont [1982].

The approach we use in estimating the error as a criterion for deciding where to
refine the grid is to estimate the local truncation error. There are two reasons for this.
First, we were motivated by the convergence resuits of (Gustafsson, [1975)) for initial
boundary value problems for hyperbolic systems. Under some assumptions that are
mostly about the Cauchy stability of the difference approximations and stability in the
sense of Kreiss for the initial boundary value problem, Gustafsson shows that if

(#) the local truncation error = kh™d,,(t)

(i7) the initial error of the approximation = hPe, (0cAt),0 = 0,1, ...,

(i%i) the error for the boundary approximation = h? f,(t)
where d, e, f' are bounded funétions, and if 8 > m, then the convergence rate is order
m. Mesh refinement can control these errors by decreasing k and A in those regions
where |A™d, (t)| or |hP £, (t)| are too large. |

Gustafsson's results are for non-adaptive, uniform grid calculations. More recently,
Oliger (Berger, Gropp and Oliger, {1982]) has a convergence result for adaptive mesh
refinement under some stronger hypotheses than those of Gustafsson. He shows using
a stronger definition of stability than Gustafsson's, that the global error for adaptive
mesh refinement calculations is bounded by the local truncation error multiptied by some
growth factors, assuming the interface equations are of the same order of accuracy as
the interior equations. Experimentaily, the expected rate of convergence is observed
along with the expected decrease in constants when the local truncation error tolerance
(that is, the refinement criteria) is reduced.

The method we use to estimate the error is based on Richardson extrapolation. For
simplicity, let Q be a two-level explicit difference operator. If the soluticn is smooth

enough, the local truncation error is

llu(t + k) — Qu(t)l = k(k*a(t) + A®b(¢)) + k O(k'*! + ho2*1)

2.3.1
=1+ kO(k+! + p1at1), 231)

where we denote the leading term by 7. If u is smooth enough, then if we take time two
steps with the method @, to leading order the error is 27,

llu(t + 2k) — Q3u(t)]| = 27 + kO(k"+! 4+ A1 +Y),

TorTon ¥t
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Let @3, be the same difference method as @ but based on mesh widths of 2k and 2k.
Also, assume the order of accuracy in time and space are equal, ¢, = ¢2. Then

[lu(t + 2k) — Qaau(t)ll = (2k) ((2k)*a(t) + (2h)%6(t)) + O(h**?)
=otlr 4 o(h**?),
Since ||u(t + 2):) — Q%u(t)]| = 27, by forming the difference
Q?u(t) — Qanu(t)

29+1 -2

=1 + O(ht+?), (2.3.2)

——yTT T T, —ry——

we get an estimate of the local truncation error at time ¢. In words, we take one giant
step based on mesh widths of 2h and 2k using the solution at time ¢ and compare it with

:‘ the solution obtained by taking two regular integration steps to obtain the pointwise error
g estimate. This is illustrated schematically in figure 2.5. '
g This procedure has several points to recommend it. First, it is not necessary to know

the exact form of the truncation error to apply it. The functions a(t) and b(t) in (2.3.1),
which involve higher derivatives of the solution, need not be known explicitly. Especially
for systems of equations in several variables, it can be quite difficult to compute the
exact form of the error. Not only is our estimator independent of the pde, the error
estimation procedure is independent of the difference method. This is important if mesh

refinement is going to be generally applicable to a wide variety of problems without an
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Figure 2.5 Richardson Error Estimation Procedure
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inordinate amount of programming. The exact same user-supplied method of integration
can be used for the error estimation. The restriction of this procedure, that the accuracy
in time and space be the same, is not a severe one. Many- popular finite difference
methods fall into this category, for example, second order methods like Lax-Wendroff
or MacCormack's method, and Leap Frdg. and first order methods such as usptream
differencing. For methods where the accuracy in space and time is not the same, a
more expensive variant of this procedure is possible. For example, one could estimate
the spatial and temporal error separately, by first keeping k constant and taking a step
based on 2h differences, then keep h constant and take a step with time step 2k. Other
variations are possible too.

The overhead of this method falls into the usual space - time tradeoff. With careful
programming, the two steps with the regular difference operator @, can be part of the
regular time integration of the pde, in which case extra storage must be used to save the
solution u(t), compute Q2x(u(t)), and compare it with Q2 (u(t)). The principal overhead is
the one integration step in time plus two temporary arrays of storage. If the ovérhead is
increased to 2 integration steps, only 1 solution array is necessary. Since this procedure
is done for one grid at a time, the extra solution array is only the size of a grid, not the
size of the total discretization.

For a better idea of the accuracy of the Richardson estimates, we examine the error
in the error estimator. We compute the difference between the estimate of the local
truncation error and the actual error as a function of frequency. We derive an expression
for the minimum number of points per wavelength below which the grid will be refined,
valid only for a fixed point in time. Such expressions can be computed for the accuracy
of resolving certain wavelengths of the pde itseif (Kreiss and Oliger, [1972]; Trefethen,
[1982)).

We consider the scalar wave equation

U = U, (2.3.3)

with an initial function of a single wave number u(z,0) = ¢'¢=. We approximate (2.3.3)

using the Lax Wendroff difference scheme
2

Y A
vt =} + 5(";"“ —viy)+ '2—(”?41 =207 +v7y), (2.3.4)

where the mesh ratio A\ = k/h. The symbol of (2.3.4), denoted py, is
pe = 1 + i\ sin(£h) — 222 sin?(£R/2).
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Two steps of Lax-Wendroff are equivalent to muitiplication of the initial conditions by ?2
Let z¢ denote the symbol of Lax Wendroff applied on a 2h — 2k grid,
z¢ = 1 + D sin(2€6h) — 222 sin(£h).

Since Lax Wendroff is second order, by (2.3.2) the error estimate is
Pt — 2¢
8

Cest =

A little aigebra yields the expression

B+ M\2(\2 —1)sin' 8
6 H

PE—2 _ 8\(1~)\?)sin’Bcos (235)

6
where 8 = £h/2. The first (imaginary) term represents the estimated phase error, and
the second the estimated error in the amplitude.

We compare this using the first two terms of the exact truncation error for Lax
Wendroff on (2.3.3). The local truncation error for Lax Wendroff can be written

‘l&j(t + k) - Qu,'(t) = %(kz - h’)ujzzz(t) + g(k2 - hz)u,-“”(t) cee (2 3 6)
- (8:)‘(16- 2% g 4x2(16— 2?) F)et= + 0(8%).

This shows the surprising fact that the estimate of the truncation error is second order
accurate even though in general it is only first order. However, since we do not use the
error estimate to explicitly correct the solution, this is of little consequence.
Suppose we réquire the local error estimate
Pt — %
6

<€

for some prescribed tolerance ¢. We compute the number of points per wavelength below
which the accuracy criterion is not met, and the grid is refined. Use A = .8 for a tyoical
value of the mesh ratio. Then we get the following table.
€ New  Negat
1 1.07 4.97
.05 5.62 6.24
.01 10.30 10.62
.005 13.12 13.37
.001 22.70 22.85
.0005 28.66 28.78
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N.s¢ is computed using (2.3.5). N;q.c: i computed using ike first two terms of (2;3.6).
We see that for smooth solutions our error estimator is extremely accurate.

There are saveral points that should be mentioned befor# concluding this section.
We have not made any attempt here to describe a procedure for estimating the error at
the boundary of the domain. In addition, the error estimation procedure uses a stencil
twice as wide as the numerical method itself. For numerical methods with more than a
three point stencil, there is therefore a significant region near the boundary that can't
be estimated by the above procedure. It is sometimes possible to use the numerical
boundary conditions on a 2A — 2k grid, or a speciai one-sided scheme to estimate at
the boundary. This is discussed in detail bt Bolstad [1982]. Another possibility is to use
fictitious points outside the boundary, and apply the interior procedure at all points. This
is discussed further in (Berger, Gropp, Oliger, [1982]).

For non-smooth solutions, the analysis above breaks down. We no longer have
an accurate error estimate, and in fact the local truncation error is not well defined.
However, the Richardson estimates still provide a good criterion for refinement, since,
near a singularity the estimate will probably be large. The magnitude of the estimate
will be off, but the location will still be correct. For piecewise constant initial conditions,
the Richardson algorithm gives an estimate proportional to the jump in thé solution. We
mention that with the procedure above, in the neighborhood of a shock the maximum
number of levels of refinement will be used. If this is not desirable then some other
criterion, such as an estimate of the [; norm of the error (which converges at a shock
as A — 0 ) shouid be used instead.

Finally, we mention the possibility of using other criteria along with the local
truncation error as a mesh refinement trigger. For example, one could refine the grid
to retain monotonicity of the solution. In (van Leer, [1977]) there is a full discussion of

monotonicity properties of difference schemes.
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Chapter 3: INTERFACE CONDITIONS

In this chapter, we present the diﬂefence approximations we use at the interfaces
of the fine and coarse grids. More in keeping with the viewpoint of treating each grid as
an independent entity, we restate the problem as finding boundary conditions for the fine
grids. The boundaries of the fine grids will in general be interior to the problem domain,
and the boundan- values will come from the coarse grids. In §3.1 we describe the most
common interface conditions we use in both 1 and 2 space dimensions. In §3.2 we
present a new stability proof for one of the interface conditions in one space dimension.
This is the only stability result for refineed meshes with different time steps. In §3.3 we
discuss conservation properties of the mesh refinement algorithm, and return to boundary
conditions by presenting a procedure to derive conservative interface conditions for any
difference scheme. We use it to derive some conservative boundary conqitioné for use
with the Lax-Wendroff difference scheme, and discuss their accuracy and stability.

We do not discuss here or elsewhere in this thesis the boundary conditions needed
by the coarse grids at the boundary of the computational domain. The coarse grid
will have some boundary conditions supplied with the pde, supplemented by numerical
boundary conditions supplied by a user. This is a difficult but standard problem for which
there are several major references (Engquist and Majda, [1977]); Gustafsson, Kreiss and
Sundstrom, [1972]; Trefethen, [1982]). Anyone who solves a pde confronts this problem
with or without mesh refinement. Our aim is to produce a method to automatically handle

the extra complexity introduced by using mesh refinement.

3.1 Boundary Condition Algorithms
The first boundary condition we consider is the Coarse Mesh Approximation Method
(CMAM). This was used by Ciment [1971]. We want to solve the scalar wave equation

U = Ug

in one space dimensiun. Let the coarse grid be on the left of the interface, with
approximate solution at the coarse grid points labelled vp, v—1, v—2, ..., 8 You move left.
Let a fine grid which has been refined by a factor of n be on the right, with approximate

31
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- solution values ug, 4y, u2, ... as you move right. We have Az; = Az /n,At; = At./n )
' constant on both grids. The notation is the same as in figure 3.1. Let @ be an explicit

"(, finite difference approximation applied on the coarse grid,
+1 __
it = Qu}.

E The CMAM formula determines the boundary values for u},0 < i < n using the
- same difference approximation @ with a smaller time step, and with the values needed
3 to the right of vy supplied by u,,u2,, €tc. Note that if the fine mesh finite difference
) scheme has a stencil with more than three points, additional boundary values will be
ﬁ needed. These can be obtained using the same stencil but shifted right by one or more
: fine mesh points. This will require spatial interpolation in the coarse grid.

if Q is a two time level formula, for example Lax-Wendroff, the boundary values will
;. be formally as accurate as the interior, coarse grid calculations. If  is more than two
time levels, .for example Leap Frog, then the accuracy depends on whether or not there
are previnus values at the interface at the right time. Since @ is a Cauchy stable scheme
for the mesh ratio A = At./Az. of the coarse grid, this interface condition is Cauchy
x stable for the smaller ratio ;’}%ﬁ’;, 1<k<n.

A disadvantage of the CMAM is that it requires the fine and coarse grids to
meet exactly at a grid point. In general in two dimensions this won't happen. One

could interpolate in space using an interpolation formula of as high order as the finite

difference method, and then apply the coarse grid method. However we prefer the simpler
Interpolation Boundary Condition algorithm of using linear interpolation in time along wéth
bilinear interpolation in space for a two dimensional computation. Of course higher order
interpolations in time are possible with the additional storage overhead of the extra levels
in time. We point out that for some first order methods in time, for example Lax-Friedrichs
or first-order upwind differencing, interpolation and the CMAM are identical. However,
interpolation has advantages over the CMAM with non-linear problems when artificial
viscosity is added. In addition, the interpolation boundary conditions make it possible to
use an implicit integration method on the fine and coarse grids.

Finally, for completeness we repeat the description of a boundary condition we use

in two or more dimensions. (It is first mentioned in §2.2.) The boundary values for a fine

grid might be determined by interpolation using values from the interior of an intersecting

fine grid that contains the boundary point. There are several considerations here that
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we have not yet explored. For example, if the intersecting grids are in a shock zone,
care could be taken not to interpolate across the shock. On the other hand, it might be
beneficial to explicitly add artificial viscosity to the interpolation procedure.

|-
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3.2 Stability of an Interface Condition

In this section we will derive an expression and prove stability for one of the boundary
conditions discussed in §3.1. We consider the Lax-Wendroff di.fference scheme applied
to u; = u,, with linear interpolation at the interface of the fine and coarse grid. The
stability definition we will use is due to (Gustafsson, Kreiss, Sundstrom, [1972]). We will
briefly state their resuits that we will use here, and assume the reader is already familiar
with their paper.

The definition of stability they use for the initial boundary value problem (IBVP)

appears as definition 3.3 in their paper. They consider the quarter plane problem
uy = Au; + Bu + F(z,t), (3.2.1)

for 0 < z < o0, where A, B are constant n - by - n matrices, © and F € R".

Definition: The approximation @ is stable when applied to homogeneous initial data if
there are constants Ko > 0,a9 > 0 such that for all a > ag and all F' and g we have

the estimate
a— oap = a — ap :
E : e—at 2 + c—atv 2
(l +ak)y=°" vV"t (1 +ak) " "z,t

-1
a— Qp - -
(3522 S el s lemmessr,

(3.2.2)

< K}

for all sufficiently small k.
In this definition t = mk, g is the boundary data, and F is a forcing function. The

norms in z and ¢ are the usual {3 norms

’ -]
ol = & 3 WP

ma=0

L~ -] . -]
lollz,e = ak 32 31w

m=0 v==0

We make several remarks about this definition before we state their main result. The
estimate (3.2.2) involves norms of the solution in space and time. It is not known whether
(3.2.2) implies there are I3 estimates in space at fixed ti;nes. In adaptive mesh refinement
calculations, the solution at a given time ¢y provides the initial conditions for the next strip

of calculations using a different grid structure for t> to. One could probably use the I3
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estimate in space to prove convergence of adaptive mesh refinement involving regridding.
However we will be proving stability of non-adaptive mesh refinement according to stability
definition (3.2.2).

The main result in Gustafsson et a/ is the following:

Theorem: Let Q be a Cauchy stable difference approximation to the quarter plane initial
boundary value problem, and let Q be aither strictly dissipative or non-dissipative. A
necessary and sufficient condition for @ to be stable according to definition (3.2.2) is that
the associated homogeneous resolvent equations have no eigenvalues or generalized
eigenvalues with |z| > 1.

Their theorem tells us to look for eigensolutions which grow geometrically in time.
The resolvent equations are the equations that result after a Laplace transform of the
difference equations in time. For an s time-level approximation that is applied at all
gridpoints up to but not including the boundary point, the homogeneous resolvent
equations look like

(Q_l -3 z-"-‘Q,)a;,' =0, v=1,2,... (3.2.3)

o=0
with boundary equation
e
‘ﬁ)o - Z z"’"S,ﬂ;l =0.

o=l
Equation (3.2.3) is a constant coefficient difference equation with general solution in I3
of the form :

b, = 2 P(v, 5)x¥(2).

I=51<1
The degree of the polynomial P is one less than the multiplicity of the corresponding
root x,.. Also, the sum includes roots |x;| = 1 only if they are roots which approach the
boundary of the unit circle from the inside as |z| — 1 from outside the unit circle. Thus

we know (in this case) the form of the eigensolutions is
P =" E P(v, j)x;5(2).
j

These normal modes satisfy both the interior difference equations and the boundary
conditions. If there are no such eigensolutions or generalized eigensolutions with |z} >

1 then the approximation is stable.
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The last point we make before deriving the stability condition for mesh refinenient
concerns the so-called folding trick (Ciment, [1972]). Consider a scalar problem with
an interface at z = 0, with one difference scheme on the left and a possibly different
difference scheme on the right, and. some interface equations. The stability of the
combined scheme can be determined by folding the left side along the line z = 0, thus
transforming the problem into an equivalent 2 — by — 2 system of equations for z > 0,
with boundary conditions determined by the interface equations. Then we can apply the

initial boundéry value theory. For example, to approximate u, = au, we can approximate

(). =G )G

where uy(z) = u(z) and us(z) = u(—z) for z > 0. It is unnecessary to actually go

the equivalent system

through the folding before applying the IBVP theory, especially since it tends to confuse
the notation. We point out that by using the initial boundary value theory and definition
(3.2.2), the solution at the interface will receive special weight that does not appear
in definitions of Cauchy stability. Trefethen [1982] has shown that if one applies the
folding trick to the Cauchy problem for v, = u,, and applies Leap Frog at all grid points
including the interface point, the resuit has a generalized eigenvalue.

We can now derive the stability condition for u, = u, approximated by Lax-Wendroff
on both the coarse and fine grids. Let the fine grid be refined by an arbitrary integral
factor n. An equal refinement factor in time and space is not an essential part of this
derivation, but for simplicity we will assume it. Several facts about Lax-Wendroff will be
important in this proof.

The situation we model is illustrated in figure 3.1.

In figure 3.1 we have drawn the intermediate timesteps on the fine grid, but in fact we
can view the difference scheme on the right as being one application of @™, where
@ is the Lax-Wendroff operator with mesh ratio A\. The GKS theory says to look for
modes which grow geometrically in time, and which repeat themselves at every timestep.
Let this factor in time be z™. Let our difference operator Q be a three point centered
scheme. By lemma 6.2 in Gustafsson, et al/, there are as many roots «;, |x;| < 1, of
the characteristic equation as there are points to the right of center in the stencil for the
difference operator. Corresr'mndingly. there are as many roots with |x;| > 1 as there are
points to the left. In particualar, to get the characteristic equation for Lax-Wendroff
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we substitute constant 2™« far v, to obtain
2
z2=1+ %(n—n“)+ %(n-2+n'l)

with two roots

z2=14+M 1 /-1 +23122-1)
PPN ’

The root x_ is inside the unit circle, x4 is outside.

| (3.2.4)

Ky =

On the left of the interface for the coarse grid we therefore look for modes of t.he
form v = (z™)™r¥, where for simplicity we will normalize the constant to 1. We use
7 for the root of the resolvent equation for z < 0. Since we are numbering the coarse
gridpoints with negative indices, for the solution v to be in /3 we want the root 7 for
which |r] > 1. |

On the right of the interface, n applications of Q has a stencil n points to the right
of center. By the lemma above, there must be n roots of the difference equation inside
the unit circle. Let wj,j = 0,1,...,n — 1 be the n roots of unity; zw; are then the n
roots of 3™. For every value aw; there is a corresponding «; by (3.2.4). Each such mode
x; satisfies the requi_rement that after one global repetition of the difference equations,

L S S P S VP o i N Y
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or n steps on the fine grid, the solution in space is multiplied by z". There are n such
modes «;, and since each z;,- = zw; with modulus > 1 determines only one root inside
the unit circle, the «; are distinct. The general solution represented on the fine grid must
then be of the form

n—-1

ul =) pix¥(aw;)™,
=0

where the p; are constants. The picture is the following.

z" 1-2 N zn 1'.1 ' Zn 23 702‘:; anﬂ“?‘
2
zzgtw. 5
2 % o T2 4
2 3 1= 3 08 IO g, >
T T A Rx A% R%

Figure 3.2

We point out that the solution on either side of the interfiace must take the form of
the normal modes at all gridpoints all the way up to the boundary. On the left, we have a
three point scheme which can.be applied at all gridpoints but vg, where we get to specify
one boundary condition. Similarly, at each fine grid timestep we can apply Lax Wendroff
at each point u;,j > 1, and specify n conditions for the uy,i =1,...,n.

Now we examine the interface conditions that these modes must satisty. We require
first that v} = uj, or

Y pi=1 (3.2.5)
i

To compute v} we use a coarse mesh approximation, and use the gridpoint u2 for v{.
We know that if three points are geometrically related in space at time t, then the value of
2 that multiplies this mode in time is fully determined. Similarly, if we know two points at
time ¢ and the z factor at time ¢ + A, the third point at time ¢ is also already determined.
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This means that the point 48 must fit into the normal mode of the coarse grid as' the
point v). This gives us the relation u2 = vJ, or

r=3 pix}. (3.2.6)
' 3
For the remaining n — 1 gridpoints u§ at the interface we will use linear interpolation,
k_0. .k 1 o
u°=vo+;(vo-vo), 1<k<n-1
giving us the equations
k
14 ~(z" - 1)=z";p,-w;', k=1,...,n—-1. (3.2.7)

Equations (3.2.5) and (3.2.7) together give n conditions that the constants p;,j =
0,...,n — 1 must satisfy. We can write this as the linear system Wp = b,

1 1t 1 ... 1\;sp 1
(! \ L4 16D )
Wo W W3 ... Wh-y P r + n r
w§ wi wi A e =] A+ 2(°21)

\wg ! Wit WL Wl et/ \;l:r + 221D )
Since the matrix W on the left hand side is a Van der Monde matrix, and the roots of
unity are distinct, we can solve uniquely for the p;. Furthermore, if we normalize the
matrix W, and define F = -L-W, then F is unitary, F'F = I.

e
We then soive for p = F"'b to get

n~1 n_ n—1 .
pi = % Z(%)k + (L;i_ll[z k(%’-)"]. (3.2.8)
() k=0 :

The two terms in (3.2.8) can be summed explicitly. In particular we use the relation

n—-1

r n n—
kz-:okr"= (1_')3[r‘(n-l)-nr '+1].

Summing and simplifying finally gives us an expression for the constants

-1 v
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There is still one equation from the interface conditions, (3.2.6), that we haven't

used. Substituting the expression for p; into (3.2.6) gives us the root condition

n—1 " 2

z2"—-1 U,'

r= Eo (2_ a,-) ) (3.2.9)
,- N

Let us summarize at this point. It there are eigem)alues or generalized eigenvalues
that satisfy both the difference equations and interface conditions, they must satisfy
(3.2.9). If (3.2.9) has a solution with |z| > 1 then the difference equations are unstable.
We will prove tue following

Theorem: Using Lax-Wendroff with interpolation interface conditions for the fine grid,

mesh refinement by any integer is stable.

Proof: To prove this, we must show the root condition (3.2.9) can't hold for |z] > 1.
The main idea of the proof is to apply the maximum principle (see for example Ahlfors,
[1966)) to the right-hand side of the root condition (3.2.9), call it f(2). We will show that
for |z > 1 there are no branch points, and f(z) is regular at co. Thus the maximum
modulus of f(z) occurs for |z| = 1. We know from (3.2.4) that 7, the left hand side of
(3.2.8), satisfies |7| > 1. The last part of the proof consists of showing that the modulus
of f(2), |/(2)] < 1-6,6 > 0, for |2| = 1, and so the root condition cannot hold.

First we check for branch points in the region |z| > 1. From (3.2.4), this occurs for

(2—-1)2 +2%2z-1)=0.

This is a quadratic in z with roots

zp = (1 =22 2V1-=)\2

NPT
. o

A A uE

The modulus of the roots is
2 = (1 =232 #2031 =23

=1—X’ )
<t

since for Cauchy stability for Lax-Wendroff, 0 < X < 1. So for [z| > 1 there are no
branch points. :
Next we examine the expression

n—1 n_1 2 . "
(@)= Z(:—U,-) nzzi—l"i

j=0
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for large |z|, by checking the behavior of the x; as |z| — co. We have

_z=1+ X /-1 + 2222 -1)
- LIS

where we take the branch of the square root where v/z% = z. For large |z| we write

z+x’—1-z\/1—§+;‘;+%1—§—Z+O(z—3)
PURY ' )

K=

The binomial expansion for

also gives us the correct branch. Putting it all together we get, for each x; = x;(z;),

L =\1=)) 1
AIC, = —————211. + 0(;?').

fl2)=3_ wj[(—;l(,l‘z_ M ; + o(:—,),

)

where z; = zwy,

Thus we get

which clearly goes to zero for large |z|.

We digress and point out that the root 7 has the asymptotic behavior in z of

27 ;2;9; M) | o(;l;),

and so the root condition can't hold for |z| — oo.

Since f(2) is regular at co and has no branch points, the maximum modulus principle,
which states that if f is analytic in the interior and continuous up to the boundary of a
region R, then the maximum modulus | f(z)| occurs on the boundary. We will show that
the maximum modulus of [ is less than, and bounded away from 1.

It is easy to show, as is done in lemma 6.1 of Gustafsson et a/, that the roots x, of
Lax-Wendroff for u, = u, satisfy

| kol <18 Ja > 1
el > 1 Jo 21,251,
Ky =1 z2=1
Therefore the root 7 of (3.2.9) satisfies |7| > 1 for |z| 2> 1, and all the oc, satisfy |x;| <
1-=4. We therefore have

) < | 6) ZI' —lp (3.2.10)

. - AL o et i A A s a & N
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It remains to show that

le _l_ (3.2.11)

=0
when |z| = 1. Since this expression is equivalent td-(a.'2.11). we will drop the annoying
complex conjugate bars and instead prove the identity

n-—1 s _1 ' \
21— (3.2.11)
J=0

Examine the expression E |,_wl |2 which is the square of the discrete [; norm of

a vector e with j** component ¢; = a—w; - By Parseval's theorem, the norm of a vector
is the same as the norm of its finite Fourier transform, |le|ls = |[&]ls, which we now

compute. We form

(1 1 1 ...l\reo\

W W) W2 ... Wp—} (31
- 2 2 ]
e= Wo wq wa ...Uz e ,

-

O W S § \en—1/
do the matrix multiplication, and get for the kt* component of the vector ¢,

" _
ak=L 2 1 k

VA o

By explicitly doing the division

z" - w;,‘ n—-1
—_ zlwn—l’

- w,- (=0
we obtain

1
e = 7_’: ; ; zn—l—lw;+k.

We switch the order of summation and consider
L+k I+kys§
ZW,‘+ = 2(‘!’0+ Y,
5 ]

where wq is the first primitive root of unity. For ! + k 5 0 or n, this sum is

1- (w:)+k)n -

1 - (wg™™)

42
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For [+ k = 0 or n, the sum is equal to n. For every k > 0 there is only one ! between 0

and n—1 satistying [ =n—k,s0 & = 22" fork=1,...,n—1,and & = 2=5""".

(# )

1

z

Altogether, we have

lew
i

Pk

23

o)

So for |z| = 1, we compute
181z = n®.

Therefore in (3.2.10), |f(2)] < (1 — §), whereas |r| > 1. Thus the root condition
cannot hold for |z| > 1, and so our approximation is stable. |}
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3.3 Conservation

We begin this section with a general discussion of conservation properties of bath
the differential and difference equations. We briefly review why conservation is important
in computing discontinuous solutions. We then discuss in particular the conservation
properties of mesh refinement. Our discussion is for mesh refinement in orie space
dimension, although some of our results carry over to higher dimensions. It is in higher
dimensions that conservation becomes important, and there are other questions that
remain to be addressed in these cases. We present a procedure for deriving conservative
boundary conditions in one space dimension. We use it to derive several interface
conditions for use with Lax-Wendroff at internal mesh boundaries, and discuss their
stability and accuracy.

The general hyperbolic conservation law system in one dimension is written
ue = f(u); . (3.3.1)

with initial conditions
u(z, 0) = ug(z).
if we define the quantity S = [;* udz we find
dS/dt = f(z2) - f(z1),
or the change in the quantity S is due only to the flux at the boundaries. If there is no
flux across the boundary, or the domain is periodic in which case f(u(z3)) = f(u(z,)),
then the quantity S is conserved.

In some calculations, it is important that the numerical method as well as the bde
exactly conserve some solution quantities. This is true for example in the equations of gas
dynamics with discontinuous solutions, where the total mass should be conserved, or for
another example, in long-term weather forecasting models (Arakawa, [196€,}. Of course
for smooth solutions, if the difference method is stable and sufficiently accurate, quantities
which the physical problem conserves will be approximately conserved numerically. Aiso,
if the quantity to be conserved is positive, for example if fu? is to be conserved
numerically, then stability of the difference approximation is assured.

An explicit finite difference approximation to (3.3.1) is said to be in conservation

form it it can be written

v = Qv ,... Vibert)
3 j-pre 1 Vit (3.3.2)
=0 + MA 4 g(v] gy U kgD
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where g(v,v,...,9) = f(v). In (33.2) we use A = At/Az, and A, is the forward
difference operator, A, f(z) = f(z + h) — f(z). If a difference approximation can be
written in the form (3.3.2) where g is Lipschitz continuous, it is consistent with (3.3.1).
The one-step Lax-Wendroff difference scheme can be written in conservation form by
choosing

f(vj—1) + f(v;)
2

o1, v;) = + SALE Y 1)) — sy )

where the Jacobian A = 3 f/du.

it is important to write the equation in conservation form for several reasons. in
problems with a discontinuous solution, classical derivatives of the solution no longer
exist, and a weak solution is defined instead. (It is well known [Lax, (1973)] that this is

not enough to determine a unique weak solution.) If u is a weak solution of (3.3.1) then

/ f (pev — pzf)dzdt + / ug(z)p(z,0)dz = 0 (3.3.3)

holds for all smooth test functions ¢(z,t) with compact support. If u is discontinuous,
the local truncation error is no longer well-defined. In some sense, (3.3.3) provides a
way to define consistency in these cases. Lax and Wendroff [1960] proved that if v is
an approximation in conservation form that converges boundedly almost everywhere as
h,k — 0 to a function u(z, t), then u is a weak solution of the conservation law (3.3.1).
A stronger result has been obtained for a scalar conservation law by Harten, HYman and
Lax [1976] in 1 space dimension, and by Crandall and Majda {1977] in n dimensions,
that monotone finite difference schemes in conservation form converge to the correct,
entropy satisfying weak solution of the differential equation. Furthermore, in problems
with a shock or contact discontinuity in the solution, the shock speed s is given by the
Rankine-Hugoniot conditions,

slu] = [/},

where the brackets denote the jump in the quantity at the discontinuity. This condition
follows directly from (3.3.3) (Lax, [1973]). it guarame=s that the numerical shock speed is
correct. It is known (Noh, [1976]) that schemes which are consistent for smooth solutions
but not in conserviation form may sometimes compute the wrong shock speed.

In this section we will discuss conservation as it applies to adaptive mesh refinement.

There are several places in the mesh refinement algorithm that conservation can break
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down: at the interfaces between the fine and coarse grids, and during regridding -
both creating and removing fine grids. In one dimension, if we are approximating a
discontinuous solution there should always be a fine grid in the region of the discontinuity,
and so the conservation properties of regridding are not critical. In two dimensions
however, shocks can cross subgrid boundaries, and subgrids containing a shock can
change orientation during regridding. In these cases, exact conservation is important.
We will consider in turn these three places in the algorithm where conservation may be
lacking. We will show how to derive a class of conservative interface conditions that give
weak solutions to the differential equation if they converge.

To develop the procedure, we first consider conservative boundary conditions for the
case of mesh refinement in space only. For ease of presentation, we consider the case
of refinement by a factor of 2. The same procedure generalized immediately to larger
refinement ratios. Assume the interface between the fine and coarse grids is located at

z = 0, where we use the notation in figure 3.3.

~4h -2h x=0 h 2h ' 3h

Figure 3.3

We will derive the boundary conditions assuming a scheme in conservation form with a

three point stencil is used on either side of the interface. The scheme is

ple.s+h)—plz—hiz) £> A
" v(z,t + k) — v(z,t) -

. !(=Iz+2h!—.!‘z—2hzz!' z < —2h (3.3.4)

Q(—zh' 01 h)n ) z=0.

Here, we use g(z, y) to mean g(u(z), u(y)). The goal is to determine the unknown function

Q for the interface equation for v(0, t) in such a way as to maintain conservation.




Following Lax and Wendroff, we multiply (3.3.4) by a smooth test function ¢(z,t)
and by the mesh widths in time and space and sum over all gridpoints z and ¢ > 0. The
outline is the following. Summation by parts will put the differehces on the test function
p instead of the numerical flux function g. As h, k — 0, the differences should converge
to derivatives of ¢ and the sums to integréls in space and time. There is some flexibility
as to which discrete integral approximation is used, although any integration formula will
give a consistent boundary approximation. For the summation in space, for example, we

can consider

/_: v(z,t)dz =~ Z v(z, t)2h + Z v(z, t)h + %v(o, t). (3.3.5)

z<—2h =>h
We interpret the sum to be over only the grid points in each half plane considered. This
approximation comes from a trapezoid rule approximation to the integral. Another way
to look at it is that the grid function v(z,~, t) is extended by linear interpolation for values
of z which are not grid points, in which case the integration is exact. We could also

consider

/;co v(z, t) dz =~ z vz, t)2h + Z v(z, t)h, (3-3.6)

z<-2h 220
which comes from a one-sided approximation to the integral, or a one-sided extension
of the grid function as constant over the interval to the right. These different extensions
of the grid function will give different conservative boundary conditions.

First consider the summation in time of the left hand side of the difference scheme
(3.3.4) when multiplied by the test function o(z, t),

f:[v(z, t+ k) — o[z, t)]p(z, tk =

t=0 k

5 oo 22BN o, 01,0,

t>k

where we sum over values of ¢t which are an integral multiple of k. Since ¢ is a smooth
test function the backward differences in time converge to a derivative. We also assume
that as k — 0, the approximate solutions v(z, ¢) convérge boundedly pointwise almost
everywhere, so the sum will converge to an integral in time. For this side of the equation,

it remains to do the summation in space, which will present no problem.

47




Next consider the summation in space of the right hand side of (3.3.4) using the

one-sided integral approximation {3.2.6),

g(z,z+2h)—g(z-—2h,z)] z,8)2h + Z [9(2 2+ h) - g(z h, z) o(z, )h

2h

z_<_—2h[ =>A

+ hQ(—2h, 0, h)p(0, t).
Applying summation by parts to both sums gives

Y ozz+ 2h)[p(z’ )= oz +2h1

]2;. +  g(~2h,0)p(—2h,t)

z<-2h 2h
+ X oloe+ | EEAZLEERD g0, ol
z2>2h

+ hQ(=2h, 0, h)(0, £).

The two sums together already form an O(h) approximation to the integral in space. We

must have that the three terms remaining cance! up to terms of order h, or
hQ(=2h, 0, h)o(0, &) + g(—2h, 0)p(~2h, £) — 9(0, K)p(h, ) = O(h).
Expanding the test function ¢(z, t) around z = 0 gives the exoression
(AQ + g(~2h, 0) — (0, h)| (0, £) + O(h) = O(h),
and so we will determine @ by requiring
hQ + g(0, ) — g(—2h, 0) = 0. (3.3.7)

Before actually determining Q we finish the argument that Q will in fact give a weak
solution if the approximations v converge. So far we have only looked at tiie left hand
side of (3.3.4) being summed in ¢, and the right hand side summed in space. Doing both
to both sides of the equation (3.3.4) gives

> S e, t)[“’(” t= "2 = elz, t)]k 2h +

s<—2ht2k
olz oz, t - lc) o(z,t) kh—
PN |
E v(z,0)p(z,0)2h — Z v(z, 0)p(z, 0)h =
z<—2A z2>h
z,t) — oz + 2h,
‘zz:ozs\;% g(z,z+2h)["°( J ‘2”'5 * t)]k2h+
> Eh g(z,z + h)[”(’" )= ‘:(’ th t)]k h + O(h).
t>02>
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As in the original theorem, we take limits as A,k — 0. The sums become in’tegrals,. the
differences in ¢ become derivatives, and the flux function g(z, z + k) becomes g(z, z) or

[(z), by the original consistency requirement for the numerical flux function g. We get

[/v(z, t)pe(z, t)—f(v)«b,(z, t)dzdt = —/v(z, 0)(z, 0) dz.

Note that this is independent of the integration formula used.

For a particular example we use the definition of the numerical flux function g for
Lax-Wendroff, noting that the mesh ratio \ of the fine grid must be doubled for the coarse
grid. Using (3.3.7) we get

n@ =LOEIB) L XAy stho - s(o) -

(L2210 -0 - s-2m) )
This gives us the interface approximation
{0, + k) =0(0, 8 + S(/(K) - F(~28)
+ 5[4 - o) - 24-s00) - 16-2m)

This is not a very accurate épproximation. however. For smooth solutions the local
truncation error is only O(h). However, since the scheme is only applied at one point
we can still get convergence if the scheme is GKS-stable, since the method applied
everywhere else is at least O(kh) (Gustafsson, {1976]). A more accurate approximation
results from the trapezoid approximation (3.3.5) to the integral. The summation in time

is identical, but for the summation in space we get

g(z,z + 2h)2—hg(z — 2h, z)Jp(z, H2h + ; [g(z, z + h) ; g(z — h, 3)],p(z’ t)h

z<—2h [

+3Q(~2h,0, (0, )

Repeating the process of summation by parts gives sums which again are an O(h)
approximation to the integral and some terms which are O(1). Again this determines the
conservation boundary condition @ for this integral approximation, by requiring the O(1)

terms to exactly cancel. In this case we get for the interface approximation

%Q(-2ha 0, ) = g(0, ) — g(—2h, 0)
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which gives the interface approximation

(0, + K) = 9(0, £) + x(ﬁ")+("2"))

N (3.3.8)
+ 5 |AGHS () = £(0)) ~ 2A(=h)(/(0) - F(~2h))}

This is a more accurate approximation, which we will show later when we discuss exact

discrete conservation. The stability of this approximation will also be considered later.
The class of boundary schemes we just derived are for the case of mesh refinement

in space. For mésh refinement in time and space, very little changes' in the derivation.

Again consider the case of mesh refinement by a factor of 2, as in figure 3.4.

vf_lz vi]; vg 5 vfk vgk vik vjk
2k R vﬂ: o i v}
0 ; 2 3
k {
-4h -2h x=0 h 2h 3h 4h
Figure 3.4

Suppose for notational convenience we write the trapezoid approximation in space

z<—2A z2>0

/v(z, t)dz ~ E v(z, t)2h + Z a;v(z, t)h
where the weights a; are defined by ag = 3/2, a; = 1 for j > 1. For the spatial sums

on both the left and right of the interface it is clear how to do the sums in time for a

natural approximation to the integral in time. We form
Z Z v(z, £)2h2k + E Z a;v(z, t)hk
t203<—-2h £20t2>0

and again apply summation by parts to derive the interface conditions. However, we
postpone the discussion of this interface condition until a different derivation is presented

later when considering discrete conservation.
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It is clear that given any integration rule and numerical flux function, conservative
boundary conditions can be defined so that the approximation converges to a weak
solution. We now discuss exact discrete conservation as an end in itself. Qur discussion
will center on Lax-Wendroff and adaptive mesh refinement, but what we do here can be
done for other schemes. In this case, the aim is to exactly conserve a discrete'form of
f u dz independent of the grid structure of the computation.

We consider the approximation of (3.3.1) by Lax-Wendroff,

A A2
”;'"H = + E(mn = [+ ?[Aﬁf(fﬁ-x -/ —A}"_%(f;" - 7))

For computational efficiency it is common to use A(v;,}) =~ }(A(vj+1) + A(v;)). We

change notation here and write
m+1 m A m m x? m m
ot =7+ /5% - i)+ 7(9_.,-4.* -g5—y)

where we are now defining g, 3 = A, :{f;+1 — f;). If we are solving the broblem ona
] i+3 54+ §\J 7 J

uniform grid with mesh width &, with grid points numbered from 0,1,...,n + 1, it is easy

to see that
n n k kX
h 2 v;- =h 2 v(} + E(f?w-l +fa-A-+ “2"(9?.+} - 9%)» (3.3.9)

or the change in h)_ v; is due to the numerical fluxes at the boundary. This follows
directly from the definition for any scheme that can be written in conservation form.

We first consider the change in S(v) that occurs when a new fine grid is created.
We look at one coarse mesh width where this occurs, and denote the left and right grid
points vg and v,. Let the interval have mesh width A and let the fine grid be refined by
a factor of r, so the new fine grid points can be labelled vy,...,v,—1. The subscripts f

and ¢ will denote 'ﬂne and coarse grid quantities respectively. We will use the trapezoid

rule
g = ploto)
. (4 2
_ h & (vj—1 + )
§¢ = r ,;1 2

to approximate the integral [ vdz.

Suppose the new fine grid values will be gotten by linear interpolation,

vi=(-Ip+ly, 1<igr-1.
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We compute

A& h
Sy = m Evj+§;(vo+v,).

j=1

The first sum gives
h r—1 h r=1 J h r—1 j
PN T LA T2 o

h h
= 5(‘00 + 1)') fod ;;(‘Uo + ‘U'),

and so the total quantity
h
Sy = —2-(00 + v,) = S,.

We s2y that the trapezoid rule approximation to the integral f udz and linear
interpolation are compatible operations. For more accuracy in the computation we can

generalize this. Let S be a p panel integration rule with weights w;,

z+ph

S(f) = z’: wiu(z +1h) = / u(z) dz + O(h?+1)

sam( =
We have the

Proposition: Let S, be the approximation to the integral f udz on the coarse grid,
5.= [ udz+o(ht+)
Then if you use interpolation of order q to set 'the new fine grid values, it follows that
Se(ve) = SI(”.?.G)! |

or conservation is maintained.

We borrow from muiltigrid notation (Brandt, [1976]) in writing the approximate solution on
the fine grid which is interpolated from the coarse grid as vy = I{ ve. This proposition
follows from the fact that the integration rule S is based on interpolating the function
values by a polynomial of degree q and integrating exactly. But since the fine grid values
are themselves determined by interpolation by a polynomial of degree q, both the coarse
and fine grid integrgl approximations give the same value.

This would be an irrelevant observation if the difference scheme itself did not
conserve the more accuraté integral approximation. However, we quote the following
lemma from (Mock and Lax, [1978]) which we use to show that arbitrarily accurate integral
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approximations are conserved by a difference scheme in conservation form, except at
the boundaries. They show
Lemma: Let f be any C'™ function on R, with bounded support. Given any positive

integer v, there exists a quadrature formula accurate of order v of the form
- -] oo :
/o f(z)dz = b w;f(5h) + O(h*),
0

where the weights w; depend on v, but w; =1 for j 2> v.

Since the weigh,té are constants equal to 1 in the interior, a scheme in conservation form
wilfl conserve this accurate approximation up to the boundary region.

In any case, we thus have that with this restriction of compatible integration/interpolation
rules, newly created fine grids can be made to be conservative and as accurate as
desired. A little more must be done to remedy the lack of conservation when deleting
fine grids. Again we use the trapezoid rule to get

h
S, = E(vo + v,),

and

r

_ h
Sp=3; 2 (v—1 + ).

Jm=1
The discrete gridpoints on the fine grid can be interpolated by an rt* degree polynomial
on the interval [zo,z,], and so we can interpret v(z) for z not a gridpoint to mean

v(z) = p.(z). Also let 7 be even for easier notation. Then by Taylor expansions we have

4

h & h
= — - — . — (27 — ' h2
S; 2 ,-_El 2vp + (25 — 1)hwp + o ,'-§§+1 29, . (27 — 1)hv,, + O(h?)

= g(vo +v)+ _h—;:(voz = vrs) + O(K)

If v is smooth enough,

h3r

Sy = S.+ vy, + O(h),

and so the lack of conservation is rather small when removing a fine grid.

In the most important cases however u will not be §mooth. Some kind of procedure,
analogous to the residual weighting and injection used in multigrid algorithms is called
for here. We calculate the difference between S, and Sy, and the coarse grid points are
perturbed enough to make the sums equal. For smooth solutions, we saw above that the
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perturbation using a 2" order quadrature rule is the same size as the truncation error
for a 24 order method. We. illustrate by deriving the formula for the perturbation using
the trapezoid rule formulas on the fine and coarse grids. We distribute the difference in
S due to the first half of the interval to the left coarse grid point, and from the right half
of the interval to the right coarse grid point. f r is even, there is a point midway between
the two coarse grid points which should be shared. For the case of mesh refinement by
2 this looks like

1 1
y ==Y+ v+ -

=13 g U T gVt

whereas for mesh refinement by 3, we use equal weights

v, = v +lv +lv
'—37—1 3r 3r+l'

Again, for mesh refinement by 4 this is

v’—lv +lv-'+lv +lv +lv
r = 8 r—2 4 r—1 1 'y P r+1 3 r+2

Thus this procedure is basically an averaging, or smoothing process. This is reasonable
since the higher frequencies which were resolved on the fine grid should be smoothed
before injecting them onto the coarse grid. Presumably, if the high frequencies were
important, the fine grid would still be necessary to resolve them, and it would not be
removed. We remark that the formulas used to perturb a coarse grid point on the
boundary of a fine grid are a little different. They are the equivalent one-sided update
formulas. For example, for refinement by 4 at the left boundary point we would use '

v+2v+lv
o+ gu1 T ghe

Q| on

vy =

The weights for the points to the left have been added to the weight for the boundary
point instead. This same redistribution can also be done for higher order integral
approximations to maintain conservation.

This idea of distributing the difference among the remaining grid points in order to
conserve the chosen quantities is found in a slightly different context in Sasaki {1976} and
Isaacson [1977]. In these papers, the solution to the finite difference scheme is modified
after each step so that certain functionals of the solution take prescribed values. These
functionals are the discrete conservation relations. The modification of smallest norm

to the value predictec by the finite difference scheme is chosen. The two papers differ
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in the way of solving for the smallest norm modification - Lagrange muitipliers vefsus
linearizing and setting the first variation to zero. !saacson has used his procedure to
conserve total mass and energy in a one layer atmospheric model on the sphere using
overlapping grids in different coordinate systems. A procedure like this could be done for
mesh refinement in several dimensions to conserve when there are overlapping refined

grids.

We integ'iect several remarks here. It seems likely that the discrete conservation
we are talking about in creating and removing fine grids will play a role in the proof
of convergence of the approximations to weak solutions in adaptive mesh reﬁnemeht
computations. When integrating in time over each strip of a computation where the grids
stay fixed, summation by parts will give boundary terms which should exactly cancel
if the creating and deleting of grids has been done conservatively. Finally, we admit
that conservation in two space dimensions has additional problems that we leave for
future research. This is due in part to'rotated grids not meeting at grid point boundaries,
complicated by the overlapping fine grid structure.

The last problem of conservation for mesh refinement computations comes from
the difference equations used at the interface of the fine and coarse grid. We have
already considered this in the context of weak solutions and conservation in the limit as
h,k — 0. In that case, we multiplied by a smooth test function ¢ and integrated the O(h)
approximations to the integral. If we take the smooth test function ¢ to be constant in
the neighborhood of the interface, we will get the conservative boundary conditions that
will give exact conservation at each discrete time step. Instead of deriving the boundary
conditions for space and time mesh refinement in that context however, we will do it from
the point of view of exact discrete conservation. But we state that they are equivalent,
and that the boundary conditions derived here do give weak solutions if the approximate

solutions converge.

We first derive the expression for the change in the discrete sum S(v) between
timesteps. We will derive the expression for grids which are refined by a factor of 2; it
is clear how to do it for larger factors. We will discuss the accuracy of the conservative
boundary conditions also for reﬁngment by 2 in space and time, but will only prove
stability for the analogous conservative boundary condition for refinement in space only.

The grid notation we use is indicated in figure 3.5.
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;. gure
a We will only look at the one interface between the grids, and assume the other end of
each grid is also handled appropriately for conservation. The conditions we derive are
E! for Lax-Wendroff. We change notation slightly and define S, = 2,-1 v;, omitting the A.
, From (3.3.9) we know that for the coarse grid,
E SI_SO_’_E(IO +j°)+£° (3310)
1 e ™ Ye 9 nt1 n 9 gn+*' Do
__! Defining Sy = E;v:;:,_, u, gives
A 2 1/2 1/2
- S} =89 =S as + foga + L0 + 125 - —[M +0.004) (33.11)
t"‘ .
- We define the total sum that we want to conserve on both the fine and coarse grids by
o8 using the trapezoid approximation,
= h 3
L. I= hSc + ‘ES[ + zhﬂ,ﬂ.g.
Putting (3.3.10) and (3.3.11) together, we can get I' = I? if we define the boundary
. equations
;"' 0 | .
[ ”l/ =0, 4+ fn+l +fn+2 (j?|+[n+l) X gn+i n+§ (33 12)
= n+l T Tatt 3/2 2 N R
-
»_.-_'-
L
o




and

T 1./2 A Ff-lu/fl +f:-/-:2 (S2+7244)
Vatl = Unyt + 37'2' ) - 2
F 1/2 (3.3.13)

A {Ons3/2 3,
tap| Tz At

These conditions have the interesting stencil

Figure 3.8

Intuitively, on each side of the interface the boundary point gets the flux it should from
each grid. .

We show now that for smooth solutions equations (3.3.12) and (3.3.13) are first order
accurate in space and time. We use k and h as the mesh spacings for the fine grid. For
thg first half step we write

”-1./-31 =+ k[%]
N E211/2Anva + Ans1 ) fnts = fas1) _ 1/2(An + Ani1)(fnsr — fu)]
T2 h? 3h?

=up,, +k[f: + O(h)]
4 2 [(Ansasa + OB N Sznsays + O(AY))
7| ih
_(Anprpa + O(h*)(fzp4172 + O(h?)) .

$h

(3.3.14)
We see that the last term in (3.3.14) is




.....

n fzn A, Szn
( +3fent3d — 5 +1/2fzn+3 O(h))
a(An+lf=n+l)
= (2= s om)

Altogther we have

k2 8(Af.
uddi = ul, + kS 5 (af )+0(kh)

Since (Afz)s = (futie): = (fe)x = (f=)t = uee, we have overall

k2
u,‘,{,,l = u,._H + ku, + ?un + O(kh),

and so the approximation is first order accurate in space and second order accurate in
time.

However, for the rest of the interface approximations, the order of accuracy in time
drops as well, due to the asymmetry of the stencil in time. The interesting thing here is
how the asymmetry in time gives termﬁ which contribute to the approximation of both the
first and second derivatives. We first examine the terms in the interface approximation
(3.3.13)

e rh e =12+ 120
which we rewrite as
%[f:’-:z -8+l - fn+1]

Taylor series expansions yield at the later time ¢t = k/2,

"k
3—h[fla“‘z = 1 RpT A O + £ — £l + kft,‘.’,fl]-

! Again we use an uncentered first derivative approximation fn+3 — fan = 3h .4 +O(h?),

and regroup terms to get

- kh

= kfzv‘n/-:l - szz:/:[ (fgllz + fg}.{fl) + O(Xk’). (3.3.15)
g

, Looking now at the last term in (3.3.13) we have

] va

t, l’_ 9,.{,.3/3 —2 0 _

e 32| 2 T

|~ k? g\l 1/2 /2
n 342 n+§ (gn{o-f - kg‘n-g-*)'
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Replacing g by its definition,

gn+i = hAn+§j8n+* + O(ha)
On+y = 2hAn 4 fanyy + O(h?)
the last term in (3.3.13) becomes

k? 1/3 k2 12
Aﬂ+3/2f=n+3/2 h A,.+1/2f=..{,.1/g - mgtn{u/a-

We now combine the g, 1/2 term with the ¢-derivative terms left over from the uncentered

J= approximation in the first term,
(ftl/'A’ + ftol;/-zl - 3An+*f="+i.

(2ft,‘+* 3An+*f3,‘+*

Since f; = f,u = Af,, the entire expression above is

k2
= 3 —A,,_,,*f,”_._*)

Putting it all together we have

1/2 , ., 1/2 kh_ /3
'}!+l = uﬂ{H + kf’n{b-l - —fzzn{qd

kz ka
+ 3—h(Au+§fz,.+g - A,.+*fz,.+*) + O(T)
2
= ully + kL0l + —(A..Hf,..“), + O(kh + 2\E?).

We again use the relation (A/;). = u, and get that (3.3.13) is a first order accurate
approximation in space and time. )

It is quite difficuit to determine the stability of (3.3.12) and (3.3.13), although
experimentally they appear to be stable. What we show here now is the GKS-stability of
the equivalent conservative boundary approximation for the case of mesh refinement in

space only,
t 0 A A2 (] 0
Uppy = tpyy + m(f?.u - )+ 3/—2(29..+; ~ On+4)
where we use A = At./Az.. (This .is the same conservative interface approximation we
derived earlier in equation (3.3.8) when considering weak solutions for mesh refinement
in space only.) We apply this approximation to the usual v, = u,., using Lax-Wendroff
on both the fine and coarse grids. We use the notation in figure 3.7.
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The interior difference approximations are
u;-’""l = u]" + Myj41 — uj—1) + 223 (w41 — 2u; + 35-4)

,uv_n+1

A A2
¥ = 1);-" + 5(‘01’_1 - Uj+1) + ‘5—(‘0)‘.’.1 -2v; + ‘U,‘_l).

The boundary conditions in this notation for these equations are

‘08'+1 — u3|+l .
A A%
u6"+1 - u(’," + m[u; - 1)1] + m[2(ul - ‘uo) - (‘vo - ‘01)].

Again we look for normal modes which in this case are geometric in space and time,

m
Uy

”
vy

where py, ps are constants, |x;| < 1, |x3] < 1. For these modes to satisfy the boundary

= p12™«]
= paa™Kj}
conditions, we must have

p1=pa
2 2
P13 = p1 + FN(p151 — pans) + §V[2m(~1 — 1) = p2(1 — xa)].

In matrix notation,

(z -1- ;xx,l- gxﬂ(;, -1)  $xka+ g—xl’(l - nz))(::)
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For (3.3.16) to hold, the matrix must be singular, with zero determinant. This gives

us the determinant condition:
2 2., \
z=1+ §X(l€] - Ng) + gx (2(l€1 - 1) - (1 - ICz)), (33.17,
with x;, k3 and z satistying the resolvent equations for Lax-Wendroff
1 2 1
2=14+Nry — —) +2\%(xy —2+ —) (3.3.18)
Ky Ky
P | A3 1
z=1+ 5(':—2 - I62) + ?(xg -2+ ’C_z). (3.3.19)

From the characteristic equations (3.3.18) and (3.3.19), we can solve directly for the «;,

z—14+42 = \/[z-12 +4\%(2z - 1)

f1= 2A(1 — 2)) |
_z=14+22 - /[z-1)2+)%(22-1)
2= Ax—1) ’

Substituting these expressions into (3.3.17) and simplifying for a few pages yields the

relation

Vi(z—- 1)2 + 422(2z - 1) + 2V{(z =12 +22(2z-1) =0 _ (3.3.20)
In other words, if there are normal modes satisfying both the interior difference equations
and boundary conditions, equation (3.3.20) must be satisfied. Squaring both terms gives

(z— 1) + D322 — 1) = 4[(z — 1)? + 2}(22 ~ 1)]

with the solution z = 1. However, by substituting this root in (3.3.20), we see that it was
introduced by the squaring, and so there are no solutions to (3.3.20). Therefore, our

original conservative boundary condition for mesh refinement in space is GKS-stable.
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Chapter 4: CLUSTERING and GRID GENERATION

Much of the success of this adaptive hesh refinement algorithm lies in the generation
of efficient subgrids. The procedure is to estimate the error at ali grid points in level !
grids, and flag those points where the error (or some other measure for determining the
need for refinement) exceeds a tolerance €. The grid generation procedure creates a
new level of grids with mesh width h;,; so that every flagged point is in the interior of
a fine grid. The cost of deciding where fine grids are needed, and generating them, is
small since it is proportional to the number of coarse grid points. The most expensive
cost is the cost per step of integrating the fine grids, which is proportional to their area.
Thus we seek to minimize the total area of these refined grids. In addition, we sometimes
want to create grids whose coordinate lines are approximately aligned with the solution.

More precisely, when it is time to regrid, a new grid level may be creatgd. an existing

level re-created, or no longer necessary existing levels removed. Even if a fine grid

should simply be moved over a little, we use the more general approach of creating a
new grid, and initializing it with solution values taken from the old refinement before it is
deleted.

The outline of the regridding algorithm is as follows. Suppose the current grid
structure G has [ levels. Based on the error estimates of level {, we might create new
grids at level [ + 1. Next, based on estimates from the (larger) level { — 1 grids, we
re-create a new level I/, making sure it includes the new level ! + 1. Continuing, the error
estimates on level [ — 2 are used to generate level [ — 1, making sure level | is properly

nested, and so on to the coarsest level. it is important to work from the finest to the
coarsest levels, even though this entails the extra work of ensuring proper level nesting.
This way, grids are generated using the most accurate error estimates taken from the
finest grid at any given point. |
Thus, for each existing level of grids, we apply the same procedure to generate the

next finer level. This regridding procedure consists of 4 steps:

1) flag points needing refinement

2) cluster the flagged points

J) generate a grid for eachcluster
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Figure 4.1 1D Regridding Algorithm
4) evaluate, possibly repeat.

Steps (2) and (3) are the difficult steps.

The first step in the algorithm is to identify those grid points at level [ which need
to be in a finer grid at level [ + 1. In §2.3 we discussed the use of local truncation
error estimates in deciding where these refined meshes are needed. Using the proceduie
described there, we estimate the error at all grid points at level {, flagging those points z
where e(z) > €. At this step wé also flag grid points in level [ grids which are interior to
grids at leve!l [ + 2, even if ¢(z) < € based on the level { grid. Since each flagged point
at level | will be in a level ! + 1 grid, proper level-nesting is assured.

The second step of the algorithm is the separation of flagged points into distinct
clusters. In step three, each cluster will be fit with a fine grid containing all the flagged
points of the cluster. In two or more space dimensions, these are difficult steps. In one
dimension these steps are simple. We describe the procedure for the one dimensional
case here separately. Since in one dimension a grid is just an interval, clustering is
trivial and can be done concurrently with grid generation. The leftmost and rightmost
flagged points of the coarser grid form the left and right boundary of the new subgrid.




The cluster in this case would consists of all flagged points between and including the
leftmost and rightmost flagged points. Possibly, if a long enough gap of unflagged points
is found, two or more separate subgrids may be formed instead. The exact definition of
long enough depends on the size of the buffer zone. After a grid is created, it will be
enlarged to include a safety zone around all its flagged points. Recall from §2.2 that
this buffer zone determines how often grids must be examined versus how large they
are. The size of this buffer zone is what determines how large the inter-grid spacing
should be. i’lagged points which are closer together than twice the size of the buffer
zone should be in the same grid refinement.

Figure 4.1 illustrates the regridding procedure in one dimension. On the left is the
grid structure before regridding, and on the right is the new grid structure. The x's are
the grid points which have been flagged with high error estimates. The grid structure is
illustrated schematicalli by drawing each grid separately, instead of superimposing them.

We have used a buffer width of one coarse grid point in this illustration.
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4.1 Clustering

The clustering algorithm serves two purposes: one is to separate spatially distinct
phenomena so that different features of the solution will be in separate grids. The second
reason is to subdivide points when a rather large region should be fit with several grids.
This situation is illustrated in figure 4.2. If the entire front (represented by the darkened
line) were fit with one large grid, it would be an unacceptably large area of refinement. If
we had some information about thé directional layout of the points, a smart subdivision
of the points could be made.

It is very tri'cky to find a general clustering algorithm that is almost foolproof and is
not very expensive. Our approach is to start with a simple algorithm which works in most
cases, and try to detect when it does a bad job of clustering. In these cases we use a
more expensive algorithm, and try to tailor it to the special cases when the first approach
fails. We are lucky to be able to draw on the large literature in pattern recognition and
Artificial Intelligence (see, for example, Duda and Hart, [1973]; Hartigan, [1973]). There
are algorithms for feature extraction or edge detection as well as more general clustering
algorithms with goals similar to ours.

The easiest clustering algorithm, and the first approach that we use, is the nearest

neighbor algorithm. The nearest neighbor algorithm forms clusters which are distin-
guished by having inter-point distances for points in the same clusters smaller than the

inter-cluster distances. We start with one point forming a new cluster. Successive points

are included in this cluster if the distance from the point to the cluster is less than some

specified tolerance, which we usually take to be two mesh widths.

Figure 4.2 Multiple Grids - One Front
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The nearest neighbor algorithm is very successful in accomplishing the first goal
of clustering, but fails in the. second. A single front with high curvature, or interacting
fronts which are nearly linear, for example a mach siem configuration, can fool this
algorithm, and form one large cluster when several smaller clusters would be better.
This occurrence would be signalled by an unacceptable grid evaluation in stép 4 of
the regridding algorithm. For these cases, a more sophisticated clustering algorithm is
needed. We discuss several alternative methods of clustering flagged points, but report
that no algorithm has been found which is best in all cases.

Several of the clustering algorithms we use are based on special data structures
with certain properties, which we use as a way to organize and process the flagged
points. We will include here a.short description of the data structures, before describing
the clustering algorithms that use them. Shamos and Hoey [1975] and Toussaint [1980]

are good references for all the data structures we will mention here.

Several of the approaches to clustering points are based on minimal spanning trees
(MST). The MST is the connected acyclic graph connecting all the points so that the sum
of the lengths of the edges is a minimum. In this graph, each flagged point is connected

to its nearest neighbor. Figure 4.3 contains an example of a minimal spanning tree for
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Figure 4.3 Minimal Spanning Tree
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that set of points. In general, the MST can be constructed in O(n?) operations, where
n is the number of points in the tree. In two dimensions the MST can be constructed in
time O(n logn), using the Voronoi diagram. Finally, there are algorithms for finding the
MST which are more difficult to implement but run in linear expected time, with some
assumptions about the distribution of points (Shamos and Bentley, [1981)).

The MST of a set of points is not necessarily unique. if a point has several equidistant
nearest neighbors, the MST is constructed by arbitrarily choosing one to make a path
in the tree. A drawback of the MST is that this arbitrary quality can lead to trees which
don’t accurately reflect the layout of the set of flagged points. Figure 4.4(a) shows an
example of this. We can summarize the problem in figure 4.4(a) as there being too large
a ratio of path length to physical distance between points. One way to fix this problem
is to generalize the MST into what is called an All Nearest Neighbors graph. As the
name indicates, in this graph a point is connected to all its nearest neighbors. In figure
4.4(b) we use the same point set as figure 4.4(a) but connect them with an All Nearest
Neighbors graph. As is clear from the graph, we no longer have a tree, since there are
cycles in this graph. This data structure also takes O(n?) operations to compute, but the
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Figure 4.5 lterative Grid Generation
constant is larger, essentially doubled over that of the MST. We will continue with the

rest of the description of the clustering algorithms based on the MST, but caution that in
some cases it is preferable to use the nearest neighbor graph instead.

Finally, we remark that in some sense, it is overkill to use such fancy data structures.
An approximate all nearest neighbors graph would be sufficient for our purposes. We
are experimenting with a straightforward linear time algorithm to generate a graph with
enough connectivity to avoid the problems in figure 4.4, and ensure that the next phaé.e
of the clustering algorithm still works. We don't hava enough experience to report on it
at this time.

Using the MST as a way to organize the points, several clustering algorithms are
now possible. The first algorithm Was initially tested by (Baxter, [1981]). It is an
iterative method of grid generation. The method starts with each flagged point in its own
individual cluster. The algorithm proéeeds iteratively by merging neighboring clusters and
immediately fitting a new grid to each cluster until no rﬁore clusters can be successfuily
merged. The grid is fit using the method of §4.2; a successful merge is one which has
an acceptable evalua;ion using the criteria from stép 4 of the regridding algorithm, also
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{ Figure 4.6 Bisection — Merging
F giescribed in §4.2. When a cluster contains more than one point, its location is taken to

be the mean of the points.

This can be an expensivé iteration since calculating the new grid for each inter-
mediate cluster can add up if there are many points in the tree. Also, in this algorithm
there are two ways that neighboring clusters can be merged. All neighbors of all points
in the cluster can be added at each new iteration, or the neighbors can be added one at
a time. The latter possibility, which is naturally the most expensive version, is our most
successful algorithm for the combined clustering and grid generation of difficult sets of

PRS0 S

points. Figure 4.5 illustrates a particular example using this method.

To try to cut down the expense of this algorithm, we have tried a related algorithm
which starts with one cluster and bisects, instead of one point per cluster with merges. In
this approach, if a grid fit is rejected, we bisect the rectangle that was formed in the long
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Figure 4.7
- direction, sort the points into two clusters based on which half of the rectangle they are

in, and try again. The bisection is guaranteed to converge since we bisect the rectangle
in the long direction. At that point, when there are typically 10 to 15 small clusters, we

™ A

start the iterative merging of neighboring clusters just described. Figure 4.6(a) shows
the intermediate grids which result from the bisection. Figure 4.6(b) shows the final grids

ey

after the merging process.

3 The advantage of this preprocessing step is that we start merging with only 10 to
;-_' 15 clusters, instead of perhaps 80 to 100 singie point clusters. The disadvantage is that
it doesn't work quite as well as the previous algorithm. Simple bisection doesnf.t use or
E try to find out any special information about the points, such as their highest density
ﬁ:', region, direction, etc. Also, even an all neighbors ghph is not connected esi¢ugh to
represent the relationship between the bisected clusters. In figure 4.7 for example, the
means of the rectangles B and C are closer than A and B, but rectangles A and B should
- be logically connected. This extra connectivity can be added by using yet another data
structure, a Relative Neighbor Graph. In this graph, two points are connected if there is
no other point which is closer to both of them.

L We now present a few alternatives that seem reasonable but have not been tested.
‘ These are all algorithms that try to determine some additional properties of the points to
use in a smart clusgering procedure. For example, one approach based on the MST uses
the diameter of the graph to indicate the layout of the points. The diameter of the graph
is the length of the longest.path between two vertices. Using the MST, the diameter can
be found in time O(h) by the foilowing algorithm. Starting with an arbitrary point, find the
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Figure 4.8 Diameter of MST
point a maximum distance away. Now starting from this new point, again find the point

a maximum distance away. This last path will be the diameter of the MST. In Figure 4.8

the points are connected in a MST whose diameter is darkened.

in problems with a discontinuity in the solution, if we assume that the points that have
been flagged with high error eétimates are those along the front, then the diameter of the
graph approximates the shape of the front. Clusters can now be formed by segmenting
the diameter in an appropriate way. Linear stretches of the diameter can be made into
a single grid; regions with high diameter curvature should have smaller segmenfs. Since
the diameter itself might be rather jagged, the difficult part of this algorithm is determining
the appropriate way to segment the diameter. This seems easier than segmenting the
original set of points, however. Several other clustering approaches using the MST are
mentioned by (Zahn, [1 971]).

There is more information available than we are using right now in this clustering

problem. One possibility is to use the actual error estimates themselves at the flagged
(f points. By ridge tracing, that is, connecting points whose error estimate is a local
maximum, the general direction of a front can be determined, again assuming that the
maximum error occurs along the front. In this way we Hope to avoid the cost of creating
the MST. As above, the clustering can proceed by grouping linear stretches of the ridge
lines into sepafateclpsters. '
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Both the MST and ridge tracing algorithms have the same difficuity in recognizing
direction patterns in a set df points. Algorithms in the pattern recognition and vision
processing literature often use iterative techniques (for example for line detection and
edge enhancement) to process a scene. Since our algorithm is to be repeated often
during a mesh refinement solution, we would hope that a small number of passes ‘through
the set of flagged points would suffice for our clustering algorithm. An algorithm with
a goal similar to the segmentation into linear stretches described above is used by
(Binford and Nevatia, [1975]) to recognize curved objects in the plane. In this algorithm,
small groups of points are fit with a least squares cone. If neighboring cones have
a small change in the direction of the axis or cross-section, they are considered part
of the same curved object. In our case, the change in axis would determine whether
or not the combined sets of points can be well described by one aligned grid. The

simpler approach of fitting a line to a set of points might do just as well for us however.

3.
s" s'.
about the respective coordinates, can perhaps be used to estimate the linear relationship

Statistical measures such as r = where the S;; are the second moments
among the variables. On a different note, early work was done by (Zucker, [1976]) on
road identification problems in the field of image processing. This may be a closely
related problem.

A final important observation is that once we have good clusters they don’t change
very fast. If at some initial time an expensive ciustering algorithm is used, the same
clusters can continue to be used for many time steps. Flagged' points can be grouped _in
the same clusters they were grouped in at the previous step, and only the orientation of
a new refined grid need be calculated. If grid points are flagged on a section of a coarse
grid not previously refined, the flagged points should be added to the nearest cluster.

Since these clustering algorithms work in close conjunction with the grid generation

algorithm, we describe that next.
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4.2 Grid Generation

For each cluster of flagged points we want to generate a rectangular grid so that
F] grid lines are in some sense aligned with the points. In addition, the rectangle should
have as small area as possible to minimize the work of integrating that grid in time. The
algorithm we use for this first determines the orientation of the rectangle, and then the

length of the sides needed to enclose the points. We describe our algorithm, and then

b compare it with some alternatives. For simplicity we present it in two space dimensions,

» but it generaiizes immediately to higher dimensions.
Let A be the n-by-2 matrix of the coordinates of the n flagged points, and A,, the

=‘ matrix of the same dimension with the z and y coordinates of the mean of the points,
‘Z' (T ¥m). The matrix M*M = (A = An)H(A — An), where
fT1 Y Tm Um
= E ' Am - : :

Zn Yn Zm Ym

E" z? - 2?" Z" TsYs — zmym)
’
Z.' ZiYi — Zm¥Ym 2( y? - y?n

contains the second moments of the points about their mean. This Mmatrix M'M

and _
M‘M=(

determines an ellipse with the same first and second moments as the original set of

points (Crameér, [1951]), and so provides a good approximation of the layout of the points.
Since M*M is real and symmetric, it has two real eigenvectors. These eigenvectors
are the major and minor axes of the ellipse. We use these eigenvectors to determine
the orientation of the rectangular subgrid. This algorithm is invariant under translations

A oo , o

and rotations of the points, is extremely simple, and does a great job. It is easy to
find the eigenvectors since M*M is a 2-by-2 matrix. Furthermore, if clustering is done

concurrently with grid generation, the first and second moments can be updated instead
of recalculating them for every additional point. A similar technique of clustering and
5 fitting ellipsoids has been used by (Gennery, [1979]) for stereo vision processing. The
g goal of his work is obstacle avoidance for exploring vehicles, for example, the Viking
Lander's exploration of Mars.

Once the grid 'orientation has been determined, the dimensions of the rectangle are
calculated to include all poiﬁts in the cluster. This is the expensive part of the algorithm.

« T L AP

We take the dot product of a point with the orientation vectors for every point in the

TR T Y VYT

| S

LA AP 3 el ——— lal . _a . AT PRSI S Bt B Bt - Bt et S8 s i s e o iom sty s i, e s e it s 0 e




F"""'-"" e er—————

1
L‘ 74
o8

.

> oY

.. & L - 4
*" © . e <

-8 © < Q

b .

L & 4

b .

p - )

b

| .
I

3

. 14 <

1 ©

. S o b
L“ & &
1

) Figure 4.9 Rectangle Orientation
cluster. (Some of this work can be avoided if the convex huli of the set of flagged point
ﬁ»';' is kept. For iterative algorithms, there are also ways to update the convex hull of a
m set of points for the addition of new points.) Once the dimensions of the rectangle are
3 calculated, a buffer zone of predetermined size is added around the rectangle perimeter
to complete the new subgrid. Figure 4.9 shows the grids this algorithm generates for
9 three different clusters. We have used a buffer zone of one coarse mesh width in this
E illustration.
t It turns out that this algorithm is related to a total least squares fit of the data points
in the following way (Golub and Van Loan, [1980]). Suppose we look for a linear fit to
‘ the data with a line through the mean of the points, (¥ — ¥m) = m(Z — Z), such that
Ty —ZTm € Vi —VUm 1
> =TI =T | (4.2.1)
C
- ' In — Tem en Yn — Um Tn.

We determine the slope of the line m so that the Frobenius norm of the perturbation
vectors ¢ = (ey,e3,...,¢n)* and r = (r1,73,...,7a)* is a minimum. We rewrite (4.2.1) as
™ o
- (= zml =gl + el ] =0
5
-
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For the smallest perturbation, take the perturbation matrix C = [ ¢ | r | to be the smallest
singular value of the matrix [g ~ Zm | Y ~ Ym)- This matrix is just the matrix A — A,, of
the flagged points. The solution vector (m, —1)¢ is the singular vector corresponding to
the smaller singular value. This singular vector of A — A,, is one of the eigenvectors of
the matrix M*M above, and so both derivations give the same rectangle orientation. By
using the total least squares derivation, we see that we are finding the slope of the line
through the mean of the points which minimizes the sum of the squares of the distances
from each point to the line.

One of our goals in grid generation is to create subgrids with as small area as
possible. This algorithm does remarkably well in that. We explain this heuristically in the
following way. Suppose the sides of the rectangle are oriented in the directions of the
orthonormal unit vectors r,, g’. The length of the side parallel to r; is

max Ar; — min Ar;

where again we have

1 N

A=|: i}

In VUn
and similarly for r2. The maz and min are taken componentwise over the vector. We
know that the subgrid coordinate line will go through the mean of the points. If the points
are clustered so that there are no extreme outlying points, (which we certainly hope the

clustering algorithm does), we get that the length of a side is
max Ar; — min Ary = 2||Arg|l,.

Thus we consider the maximum norm problem of minimizing the area of the enclosing

rectangle,
min | Ar1]|oo || A7sllco. (4.2.2)

rirjmbig ’
If we approximate (4.2.2) using the 2-norm this problem can be easily solved. We use
the fact that
|Ary||2 ||Ara]|3 = ri A% Ar rs At Arq

but for orthonormal vectors ry, rs,

4 A'Ary + r4A*Arg = constant.
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The problem again becomes that o minimizing ||Az||; over unit vectors 7, giving the
same orientation vectors that the moment generated ellipse gives. So the area of the
enclosing rectangle is related to the area of the minimum enclosing rectangle as the
2-norm is related to the maximum norm. In general there can be a large difference
between those two norms. However, if we use a smart clustering algorithm, this won't

be the case.

In two djmensions. it is computationally feasible to actually construct the minimum
area rectangle enclosing a set of points. We will briefly describe how to do this, and
compare it with our procedure above. To construct a spanning rectangle, first find the
convex hull of the set of points. In two dimensions, this can be done in O(nlogn)
operations, where n is the number of flagged points to be enclosed (Graham, [1972)).
The next step makes use of a theorem by (Freeman and Shapira, [1975]) proving that the
minimum area rectangle has a side collinear with the convex hull. It remains to check
each side of the huil for the rectangle' with minimum area. For each line segment on the
hull, the area of the spanning rectangle can be determined in time O(h), where h is the
number of vertices on the convex hull, by carefully figuring which vertices on the hull

anchor the rectangle. Finally, choase the rectangle with the minimum area.

This algorithm doesn’t generalize easily to higher aimensions, where the convex hull
takes O(n?) operations to compute. Even in two dimensions, it is much more expensive
than using the ellipse method. Since the minimum spanning rectangle depends only o~
the convex hull of the set of points, it will be aligned with the points only if the clustering
algorithm aligns the points first. In experiments comparing the minimum area spanning
rectangle with moment generated rectangles, the latter typically has 5 to 10% larger area

than the former.

Returning to the regridding procedure, the final step in the algorithm evaluates
the goodness of fit of the new grids. Qur practical criterion for measuring this uses the
fraction of the area of the rectangle which is unnecessarily refined. This can be estimated
quickly by taking the ratio of flagged points to the total number of coarse grid points
in the new fine griq. it this ratio falls below a cutoff tolerance, typically between 1/2
and 3/4, we recluster the points and try again. The pictures in figure 4.10 illustrate the
different subgrids that are férmed using the volume cutoff parameter indicated. in Figure

4.10(a) the grids were generated with a cutoff tolerance of .45. In figure 4.5 the same
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set of points and same iterative grid generation procedure were used with a tolerance of
.85. In figure 4.10(b) and (c)Athe bisection procedure was used with tolerances of .5 and
75.

Two additional points will complete the discussion of the regridding algorithm. As
outlined above, this algorithm creates only one new level of refinement for each invocation.
For time dependent boundary conditions, if no assumptions are made on the smoothness
of the boundary data, an incoming wave might need several new levels of refinement
for it to be well resolved. To handle this case, the error estimation and grid generation
procedure can be re-applied to a newly created fine grid at the boundary to see if even
finer new grids are needed.

Finally, we mention that the initial grid creation at time ¢t = 0 employs a slightly
different strategy than the regridding procedure used at later times. Only at this time
can we take advantage of the initial conditions specified with the problem. For example,
when a level 1 refinement is created, it is initialized using the initial conditions rather
than interpolation. The error estimation and regridding procedure can then be applied
again on the level 1 grids to see if even finer subgrids are needed, and so on, until a

pointwise error estimate e(z) < ¢ holds at all points.
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Chapter 5: DATA STRUCTURES

The data structures that we use in adaptive mesh refinement are what makes this
entire approach feasible. Simply the question of how to manage the grid and solution data
that is adaptively generated is difficult, without even considering the potential costs of
storage and run-time overhead. Previous adaptive strategies are greatly limited because
of their failure to confront the lack of data management facilities in Fortran. This is
evident, for example, in some of the multi-grid implementations (Brandt, [1976]) for solving
elliptic pde with recursively nested fine grids. In common implementations, refinements
are allowed ony between two coiumns on the underlying coarse grid. This kind of fixed
grid representation prohibits horseshoe-type fine grids of the following type, with for

example two refinements in a given row.

Finite element programmers are very aware of the data management problem, and
are usually more advanced in their data structures. Several successful adaptive finite
element programs are found in the literature, for exampie Bank [1981] and Babus$ka and
Rheinboldt [1978]. Rheinboldt and Mesztenyi [1980] are experimenting with a complicated
tree data structure to represent nonuniform two dimensional rectangular meshes in their
adaptive calculations. Simpson [1981] has a general purpose two dimensional mesh
verification procedure with linked lists to keegp track of the vertices, element incidences,
etc.

In our adaptive mesh refinement strategy, data structures are needed to keep track of

each grid, the grid’s relation to other grids in the hierarchy, and the approximate solution




on each grid. There are several places during every time step where this information is
needed. Boundary values for a fine grid come from either a neighboring or parent grid.
In turn, the fine grids update the coarser, parent grids. Every seQeral time steps the entire
grid structure may change. Grids are formed or removed, and the new grid relations
must be determined dynamically. In desiéning the data structure for our adaptive mesh
refinement program, we have tried to minimize the cost of the operations that will most
frequently be done. We will first describe the data structure we use in one dimension. A
generalization of this data structure is what we use in two or more dimensions.

Recall from § 2.1 the nesting requirement for one dimensional mesh refinement: each
fine grid must be entirely contained in a coarser grid at the next level. This leads naturally
to a tree data structure. We represent each grid by a node in the tree. Subgrids are
considered the offspring of their coarser, parent grid. Siblings are subgrids within the
same coarser grid. If fine grids are at the same level of refinement with different parents,
we call them neighbors. Technically, we use an ordered tree data structure where each
node can have multiple descendents. in this representation, we see that a node Will have
multiple descendents if the coarse grid corresponding to that node has several fine grids
contained in it. In this one dimensional case, it is also possible to order the nodes using
the coordinate value of the left-most grid point in the associated grid.

The following definition of a tree is due to (Aho, Hopcroft and Ullman, [1976]). A
tree data structure is a directed acyclic graph with the following properties:

1) There is one "root" vertex, where no edges enter.

2) Each vertex except the root has exactly one entering edge.

3) There is a unique path from the root to each vertex.
Figure 5.1 shows a grid structure and its related tree structure.

All the grid-to-grid operations described above have an information flow which follows
path links in the tree. The only non-standard link in the tree is for the neighbor 'pointer
we described above. This thread isl indicated by the dashed line in figure 5.1. This
additional link makes it easy to implement the operation of taking one integration step
on all grids which are at the same level of refinement.

Because this tree structure cari grow or shrink dynamically, some form of dynamic
storage allocation is needed, both for the grid informati.on in each node, and the solution
storage for each grid. Since Fortran does not provide such a facility, the storage

management must be explicitly provided by the mesh refinement program. We keep a
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Figure 5.1 1D Data Structure

linked list of free nodes which are assigned to newly created grids and reclaimed when a

grid is removed. Sometimes when the regridding procedure is .called, it is to move grids
on only the finast levels. The coarser level grids stay fixed. In this case, the top half
6! the tree will remain as is. A new bottom half will be generated, and the two hélves
connected.

Although the number of nodes in the tree vary, we would like each node to contain
a fixed amount of information to represent each grid. Since the number of offspring of
each node is variable, the tree is implemented with each node having an offspring pointer
only for the first descendent, with one sibling pointer per node to connect the rest of
the subgrid nodes, (Knuth, [1968]). Each node in the tree, however, is connected to its
parent grid by its own parent link. The tree in figure 5.1 is implemented as indicated in
figure 5.2,

All the nodes can be accessed using standard tree traversal algorithms. We simply
mention two here. A depth -~ first traversal would list each grid followed by its leftmost
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Figure 5.2 1D Implementation

subgrids. A breadth -~ first search would list all grids at a given level of refinement, and
then all grids at the next level of refinemerit. These traversal algorithms are used, for
example, to output the grid structure, or find a grid containing a given point. (Knuth,
[1968)) is an excellent reference for this.

A grid then is characterized by the following pieces of information stored in each

node of the tree.

1) Grid location.

2) Number of grid points.

3) Level in tree.

4) Offspring pointer.

5) Sibling pointer.

6) Parent pointer.

7) Pointer to the next grid at the same level.

8) Time to which this grid has been integrated (real and integer).

9) Index into main storage array where approximate solution values are stored.
it we set the unlikely maximum value of 100 possible fine grids, each with 10 pieces
of information, the 1000 words of storage overhead for the grid information is still
unimportant compared with the storage needed for the solution itself.

The two dimensional version of this data structure is more intricate that the one

dimensional version since in two dimensions a grid can be partiaily nested in more than
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Figure 5.3 2D Data Structure

one coarser grid. An additional complication is that grids at the same level of refinement
can intersect. Finally, in two dimensions there is the possibility of having several base
grids Gy,; in an initial domain specification. We have generalized the one dimensional
data structure to account for these differences in the following way. We start with an
n-tuply rooted tree, where each of the n root nodes correspond to a component grid in
the coarsest mesh. Technically, a tree with more than one root node is called a forest,
which is simply a collection of trees. Next, since a subgrid can have many possible
parent grids, we replace this single slot of information in each node with a pointer to a
short linked list of parent grids. Lastly, we add to the information for each grid a pointer
to another linked list of intersecting grids at the same level of refinement. Schematically
this data structure is illustrated in figure 5.3.

We also consider, but have not yet implemented, adding two more pieces of
information to the data structure. We could speed up both the updating procedure,
where a fine grid updates the solution of its pareni grid, and the internal boundary value
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procedure, where a fine grid gets boundary values from either a neighboring fine grid or
one of its parent grids, by stbring some extra information in the grid structure. Since the
overhead associated with these two procedures is a lower order amount 6f work than the
integration of the interior values, this is not a substantial fraction of the run-time. The
extra information could appreciably speed the run-time overhead for these oberations

however.

The two dimensional data structure therefore has several places where a linked list
is used instead of a single piece of information. We implement this by keeping another
linked list of free space available for use by any of the grids. The space is reclaimed
when the grid is deleted. If every grid used, for example, 20 slots from this linked list to
specify several parent grids, overlapping fine grids, bourdary values etc, and there were
20 grids in existence at the same time, 400 words of storage would still be negligible. So
all in all the grid storage and the extra linked list storage represent a very small amount

of overhead.

The final data structure used in our mesh refinement program manages the large
array which is the storage area for the solution values on all grids. For problems in p
space dimensions, we use a p-dimensional array. This storage area is managed as a
linked list of used and available blocks of storage. For vector rather than scalar problems,
we use a p + 1 dimensional array where the extra dimension is the number of variabies
in the problem. When a grid is created, contiguous storage épace is reserved from the
list of free blocks using a first-fit algorithm (Knuth, [1968]). In this algorithm, the Iisf of
free blocks of storage is scanned until a large enough block is found. The requested
space is allocated, and the unused portion returned to the list. Reclaimed space, which
occurs when a grid is no longer necessary, is inserted back into the linked list of free
space. The list of free blocks is sorted on the index into the storage array. For quick
memory access, space is never allocated in a circular fashion across the array boundary:
all memory allocation must be contiguous. A compaction, or garbage collection, routine
could be included to provide for cases where there is enough total but non-contiguous
space available in this array to satisfy a storage request. However, as Knuth [1968]
reports, if storage is too fragmented to service a request, then compaction usually adds
only a few more transactions before space is exhausted. A routine which would allow

the user to restart with a larger memory area would be more useful.
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We conclude with a philosophical remark. One of the best features of this algoiithm
is its use of advanced data structures techniques. Such data structures are often used
in other branches of computer science, but rarely in numerical analysis. This is no doubt
due to the structure of Fortran, which does not encourage such use. We note that
although all the data structure management routines had to be specially coded in the
mesh refinement program, they make up only several hundred lines of Fortran. They are
not difficult to implement, although the necessity of doing so initiaily detracts from the
ease of tryidg new methods such as this one. Just as graph-theoretic techniques have
become standard fare for solving spare matrix problems, other areas of numerical analysis
might similarly benefit from the wise use of data structures for problems previously thought
to be too difficult.
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Chapter 6: STEADY STATE PROBLEMS

Our objective in looking at steady state calculations is to be able to perform transonic
flow calculations in two or even three space dimensions. These computations are typically
done using highly irregular coordinate systems, where it is difficult to control the mesh
spacing over the entire domain. Our mesh refinement approach could use component
coarse grids, for example, a body-fitted coordinate system around the airfoil, and a
Cartesian grid for the far field to avoid this problem. Furthermore, our method has all
the machinery needed to resolve the standing shocks in these problems by using grid
refinements.

To develop some experience in, and tailor this algorithm for steady state computa-
tions, we have been working on a scalar model problem in one space dimension. We will
briefly descfibe the changes needed for the algorithm to solve steady state equations.
Since a common solution method for these problems is marching in time, this fits into
the framework of our algorithm very easily. A few components change. For example, the
error estimation procedure is a little different. We also have modified the algorithm to
use implicit finite difference methods. This is especially important since for reasons of
efficiency, artificially large time steps are used in marching to steady state, and so the
method must be implicit to maintain stability.

The 1D scalar transonic equation we use for our model problem is taken from (Embid,
Goodman, Majda, [1982]). The equation is

U + %(uz), = a(z)u (6.1)
u(z,0) = uo(z),
on 0 < z < 1. For the hyperbolic problem (6.1) we can specify two boundary conditions
u(z = 0) > 0 and u(z = 1) < 0. In regions where the solution u is smooth, at steady
state we have u; = 0 or

vy, = a(z)u,

80 by specifying a we specify --.
On the other hand, if u is discontinuous, the Rankine-Hugoniot condition for the
shock speed s is
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where the bracket notation denotes the jump in the quantity. This gives

]
=—a (8.2)
where u; and ugr are the solution values to the left and right of the discontinuity
respectively. The entropy condition requires u; > ugr, which says that the characteristics
flow into the shock, not out of it.

Once the function a is chosen, the boundary conditions u(0) and u(1) determine the

solution. Let

up(z) = /o ’ a(z)dz + 4(0)
1
ur(z) = —/;, o(z)dz + u(l).

The location of the discontinuity at z, is determined at steady state from (6.2). When
the shock speed s is 0, we must have

ug(zs) = —ug(z,).

For our model problem, we have chosen the function a(z) so that the steady state

solution is
e—25(=—1/4)", z < 2y
u(z) =
e—%(z—l/l)’ - 2uy, z>z;
where we choose the shock location at z = .56. The solution is illustrated in figure 6.1.

The function a(z) that determines this solution is
a(z) = —50(z — 1/4)e~38(=—1/4)"

We have chosen this peaked function to be able to illustrate the different refinement
levels. The Gaussian is steep enough to need at least one level of refinement to resolve
the peak sufficiently. At the discontinuity, the maximum allowable number of refinement
leveis will be used.

We have modified the multiple grid integration algorithm in the following ways. In
the original mesh refinement algorithm, the error estimation and grid generation happens
every few time steps, depending on the wave speed. In this case however, we iterate
until steady state has been reached on a given grid configuration. Then we estimate the
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Figure 6.1

error and add another level of refinement if riecessary. Since in these calculations the
(arbitrary) initial conditions might have very little to do with the final solution, it seems

t‘ pointless to estimate the error and put fine grids around a transient solution feature.

& When steady state is reached, if a new finer grid level is created, it will be initialized
E by interpolation from the coarser grid. In this sense, our algorithm resembles the nested
grid approach found in multigrid methods, for one example, of bootstrapping the solution.
it is cheaper to first compute the solution on the coarse grid and therefore have a

vy

good starting guess for the fine grid solution, than to solve directly on the all grids
simultaneously. Multigrid methods also bootstrap in the other direction, by having the
coarse grids help in the sclution process itself. We have not experimented with this,

although it seems a natural thing to consider given the nested grid structure of the

T Y ITITYTYY

(] alsorithm. We point out a further difference between multigrid methods and our adaptive
method. Multigrid methods adaptively decide on the solution process, by deciding on

Cias un asn g 4

which grid to iterate next. The grids themselves are usualily fixed, although this is not
E' necessary in principle. In our adaptive method, the. grids themselves are adaptively
generated. If the estimated error on the finest grid is still too large, we can make even
finer grids, and they Qo not necessarily cover the entire domain. Of course if they do, it
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makes little sense to have the overhead of the underlying grids unless they are used for
something, which multigrid methods do.

How to arrange the integration algorithm on several grids is a gouod guestion
deserving consideration. We have done the easiest thing, which is to directly apply
the integration algorithm in §2.2 to steady state computations by substituting tﬁe word
iteration for integration. For example, in a computation with a coarse grid and a fine grid
refined by a factor of 2, we iterate once on the coarse grid for every two iterations on the
fine grid. This is inefficient, however, since we make no adjustments now for iterating
more on one grid if the other is aimost converged.

It is important to realize that one grid cannot converge independently of the other,
since there are finite difference equations for each grid which use values from the other.
Since the iteration is performed separately on each grid, this interaction is evident in two
ways. For the fine grid, boundary values for the next iteration are ta<en from the coarse
grid. The coarse grid values are updated from the fine grid. This cycle must also be at
steady state for the solutions on each grid to be at steady state.

We examine this more closely in considering the marching methods we use in
solving this problem. We derive our explicit marching algorithms by using forward
Euler differencing in time, and either first or second order upwind differences in space.
Since the solution has a discontinuity, we would like the difference equations to be in
conservation form. At the sonic point, where u changes sign and it is unclear which
direction is upwind, we use the Engquist-Osher switch (Engduist and Osher, [1981)).
(The methods are discussed more fully in (Embid, Goodman, and Majda, [1982]).) This
gives us the method

n ” x
v = of — 2D(v]°) + ka(z)e], (8.3)

For the first order method the difference D is defined by

D(v?) = A ($(v)v?) + 5 (¢(v)v?) (6.4)
where
1, v>0
vo) = {0. v <0
and
8(v) = 1 - ¥(v).
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Figure 6.2 1** Order Differences
In (6.4) we use the notation A+ and _A" to mean the forward and backward difference

operators, without division by h. For the second order explicit method we use instead
D(v?) = AT*(y(v)v?) + A7 (¢(v)0?) (8.5)
where A*+ /h is the second order one sided approximation to the first derivative,
' A++ — 1 3
(v;) = —gvivrt Wj41 = 3%
and similarly for A=,
For the first order method, the stability region limits the time step so that k/h =
A < 1, and for the second order method this limit is A < 1/2. The explicit methods
are thus extremely slow to converge on each grid. Additionally, it is slow because of
the cycle between fine and coarse grids mentioned above. The implicit verison of our
marching algorithm is derived by using backward Euler differences in time and the same
difference operators in space. We get

vt =} - %D(v;"’"a) + ka(z)v}t!. (6.8)

This is a nonlinear system where we take one Newton step for every iteration. (The
efficiency of this method is also a duestion deserving consideration.) To use the implicit
method with reﬂneci grids, it is necessary to use interpolation boundary conditions to get
boundary values for the ﬁné grids. At convergence, this is identica! to using the coarse
mesh approximatioh method.




We have computed the solution using the first and second order explicit methods,
and the first order implicif rﬁethod. We first compare the number of iterations needed
to converge when there is only one coarse grid. For a typical example, we use a mesh
spacing of A = .2 for a total of 51 grid points. We stop iterating when the maximum
update jy"+! — v"| < 1078,

method A sterations
1% order explicit 8 1296
2"dorder explicit .4 1783
1%t order implicit 8 1313
1%order implicit 50 . 46
1*torder implicit 500 29

When the second order method converges, it is much more accurate than the first
order method. This is especially evident by looking at the shock location. For this grid
spacing, h = .2, the first order methods get the shock location at around z = .6. The
second order method gets it almost exactly right. Figures 6.2 and 6.3 illustrate this. The
symbols are the computed solution, and the solid line the exact solution.
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We poitit oht that the second order method is especially sensitive to the choice of
the initial solution vector, and for some choices would not converge. This is due to our
choice of boundary conditions. Since at either boundary the stencil for this method needs
2 points to one side to determine the third, an additional boundary condition formula
is needed. We used central differences for the point next to the boundary, which is
aiso second order accurate. These boundary conditions appear to be only marginally
stable. We have also tried using the first order upwind scheme for the point next to the
boundary. Figure 6.4 shows what a big difference this makes, even though this lower
order accurate boundary condition is only applied at two points.

Before looking at the solutions with refined grids, we finish describing the algorithmic
changes to our mesh refinement strategy. It remains to discuss the error estimation
procedure. We would still like to use Richardson estimates of the local truncation error,
since this will give a procedure that is independent of the equation and the method of
differencing. If we write the difference equationé. as

o"H = (I - kQ)v"

then at steady state
v>® = (I - kQ)v™,

or Qu® = 0. The error we are interested in estimating is due only to the spatial
discretization. If u is the exact solution to the pde, the local truncation error 7 is defined
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by 7 = Qu. Suppose
Qu = 7 = ch' + O(h**!),

where ¢ depends on spatial derivatives of the solution u. If we form
Qary = (2h)' + O(h"“)
=297 4 O(h"“)

we have our error estimate. We would like to do this in as automatic a way as possible.
Supposes we compute '
w = (I + kQBh)‘”“s

and form the pointwise difference

v;° -w oo +1 .
— = Quv{® = 2'r + O(h**!) (6.7)

We thus get the error estimate at the cost of one integratidn step, followed by computing
the discrete difference in time. This is basically the first step of a deferred correction
procedure. .

This same method works for implicit methods as well. At steady state we have

(I + kQ)o™ = v,
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Figure 6.8
and wé compute

(I + kQan)w = v™.

If k is small,
(I + kQan)~! = (I — kQqn + O(k?))

8o by forming the difference
w; — v;° o
= Qaavj
we again get an estimate of the leading term of the local truncation error.

We show the resuits of some computations with the first order method using mesh
refinement. Figure 6.2 already shows the results of a uniform grid calculation with mesh
spacing h = .02. In figure 6.5 we sh'ow the results using 2 grid levels, h = .02 and
h = .0l. We use an error tolerance of .075 and refine by a factor of 2. Compare the
results with figure 6.6 where we have a uniform fine grid run using the finer mesh width
h = .01. We have approximately the same accuracy in both runs. Nothing is gained by
going to 3 levels. For further improvement, we would have to reduce the error tolerance
as well.
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Chapter 7: COMPUTATIONAL EXAMPLES

In this chapter we will present some numerical experiments in one and two dimen-
sions to illustrate how our adaptive mesh refinement algorithm works. Our procedure for
comparing results is the following. We solve each problem with mesh refinement with a
specified coarse grid, a maximum number of levels of refinement, and an error tolerance
which is the criterion we use in deciding to refine a grid. We compare the solution to
that obtained on a uniform grid with first the coarsest, then the finest (if possible) mesh
spacing used in the mesh refinement calculation. We measure the computer time without
170 costs (when possible) and the error in the solution. in all these cases, we compute
the 2 norm of the error at only the coarse grid points. In one dimension, this means we
compute

1 e .
llerrorlls, = \J - 3 error(z = ih.)t,

|
and similarly in two dimensiqns. For the fine grid this means we compute the error
only at every h./h; grid points. The one dimensional examples were run on an 1BM
370/168 dsing the Fortran H Extended compiler, optimization level 3. The two dimensional
examples were run using the same compiler on an IBM 370/3081.

Example 1. Shock Tube Problem

In this example, we compute the solution to the shock tube problem in one space
dimension. This Riemann problem is taken from Sod [1978] where it was used to
compare a number of methods for solving gas dynamics problems. The initial conditions
are chosen so that the solution contains a shock, contact discontinuity, and a rarefaction

wave. The problem is:

ue = f(u)s

for0<z<1,and0<t<.15 where

l. m
2
u=|{pu f= m"‘"p R




Hare, p is the density, ¢ is energy per unit volume, u is velocity, and m is the momentum
density pu. The equation of state is p = (v — 1)pe, where we take vy = 1.4 and ¢ is the
internal energy per unit mass ¢ = e — }pu?. The initial conditions we use are

u(z,0) =0
1.0, ifz<0
0) =
#z,0) {0.1. fz>0
1.0, itz <0
pz,0) = {0.125. itz >0

The integration method we use is the two-step Lax-Wendroff scheme. The coarse
grid step size is the same as in Sod [1978]. Reflecting boundary conditions are used.
Hopscotch artificial viscosity is used to smooth the solution. The coefficient of the
hopscotch artificial viscosity was the same for all but the uniform coarse grid run. For
the coarse grid this led to too much smearing and so a smaller coefficient is used.

The parameters for the mesh refinement calculation are shown below.

buffer size 4

grids move every 5 steps
error tolerance .0005
refinement ratio 10

A N

in figures 7.1 and 7.2 and table 7.1 we show the results of our tests. Figure 7.1
shows the solution, and figure 7.2 the plots of the errors. In this experiment, we have
done two uniform grid runs with a mesh spacing of .01, and .001. We compare this to a
two level mesh refinement run with a refinement ratio of 10, and a three level refinement
run, which means the mesh spacing on the finest grid is .0001. During the calculation,
the amount of the coarse grid which was refined varied from 20% to 70%.

The most interesting results here are that in less than one fourth the time, mesh
refinement is able to calculate a solufion which is as accurate as the uniform fine grid
calculation. As we see in figure 7.2, most of this error is due to the smearing of the
comers of the rarefaction and contact discontinuity. To improve the calculation of the
contact discontinuity, a better method than Lax-Wendroff should be used.

Table 7.1 shows the computation time and the |.||3, errors for the four computations.
There are a large number of floating point underflows, each of which is handled very
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Figure 7.2 Errors for Riemann Problem




inefficiently as an interrupt to the processor. This skews the timings and so the correct
asymptotic ratio of fin_e to coarse timings of 100 is not observed.

An important feature to note here is that while a reﬁneMt by h? (which is a

factor of 100) is possible by using mesh refinement (given our computing resources), a
computation with a uniform A3 grid would not be possible (it would take about 347 X 102
seconds, or about 9 and a half hours).

method h Jlerrorlz,
coarse 0.01 2.14F -2
fine 0.001 1L.15FE -2
MR 2 lev h,; =0.001 1.15E - 2
MR 3lev | hy; =0.0001 | 6.53E — 3

Table 7.1 Results of computations for 1-D nonlinear example.

Example 2 1-D Linear Problem
We use this example to illustrate some properties about the error estimator we use
and to demonstrate how we equidistribute the errors in the computation. This example
is in some ways the most disadvantageous for mesh refinement because the cost of
integration is so small, rhaking the overhead in managing the grids proportionately more
important,
The problem is
U =~y
u(z,0) = .5 sin(4xz) + exp(~200(z — .5)%)
u(0,t) = .5sin(4x(z — ¢t))
We compute on the interval 0 < z < 2, and 0 < t < 1. The major feature of the
solution to this problem is a right moving pulse on top of a right moving sine wave. For a
coarse grid of mesh size of approximately 1740, the puise is not accurétely represented
on the coarse grid while the sine wave is. Our criteria for refinement applies refinement
only to the puise. We can then compute the solution to the same degree of accuracy
over the puise as well as over the sI'nQ wave (see figures 7.3 and 7.4).
Again, the method we use is Lax-Wendrofl. The inflow boundary is specified as
above; the outflow boundary is handled with characteristic extrapolation. The parameters
for the mesh reﬁnem_ent calculation are given below:
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buffer size S

grids move every 5 steps
error toierance 005
refinement ratio 4

by . 8

Figures 7.3 and 7.4 and table '7.2 show the results of our tests. First, the plots of
the pointwise error illustrate how the sine wave is well resolved on all grids, including
the coarsest. However, the pulse is resolved only on the fine grids. (notice the loss of
height, as well as the “shoulder”, in the coarse grid computation).

The second point to note is that the graph of the error for mesh refinement has nearly
equidistributed the error. Also, the errors on the coarse grid of the mesh refinement
calculation match the uniform coarse grid computation, and the errors on the uniform
fine grid match the fine grid of the mesh refinement calculation.

Table 7.2 shows the times and the ||.||z, error for the four computations. The behavior
of the error reflects the equidistribution of the error by mesh refinement; mesh refinement
reduces the error only around the puise. The time for the coarse grid computation is
still dominated by execution overhead; further computations show the correct asymptotic

behavior of the computation time as a function of grid size.

method h |lerroril2. time (secs)
coarse 1/40 2.83E -2 0.033
fine 1/160 5.485 -3 0.320
MR hy =1/160 1.77E - 2 0.183

Table 7.2 Results of computations for 1-D linear problem

Example 3
The rotating cone problem has been used by Gottlieb and Orszag [1977] to compare

2-D Rotating Cone

numerical methods for convection problems. The problem is:

Uy == Ylug — TUy * 2 2 &
_ 0, it (2 - ) + 1.5y° >
u(zrlho) = { 1 - 2((2 - *)3 + 1.5!,2)' if (z - %)2 + 1-5”2 < *
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on a rectangular domain —1 < 2z < 1,-1 £ y <1, and 0 <t < 3.375. The solution
to this problem is a cone with elliptical base, which rotates counterclockwise about the
origin. We integrate the solution until the cone is approximately halfway through the first
revolution.

We use Lax-Wendroff as the integrator. The boundary conditions are zero inflow
and first order extrapolation outflow. The parameters for the mesh refinement caiculation
are:

buffer size 2

grids move every 8 steps
error tolerance 001
refinement ratio 4

A 25

This problem serves for two dimensions the same purpose as the linear problem
serves in one dimension. In particular, we illustrate the algorithm described in §4 for
subgrid generation. in figure 7.6 we show snapshot views of the location of the one
subgrid in this problem at various intermediate time steps.

The results of this computation are what we would expect. The mesh refinement
computation achieves about the same error as the uniform fine grid in about one sixth
of the time. In this example, we can also get a rough estimate of the overhead of the
method. A uniform fine grid run should asymptotically take 64 times the computer -tinie
for the coarse grid run. This is because the grid is refined by 4 in both coordinate
directions, and there is a factor of 4 for refinement in time as well. In this rotating cone
problem, roughly 12% of the grid is refined during the computation. Adding 12% of the
cost of the fine grid run to the coarse grid time gives an estimated time of 78 seconds,
and so 9 seconds of the tota! mesh refinement computation time are spent on other
things besides integrating the grids. This is roughly 12% of the computing time, most of
which is spent estimating the error and generating the subgrids. However, the entire run
costs only 16% of the cost of a run on the uniform fine grid with the same accuracy.

Notice that in the mesh refinement computations, the wake behind the cone is greatly
reduced over the wake in the coarse grid computations. This shows that the moving
grid is correctly computing the solution and keeping the coarse grid computation under
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the cone from contaminating the solution. This also shows why the coarse grid must be
updated from the fine grid .

method h llerror|a. time (secs)
coarse 1/20 5.27E — 2 6.86
fine 1/80 9.34F — 3 588
MR hy =1/80 | 9.78E — 3 '86.6

Table 7.3 Results for computation of the solution to 2-D linear

example.

Example 2-D Burgers Equation

For a honlinear example we have chosen a problem from Gropp [1980]. This
problem contains complicated shock interactions, and is the most difficult example for
the clustering and grid generation algorithms. The problem is:

U + U, +uuy, =10

} fz<}andy<i}
u(z,y,0)={~-4, ifz>4jandy>}
1, otherwise

on the unit square 0 < z < 1, 0 < y < 1. At the discontinuities z = 1/2 or y = 1/2,
the initial data is taken to be the average of the values on either side.

We use MacCormack’s method to integrate the problem. We specify the inflow
bqundary conditions to maintain the piecewise constant soiution, and use first order
extrapolation for the outflow boundaries. The parameters for the mesh refinement

calculation are shown below:

buffer size 1

grids move every 4 steps
error tolerance .00
refinement ratio 10

A 5

in figure 7.7 we show the solution, and in figure 7.8 the error. The plots for this
problem might be a little misleading. Because of the limitations in graphics packages,
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both the error and the solution plots for all runs are done with the resolution of.the

coarser grid. For the runs with a finer grid, this means the solution is plotted only every
10 fine grid points. in a problems with discontinuitiés like this, the size of the overshoot is
independent of the mesh width A (Hedstrom, {1976]). However, it appears as if the error
on the fine grids (both the uniform and mesh refinement calculations) is smaller. This is
because the overshoot in the solution is confined to the region close to the discontinuity,
and the oscillation has decayed 10 fine grid points away from the discontinuity.
' This problem is a hard test for mesh refinement because such a large fraction of
the region is refined. However, even in this example, the mesh refinement calculation
is faster than a uniform fine grid. In figure 7.9, we show the subgrids the algorithm
generates at the initial time ¢ = 0, and at the final time when we output the solution.. In
this case, we have the slightly surprising result of the error for the mesh refinement run
being slightly better than the uniform fine grid run. This is due to the grid rotation (figure
7.9(b)). When the fine grid values are injected onto the coarse grid, (both for updating
and graphics), we use linear interpolation for the rotated grid, since the grid points don’t
match up. This has the effect of smoothing the solution in this region, which contains
most of the discontinuities. This is why the error is less far the mesh refinement run.

method h llerrorilz time (secs)
coarse 1/20 8.0E -2 .18
fine 1/200 3.86E — 2 155
MR hy =1/200 | 2.75E —2 109

Table 7.4 Results of computations for 2-D nonlinear example.
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Chapter 8: CONCLUSIONS

We conclude with a brief summary of the maih features of our adaptive mesh
refinement algorithm, and outline some areas for future research.

We have presented an algorithm for the numericai solution of pdes using automatic
grid reﬁnements'. Several novel features make this algorithm possible. An automatic
procedure which estimates the local truncation error determines the points to be included
in finer subgrids. Our method of generating the subgrids is a key feature of the algorithm.
We cluster the parts of the domain needing refinement, using a nearest neighbor algorithm
for simple regions or an ali nearest neighbors graph with an iterative procedure for
complicated shapes, and to each cluster we fit a rotated rectangutar sqbgrid. Another
feature of this algorithm is our use of data structures, which has made such an automatic
algorithm possible. Finally, on the theoretical side, we have developed variations of the
basic steps in the algorithm so that the overall mesh refinement algorithm is conservative.
We have developed a general procedure to derive conservative boundary conditions. In
particular, we use it to derive interface conditions for use with the Lax-Wendroff difference
scheme. We have implemented the mesh refinement algorithm in both one and two

space dimensions, and it generalizes immediately to three (or more) dimensions. We .

have demonstrated with several numerical experiments that with our grid structure, we
can do calculations with the same accuracy for a fraction of the cost of a calculation on
a conventional, uniform grid. '

There are, of course, several important areas of research still to be explored. The
question of how to incorporate component grids in different coordinate systems needs
to be resolved. We remark that there is already some research activity on the use of
moving fine grids within the fixed coafse grid computational domain. The best clustering
algorithm to use in the grid generation procedure is still undecided. More theoreticaily,
the conservative form of the mesh'reﬂnement algorithm should be extended to higher
dimensions. Finally, the use of implicit finite differencé methods with our grid structure
needs to be developed further. Then we will be able to see the true potential of this
algorithm. Qur adaptive mesh refinement techniqdes can be used to shed light on some

m




important questions, for example the shock tip structure in steady state transonic flow

calculations, that less fiexible grid structures are unable to resolve.
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