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A mathematical model for systolic architectures is suggested and used to verify the operation of certain systolic networks. The data items appearing on the communication links of such a network at successive time units are represented by data sequences and the computations performed by the network-cells are modeled by a system of difference equations involving operations on the various data sequences. The input/output descriptions, which describe the global effect of the computations performed by the network, are obtained by solving this system of difference equations. This input/output description can then be used to verify the operation of the network. The suggested verification technique is applied to four different systolic networks proposed in the literature.
1. Introduction.

Systolic architectures, pioneered by H. T. Kung, are becoming increasingly attractive due to continuous advances in VLSI technology. This type of network architectures has two properties very desirable in VLSI implementations; namely, regularity and the local nature of the interconnections.

A systolic network can be viewed as a network composed of a few types of computational cells, regularly interconnected via local data links and organized such that streams of data flow smoothly within the network. For an introduction to systolic architectures, we refer to [10] where further references to specific examples are given.

As an introductory example, we briefly review a simple systolic network for the computation of one dimensional convolution expressions [10]. More specifically, given a sequence of numbers \(\{x_1, x_2, \ldots, x_n\}\), and a sequence of weights \(\{w_1, w_2, \ldots, w_k\}\), we want to compute the sequence \(\{y_1, y_2, \ldots, y_{n+1-k}\}\) where each \(y_i\) is defined by:

\[
y_i = \sum_{j=1}^{k} w_j x_{i+j-1}. \tag{1.1}
\]

Figure 1 shows the building cell of the 1-D convolution network under discussion. It is a multiply/add cell with a one word memory to store a real number \(w\).
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At each clock pulse, the cell receives two input data items, \( x_{\text{in}} \) and \( y_{\text{in}} \), performs its computation and delivers at the next clock pulse the outputs \( x_0 = x_{\text{in}} \) and \( y_0 = y_{\text{in}} + w x_{\text{in}} \). Figure 2 shows three such cells connected into a network that performs the convolution calculation for the case \( k=3 \). The elements \( x_1, x_2, \ldots, x_n \) are pumped in at the left end of the network, each separated from the other by one time unit, and zeroes are pumped in at the right end. To illustrate the operation of the array, we show in figure 3 the relative location and value of each data item at times \( t=3, 4, 5 \) and \( 6 \), where \( t=1 \) is the time at which the array started its execution. By following the data paths, we can convince ourselves that the output of the array will include the sequence \( \{y_1, y_2, \ldots, y_{n+1-k}\} \).

Although the concept of systolic networks is very well developed, the notation used to describe the input and output data of a systolic network is sometimes ambiguous and reflects poorly the relative timing of the different data streams. Moreover, no rigorous techniques appear to be known for a formal verification of the operation of such networks. To the knowledge of the authors, there has been only one attempt [6] to verify formally the operation of systolic networks based on a proof technique used in the verification of distributed systems [4]. This technique does not make use of the special properties of systolic networks and hence gives only rather general results.
In this paper, we suggest a technique designed specifically for verifying the operation of systolic networks. In section 2.1 the data sequences are introduced to represent the data appearing on the communication links at successive time intervals. In the same section, we discuss the causal operators which model the computations performed by a cell of the network. This concept was primarily inspired by corresponding approaches in systems theory [7].

In section 2.2 and 2.3, we present the mathematical model on which the verification technique is based. This model carries some of the properties of a model called "automaton networks" [3] which in turn is a modification of the von Neumann cellular array [5,11]. However, the two models have more differences than similarities, and are used in completely different contexts.

In section 3 we describe the different steps of the suggested technique and give a simple illustrative example. Finally, in sections 4,5 and 6, we demonstrate the technique by applying it to the verification of some realistic systolic networks that have appeared in the literature.
2. An abstract systolic model.

2.1. Data sequences and causal relations.

We define a data sequence to be an infinite sequence whose elements are members of the set \( \mathbb{R}_0 = \mathbb{R} \cup \{ \delta \} \), where \( \mathbb{R} \) is the set of real numbers and \( \delta \) denotes a special element, not belonging to \( \mathbb{R} \), called the "don't care element". We extend each one of the four basic arithmetic operations "\( \text{op} \)" defined on \( \mathbb{R} \) to \( \mathbb{R}_0 \) by adding the rule that the result of any such extended arithmetic operation on \( \mathbb{R}_0 \) involving \( \delta \) shall equal \( \delta \). That is if '\( \text{op} \)' = '+', '-', '*', or '+', then

\[
\delta \ '\text{op}' \ x = x \ '\text{op}' \ 0 = 0 \quad \text{for all} \ x \in \mathbb{R}_0.
\]

Clearly, operators may also be defined directly on \( \mathbb{R}_0 \). For example, we will consider later the binary operator \( \oplus \) such that for any \( x, y \in \mathbb{R}_0 \),

\[
x \oplus y = x + y, \quad \text{if} \ x, y \neq \delta; \quad x \oplus \delta = \delta \oplus x = x \quad (2.1)
\]

Two other operators that will be used in section 6 are the operators \( \min_{\delta} \) and \( \max_{\delta} \) defined on an ordered pair \((x, y)\), \( x, y \in \mathbb{R}_0 \) by

\[
\min_{\delta}(x, y) = \begin{cases} 
\min(x, y) & \text{if} \ x, y \neq \delta \\
\delta & \text{if} \ x = \delta \text{ or } y = \delta
\end{cases}
\]

and
\[
\max_0(x, y) = \begin{cases} 
\max(x, y) & \text{if } x, y \neq 0 \\
x & \text{if } x = 0 \text{ or } y = 0.
\end{cases}
\]

where \(\min()\) and \(\max()\) carry the usual meaning on \(R\).

Let \(N\) be the set of positive integers, then any data sequence \(\eta\) is defined as a mapping from \(N\) to \(R_0\); that is, the image element \(\eta(i), i \in N\), is the \(i\)th element in the sequence. The set of all data sequences, that is the set of all such mappings, will be denoted by \(R_0^N = \{ \eta : \eta : N \rightarrow R_0 \}\).

Any arithmetic operation on \(R_0\) is extended to \(R_0^N\) by applying the operation element-wise to the elements of the sequences with 0 being the result of any undefined operation. For example, if \('op'\) is a binary operation defined on \(R_0\), then for all \(\eta_1, \eta_2 \in R_0^N\), we have \(\eta_1 'op' \eta_2 = \eta_3\) where for all \(i \in N\), \(\eta_3(i)\) is given by

\[
\eta_3(i) = \begin{cases} 
\eta_1(i) 'op' \eta_2(i) & \text{if } \eta_3(i) \text{ is defined} \\
0 & \text{otherwise.}
\end{cases}
\]

We will also use scalar operations on sequences. For example, the scalar product of a sequence \(\eta \in R_0\) and a number \(w \in R\) is defined as the sequence \(\zeta = w \cdot \eta \in R_0^N\) for which
Given the previous definition of data sequences, we define the set of bounded data sequences \( \mathbb{R}_0 \subset \mathbb{R}_0^* \) to contain those sequences having only a finite number of non-\( \delta \) elements. It is then natural to introduce the termination function \( T: \mathbb{R}_0^* \rightarrow \mathbb{N} \) such that for any \( \eta \in \mathbb{R}_0 \), \( T(\eta) \) is the position of the last non-\( \delta \) element in \( \eta \); in other words:

\[
\text{for any } \eta \in \mathbb{R}_0, T(\eta) = i \iff \eta(i) \neq \delta \text{ and } \eta(j) = \delta \text{ for } j > i.
\]

In this paper, we will denote bounded data sequences by small greek letters and simply refer to them as sequences. This will not cause any confusion because we will never consider anything but bounded data sequences.

In addition to the operators extended from \( \mathbb{R}_0 \) to \( \mathbb{R}_0^* \), we may also define operators directly on \( \mathbb{R}_0 \). In general, an \( n \)-ary sequence operator \( \Gamma \) is a transformation \( \Gamma: [\mathbb{R}_0]^{n-\mathbb{R}_0} \) where \([\mathbb{R}_0]^{n}=\mathbb{R}_0 \times \mathbb{R}_0 \times \ldots \mathbb{R}_0 \) is the cartesian product space of \( n \) copies of \( \mathbb{R}_0 \). Two basic unary operators that will be frequently used in this paper are the shift operator \( n^k \) and the spread operator \( \sigma^r \) defined by:

\[
n^k \xi = \eta \quad \text{and} \quad \sigma^r \xi = \zeta,
\]

where
More descriptively, $\eta^k$ inserts $k$ elements at the beginning of a sequence, while $\Theta^r$ inserts $r$ elements between every two elements of a sequence. For example if $\xi=a_1, a_2, a_3, a_4, \ldots$ then $T(\xi)=4$ and

$$\xi(i) = a_i \quad 1 \leq i \leq T(\xi)$$

$$\eta^3 \xi = 0, 0, 0, a_1, a_2, a_3, a_4, 0, 0, 0, \ldots$$

$$\Theta^2 \xi = a_1, 0, 0, a_2, 0, 0, a_3, 0, 0, a_4, 0, 0, \ldots$$

It is easy to verify that the termination function generally satisfies

$$T(\eta^k \xi) = T(\xi) + k$$

$$T(\Theta^r \xi) = (r+1)T(\xi) - r$$

It is also clear that we can define a sequence operator by combining previously defined sequence operators. For example we might define an operator $\Gamma: R_0 \times R_0 \times R_0 \rightarrow R_0$ as follows:

$$\Gamma(\xi, \eta, \zeta) = \eta[\xi + \eta * \zeta]$$

where square brackets are used for grouping and parenthesis.
for enclosing the arguments of the operator.

We next define a causal operator to be any $n$-ary sequence operator $\Gamma : [\mathbb{R}_0]^n \rightarrow \mathbb{R}_0$ which satisfies the causality property in the sense that the $i^{th}$ element of any of its operands can only affect the $j^{th}$ element of its image for $j > i$. In order to formulate this more precisely, assume that for any given sequences $\eta_r \in \mathbb{R}_0$ $r = 1, 2, \ldots, n$, the image under $\Gamma$ is $\xi = \Gamma(\eta_1, \ldots, \eta_r, \ldots, \eta_n)$. Then $\Gamma$ is a causal operator if by replacing any operands $\eta_r$ by another sequence $\eta'_r$ satisfying

$$\eta'_r(t) = \eta_r(t) \quad 1 \leq t < i$$

the resulting image $\xi' = \Gamma(\eta_1, \ldots, \eta'_r, \ldots, \eta_n)$ satisfies

$$\xi'(t) = \xi(t) \quad 1 \leq t \leq i$$

In other words, the value of $\xi(i)$ depends only on the first $i-1$ elements of $\eta_r$, $1 \leq r \leq n$.

Similarly, we may define weakly-causal operators for which the $i^{th}$ element of the image sequence $\xi(i)$ depends only on the the first $i$ elements of the operands $\eta_r$, $1 \leq r \leq n$ instead of the first $i-1$ elements. With this, it is easily seen that the combination $\Gamma^1 \Gamma^2$ (or $\Gamma^2 \Gamma^1$) of a causal operator $\Gamma^1$ and a weakly-causal operator $\Gamma^2$ is a causal operator. For instance, the shift operator $\sigma^k$ is causal.
and the spread operator $\Theta^k$ is weakly causal; hence, the combined operator $\Theta^k \Theta^l$ is causal.

2.2. The abstract model.

In order to define the mathematical model used in our verification technique, we define as usual a loop-less multigraph $G(V,E,\phi_-,\phi_+)$ to be composed of

(a) a set $V$ of nodes;
(b) a set $E$ of directed edges;
(c) two functions $\phi_-,\phi_+:E \to V$, satisfying the condition that for any edge $e \in E$,

$$\phi_-(e) \neq \phi_+(e) \quad (2.2)$$

For each edge $e \in E$, the nodes $\phi_-(e)$ and $\phi_+(e)$ are the source and destination node, respectively, of that edge. Clearly, the condition (2.2) prevents any direct loops in the graph. This definition of a multigraph allows any two nodes to be connected by more than one edge in the same direction, a property that may be useful when we represent systolic networks by this abstract model.

As usual in graph terminology, for any node $v \in V$, the edges $\{e; \phi_-(e) = v\}$ directed out of $v$ are termed the OUT edges of $v$, while the edges $\{e; \phi_+(e) = v\}$ directed into $v$ are termed the IN edges of $v$. Accordingly, the IN-degree and
OUT-degree of v are the number of IN edges and OUT edges of v, respectively. Any node v∈V with IN-degree zero or OUT-degree zero is called a source or a sink, respectively. All other nodes are called interior nodes of G. We shall use the notation VS, VT and VI for the subsets of V containing the source, sink and interior nodes of V, respectively. Of course, the condition VS ∪ VT ∪ VI = V is always satisfied.

With this notion of a multigraph, we define our abstract systolic model to be composed of the following components.


[A2] A coloring function col:E→CE, which maps E into a given finite set of colors CE, and hence assigns a color to each edge in E. The coloring function is assumed to satisfy the condition that the different IN edges of a node have different colors, and correspondingly that the different OUT edges of a node have different colors. Edge colors y=col(e), will be denoted by lower case letters.

[A3] For each edge e∈E, a sequence ℓe∈R0 is specified.

[A4] For each interior node v∈V with IN degree m and OUT degree n, we are given n causal m-ary operators \( \Gamma_v^i:[R_0]^m \rightarrow R_0 \) which specify the "node I/O description". More
specifically, if \( \eta^j, \ j=1,2,\ldots,m \) and \( \xi^i, \ i=1,2,\ldots,n \) are the sequences associated with the IN and OUT edges of \( v \), respectively, then the \( n \) relations

\[
\xi^i = r^i_v(\eta^1, \eta^2, \ldots, \eta^m) \quad i=1,2,\ldots,n
\]

are the I/O description of \( v \). The different IN and OUT edges of \( v \) are distinguished in the I/O description by their colors.

Since by condition [A2] all edges terminating at a given node \( v \) have different colors, it follows that any edge \( e \in E \) is uniquely identified by a pair \( (y,v) \), where \( y=\text{col}(e) \) and \( v=\varphi_+(e) \). To simplify the notation, the pair \( (y,v) \) will often be written in the form \( y_v \), and the sequence associated with that edge will be identified by the symbol \( \eta_v \), where we replaced the letter \( y \) by its corresponding greek letter \( \eta \).

For practical applications, it is generally desirable to identify the nodes of the network by appropriate labels which correspond to the problem at hand. This means that we introduce a set \( L \) of labels together with a one-to-one function \( \psi: \text{V} \rightarrow L \) from \( \text{V} \) onto \( L \). In our examples, we usually identify directly the nodes with their labels.

After defining the general abstract model, we next show how it can be used to define a general systolic network.
2.3. The general systolic network.

By giving a physical interpretation to each component in the general abstract model we obtain a general systolic network. The basic idea of this interpretation may be summarized as follows:

Each interior node represents a computational cell and each source/sink node corresponds to an input/output cell for the overall network. To distinguish in our figures the computational cells from the I/O cells, we depict computational cells by circular nodes and I/O cells by square nodes.

Each edge $x_v \in E$ represents a unidirectional communication link between the two cells it connects. The sequence associated with $x_v$ then comprises the data items that appeared on it in consecutive time units. More specifically, if $\xi_v$ is the sequence associated with $x_v$, then the $i^{th}$ element of $\xi_v$, namely $\xi_v(i)$ is the data item that appeared on $x_v$ at time $t-i$ units, where $t=1$ is the time at which the network started its operation.

For an interior node, the node I/O description describes the computation performed by the cell corresponding to that node. We illustrate this with two simple examples:

EX 1: The node shown in figure 4 represents a simple
latch cell which produces at any time \( t > 1 \) on its output link the same data item that appeared on its input link at time \( t-1 \). At time \( t=1 \), we have \( \eta(1)=0 \), which corresponds to the fact that at the beginning of the network operation, no specific data item appeared on the output link.

EX 2: The operation of the multiply-add cell mentioned in section 1 and shown in figure 1 may be represented by the following node I/O descriptions:

\[
\begin{align*}
\xi_o &= \Omega \xi_{in} \quad (2.3.\text{a}) \\
\eta_o &= \Omega (\eta_{in} + w \cdot \xi_{in}) \quad (2.3.\text{b})
\end{align*}
\]

where \( w \in \mathbb{R} \) is a given real number and \( \xi_{in}, \eta_{in}, \xi_o \) and \( \eta_o \) are the input and output sequences of the node as shown in figure 5.

Since in any practical dynamical system any data item produced by a computational cell at time \( t \) depends only on the data provided to that cell at times less than \( t \), we immediately see the importance of the condition imposed in
section 2.2 on the node I/O descriptions, namely that only causal operators in the sense of section 2.1 are used. We also note that with the model described above, the computational power of each cell is not limited to simple arithmetical operations. In other words, a cell could be an intelligent cell that can perform elaborate calculations provided that we can express these calculations in terms of causal operators.

We call "network output sequences" those sequences associated with the IN edges of sink nodes, and "network input sequences" those associated with the OUT edges of source nodes. Then the system of all node I/O descriptions provides a specification of the computation performed by the network in the form of an implicit relation between the network input and output sequences. This relation will be called the "network I/O description".

As a simple example, consider the hypothetical network with the graph shown in figure 6. In this graph, we assume that the edges directed to the left are given the color y and those directed to the right the color x. We also follow the naming convention mentioned in section 2.2 in identifying the different edges in the graph. To complete the network description, a node I/O description has to be specified for each node in the graph. Assume that these are given by the following causal relations:

For node 1:  \( \xi_2 = \eta [ \xi_1 + \eta_1 ] \)  

(2.4.a)
\( \eta_0 = \eta [ \xi_1 \ast \eta_1 ] \quad (2.4.b) \)

For node 2: \( \xi_3 = \eta \xi_2 \quad (2.5) \)

For node 3: \( \eta_1 = \eta [ \xi_3 \ast \eta_3 ] \quad (2.6) \)

![Diagram of network with nodes and arrows](image)

**Figure (6)**

For this network, \( \eta_3 \) and \( \xi_1 \) are the network input sequences and \( \eta_0 \) is the network output sequence. In order to obtain the network I/O description explicitly, we have to solve the equations (2.4), (2.5) and (2.6), that is, we have to obtain an explicit expression for \( \eta_0 \) in terms of \( \xi_1 \) and \( \eta_3 \).

Generally, it is very difficult, and sometimes impossible, to derive an explicit solution of the system of node I/O equations. In the next section, we show that this task may be greatly simplified in the case of certain networks with a homogeneous structure.
3. Homogeneous Systolic Networks.

By condition [A2], any edge $e \in E$ is uniquely identified by its color and one of its incident nodes. In fact, we used this already as a convenient means for identifying edges by their color and terminal node. Let $M \subseteq C_V \times V_I$ be the set of all pairs $(y,v)$, $y \in C_V$, $v \in V_I$, for which there is an edge $e \in E$ with $y = \text{col}(e)$ and $v = \phi_-(e)$. Then the terminal node $u = \phi_+(e)$ is uniquely given and hence the successor function $\mu: M \to V_I \cup V_T$ is well defined by the association

$$(y,v) \in M, \ y = \text{col}(e), \ v = \phi_-(e) \Rightarrow \mu(y,v) = \phi_+(e).$$

In other words, if there exists an edge $e$ with color $y$ and starting node $v$, then $\mu(y,v)$ is the terminal node of $e$.

Given a systolic network based on the graph $G = (V,E,\phi_-,\phi_+)$, a subset $V_I' \subseteq V_I$ of interior nodes is said to be a homogeneous set if:

[H1] All the nodes in $V_I'$ have identical IN and OUT degrees, say $m$ and $n$, respectively.

[H2] The $m$ colors of the IN edges of any interior node $v \in V_I'$ are identical. So are the $n$ colors of the OUT edges of $v$. Denote the colors of the IN and OUT edges of $v$ by $y_1^1, y_2^1, \ldots, y_m^1$ and $z_1^2, z_2^2, \ldots, z_n^2$, respectively.

[H3] The node I/O descriptions of any interior node
\( v \in V_1 \) are generic in the sense that they may be written in the form:

\[
\zeta_i^i = \mu(z_i, v) \cdot \Delta_i(\eta_{v_i}^1, \eta_{v_i}^2, \ldots, \eta_{v_i}^m) \quad i = 1, 2, \ldots, n
\]

where \( \Delta_i, i = 1, 2, \ldots, n \) are given \( n \)-ary operators which are independent of the particular node in \( V_1 \), \( \mu \) is the successor function defined earlier in this section and \( \eta_{v_i}^j, j = 1, 2, \ldots, m \) and \( \zeta_i^i, i = 1, 2, \ldots, n \) are the sequences associated with the IN and OUT edges of \( v \), respectively.

A network is said to be homogeneous if the set of interior nodes \( V_1 \) in its graph \( G \) is a homogeneous set. More generally, if there exists a partition \( V_1 = V_1^1 \cup V_1^2 \cup \ldots \cup V_1^k \) of \( V_1 \) into \( k \) non-empty homogeneous subsets \( V_1^1, V_1^2, \ldots, V_1^k \), then the network is said to be \( k \)-partially homogeneous.

The main advantage of having a homogeneous (or partially homogeneous) network is that the resulting system of equations has a repetitive pattern, which, in many cases, allows us to obtain an analytical solution to the system. This should become clearer as we proceed with the different examples.
To verify the operation of a systolic network, we are generally interested in its behavior for specific inputs, that is we wish to find the form of the network output sequences for specific network input sequences. This is usually accomplished by substituting the given input sequences in the network I/O description and manipulating the resulting equations to obtain the description of the network output sequences.

As a first example of our verification technique, we consider again the 1-D convolution network described in section 1. The graph of this network is shown in figure 7, where we assumed that the edges directed to the left have the color 's', while those directed right have the color 'p'. The nodes of the graph are identified by the integers -1, 0, 1, 2, ..., k+1, k+2, where nodes -1 and k+2 are source nodes, nodes 0 and k+1 sink nodes, and nodes 1 through k interior nodes. The successor function is defined for any interior node i=1, 2, ..., k by

![Figure (7)]
Our goal is to verify that the network indeed produces the results of equation (1.1) for the network input sequences described by

\[ \sigma_i = \Omega^{k-1} \pi_i \]  \hspace{1cm} (3.1.a)

\[ \pi_k = \Theta \xi \]  \hspace{1cm} (3.1.b)

where

\[ T(\xi) = n - (k-1) \quad , \xi(t) = 0 \]
\[ T(\xi) = n \quad , \xi(t) = x_t \]

The I/O description of a typical interior node \( i \) in the graph, \( 1 \leq i \leq k \), is given by the following causal relations

\[ \pi_{i-1} = \Omega \pi_i \]  \hspace{1cm} (3.2.a)

\[ \sigma_{i+1} = \Omega [ \sigma_i + w_i \cdot \pi_i ] \]  \hspace{1cm} (3.2.b)

This system of difference equations is easily solved. First, note that the solution of (3.2.a) obviously is

\[ \pi_i = \Omega^{k-1} \pi_k \]  \hspace{1cm} (3.3)

By substituting this in (3.2.b) we obtain

\[ \sigma_{i+1} = \Omega \sigma_i + w_i \cdot [ \Omega^{k-1+1} \pi_k ] \]  \hspace{1cm} (3.4)

The solution of (3.4) is then given by lemma 1 in the appendix as:
\[\sigma_{k+1} = n^k \sigma_1 + \sum_{j=1}^{k} \eta^{j-1} [w_{k-j+1} \cdot n^{k-(k-j+1)} + \pi_k] \]

\[= n^k \sigma_1 + \sum_{j=1}^{k} \eta^{j-1} [w_{k-j+1} \cdot \pi_k] \quad (3.5)\]

This is the I/O description for the network.

In order to find the specific form of the output sequence \(\sigma_{k+1}\) for the input sequences (3.1), we substitute these sequences into (3.5) and obtain

\[\sigma_{k+1} = n^{2k-1} \cdot \nu + \sum_{j=1}^{k} \eta^{2j-1} [w_{k-j+1} \cdot \nu \xi] \]

By the properties P1, P2, P3 and P4 in the appendix, this may be rewritten as

\[\sigma_{k+1} = n^{2k-1} \cdot \nu + n \cdot \sum_{j=1}^{k} \eta^{2j-1} [w_{k-j+1} \cdot \nu \xi]\]

\[= n^{2k-1} \cdot \nu + n \cdot \sum_{j=1}^{k} \eta^{j-1} \eta_j\]

where \(T(\eta_j) = T(\xi) = n\) and \(\eta_j(t) = w_{k-j+1} \xi(t) = w_{k-j+1} x(t)\).

Finally, applying P5 of the appendix we find:

\[\sigma_{k+1} = n^{2k-1} \cdot \nu + n \cdot \eta^{k-1} \eta\]

\[= n^{2k-1} \cdot [\nu + \eta]\]

\[= n^{2k-1} \cdot \eta \quad (3.6)\]

where \(\eta\) is defined by:
\[ T(\eta) = n-(k-1) \]

\[ \eta(t) = \sum_{j=1}^{k} \eta_j (t+k-j) \quad 1 \leq t \leq T(\eta) \]

\[ = \sum_{j=1}^{k} w_{k-j+1} x_{t+k-j} \quad 1 \leq t \leq T(\eta) \]

\[ = \sum_{q=1}^{k} w_{q} x_{t+q-1} \quad 1 \leq t \leq T(\eta) \]

In the last line, the summation index was changed to \( q = k-j+1 \) in order to provide for the same expression as in (1.1).

Evidently, equation (3.6) represents the output of the array in a clear and precise form; it indicates that after an initial period of \( 2k-1 \) time units, the elements \( \eta(t) = \gamma_t, 1 \leq t \leq n-(k-1), \) will appear on the output link, each separated from the other by one time unit.

A variation of the above 1-D convolution network may be obtained by defining the I/O description of each node in the network to be given by (3.2.a) and (3.2.b) with the \( + \) operation replaced by the \( \Theta \) operation defined by (2.1). By a similar analysis, it can be shown that the output of the modified network is described by

\[ \sigma_{k+1} = \eta \Theta \eta' \]

where \( T(\eta') = n+k-1 \) and
\[
\eta'(t) = \begin{cases} 
\sum_{j=1}^{t} w_{k-j+1} x_{t-j+1} & 1 \leq t \leq k-1 \\
\sum_{j=1}^{k} w_{k-j+1} x_{t-j+1} & k \leq t \leq n \\
\sum_{j=t-n+1}^{n+1} w_{k-j+1} x_{t-j+1} & n+1 \leq t \leq T(\eta').
\end{cases}
\]

In the previous example we applied our technique to a homogeneous network. The technique is equally applicable to \(k\)-partially homogeneous networks if \(k\) is reasonably small. In that case, a system of difference equations is formed by writing the generic I/O description for a typical node from each homogeneous subset of interior nodes \(V_i^I, i=1,2,\ldots,k\).

The network I/O description is then obtained by solving this system of equations. The back substitution network and the sorting networks discussed in sections 5 and 6 are examples of 2-partially homogeneous networks. The LU decomposition network described in [1] is a 4-partially homogeneous network that can be verified by the same technique.

Finally, we note that the explicit derivation of the network I/O description depends on our ability to solve the resulting system of difference equations. However, even if these equations cannot be solved explicitly, we may still verify the operation of the network if we have an idea about the network behavior and consequently about the sequences on the different edges of the graph. In fact, we need to show
only that for the given input sequences, the expected sequences satisfy the system of difference equations. We demonstrate this procedure in section 6 by verifying the operation of a sorting network for which we could not solve the system of equations explicitly.
4. A band matrix multiplication network.

In [1], Kung and Leiserson suggested a systolic network for the computation of the product of two band matrices $\mathbf{C} = \mathbf{A}^* \mathbf{B}$, where both $\mathbf{A}$ and $\mathbf{B}$ have lower bandwidth $k_1$ and upper bandwidth $k_2$. In this section, we shall consider only the case $k_1 = k_2 = k$ and prove formally that the suggested network indeed produces the product matrix $\mathbf{C}$. Moreover, the sequence notation used in the verification procedure will provide an accurate representation of the I/O data including the input timing required for proper operation and the timing of the output data.

In figure 8.a we show the directed graph of the matrix multiplication network. The nodes of the graph are regularly laid out so that each node can be labeled by a pair $(i,j)$ of integers, where $i$ and $j$ are the relative position of the node with respect to the two perpendicular axes shown in the figure. The set of colors $\mathcal{C}_E$ has three elements, namely $p$, $r$ and $s$, and the coloring function $\text{col}()$ maps the edges directed to the south-west, south-east and north to the colors $p$, $r$ and $s$, respectively.

The network is homogeneous; it consists of only one type of computational cell, namely the multiply-add type cell shown in figure 8.b. Its generic I/O description is given by the causal relations:
Figure (8.a)

Figure (8.b)

Figure (8.c)
In line with the definition of homogeneous networks, this description is valid for any cell \((i,j), -k\leq i, j\leq k\).

As an illustration of the network topology and its different data streams, we show in figure 8.c the general network for the special case \(k=1\), that is for the case of two tridiagonal matrices \(A\) and \(B\). In the figure, the source/sink cells were omitted for clarity.

In order to obtain the I/O description of the network, we have to solve the system of difference equations (4.1), and express the network output sequences \(\sigma_{q,k+1}\) and \(\sigma_{k+1,q'}\), \(-k\leq q\leq k+1\) in terms of the network input sequences \(\rho_{u,k'}\), \(\pi_{k,u'}\), \(\sigma_{-k,u}\) and \(\sigma_{u,-k'}\), \(-k\leq u,k\). For this, consider first the simple equations (4.1.a) and (4.1.b) which have the solutions

\[
\rho_{1,j} = \hat{N}^{k-j} \rho_{1,k}
\]
\[
\pi_{1,j} = \hat{N}^{k-1} \pi_{k,j}
\]

By substituting these values into (4.1.c) we obtain

\[
\sigma_{1+1,j+1} = \hat{N} \left[ \sigma_{1,j} + \Delta_{1,j} \right]
\] (4.2)

where \(\Delta_{1,j} = \hat{N}^{k-j} \rho_{1,k} + \hat{N}^{k-1} \pi_{k,j}\)
By an inductive argument similar to the one given in the appendix for lemma 1, it is easily shown that for 
\(- (k-1) \leq i, j \leq k+1\), (4.2) has the solution:

\[
\sigma_{i,j} = \begin{cases} 
\sum_{q=1}^{k+1} n^{q} \Delta_{i-q,j-q} & i = j \\
\sum_{q=1}^{k+j} n^{q} \Delta_{i-q,j-q} & i > j 
\end{cases}
\]

With the definition of \(\Delta_{i,j}\) and properties Pl and P4 we find the network output sequences to be

\[
\sigma_{i,k+1} = \sum_{q=1}^{i+k} n^{i+k} \rho_{i-q,k} + \sum_{q=1}^{i+1} n^{2q-1} \pi_{k,q+1} 
\]

\[
\sigma_{k+1,j} = \sum_{q=1}^{k+j} n^{k+j} \rho_{k-q+1,j} + \sum_{q=1}^{k+1} n^{2q-1} \pi_{k+1,j-q} 
\]

These are the network I/O descriptions. Of course, the network is not expected to produce the elements of the product matrix \(C\) unless the elements of the matrices \(A=(a_{i,j})\) and \(B=(b_{i,j})\) are fed into the proper input links of the network with the right timing. We will now prove that the network output sequences will contain the elements of \(C\) if the input sequences are specified as follows:
\[ \rho_{u,k} = \eta^2(k+u) e^{2a_u} \quad -k \leq u \leq k \quad (4.4.a) \]
\[ \pi_{k,u} = \eta^2(k+u) e^{2b_u} \quad -k \leq u \leq k \quad (4.4.b) \]
\[ \sigma_{-k,u} = \eta^2(2k+u) e^{2c_u} \quad -k \leq u \leq k \quad (4.4.c) \]
\[ \sigma_{u,-k} = \eta^2(2k+u) e^{2d_u} \quad -k < u \leq k \quad (4.4.d) \]

where
\[ T(\beta_u) = T(\alpha_u) = n, \quad T(c_u) = n-(k+u), \quad c_u(t) = 0 \]
and the sequences \( \beta_u, \alpha_u \) are defined as follows:

For \( u < 0 \)
\[ \alpha_u(t) = \begin{cases} 0 & 1 \leq t < -u \\ a_{t,t+u} & -u \leq t < n \end{cases} \quad (4.5.a) \]
\[ \beta_u(t) = \begin{cases} 0 & 1 \leq t < -u \\ b_{t,u+u} & -u \leq t < n \end{cases} \quad (4.5.b) \]

For \( u > 0 \)
\[ \alpha_u(t) = \begin{cases} a_{t,t+u} & 1 \leq t < n-u \\ 0 & n-u \leq t < n \end{cases} \quad (4.5.c) \]
\[ \beta_u(t) = \begin{cases} b_{t,u+u} & 1 \leq t < n-u \\ 0 & n-u \leq t < n \end{cases} \quad (4.5.d) \]

Roughly speaking, the input link \( p_{k,u} \), \(-k \leq u \leq k\), contains
the $u^{th}$ off-diagonal of the matrix $B$, while the input link $r_{u,k-u\cdot k}$ contains the $(-u)^{th}$ off diagonal of the matrix $A$. Of course the exact timing of the input data is defined by the formulas (4.4).

For the sake of brevity, we consider here only the equations (4.3.a) and show that the output links $s_{i,k+1}$, $-(k-1)\cdot i=k+1$ will carry the elements in the lower band of the product matrix $C=A\cdot B$, including the diagonal. By a similar procedure, one can use (4.3.b) to show that the links $s_{k+1,j}$, $-(k-1)\cdot j=k$ will carry the upper band of $C$.

By introducing the specifications (4.4) of the network input sequences into (4.3.a), we obtain for $-(k-1)\cdot i=k+1$ the following formula:

$$
\sigma_{i,k+1} = \sum_{q=1}^{k+i} [n^{2k+2i-1} e^{2} a_{i-q} \cdot n^{5k-i+2} e^{2} \beta_{k-q+1}]
$$

where $T(\gamma_{1}) = n-(k-1)+l$ and
\[ \gamma^q_1(t) = \alpha_{1-q}(t+k-i+1) \ast \beta_{k-q+1}(t) \]

Simplifying (4.6) and using the definition of \( \xi_1 \), we find that

\[ \sigma_{i,k+1} = n^{5k-i+2} \quad \text{or} \quad n^{5k-i+2} \quad \text{or} \quad \sum_{q=1}^{k+i} \gamma^q_1 \]

\[ = n^{5k-i+2} \quad \text{or} \quad \sum_{q=1}^{k+i} (\xi_{l-1} + \eta_1) \]

where \( T(\eta_1) = n-(k-i+1) \) and

\[ \eta_1(t) = \sum_{q=1}^{k+i} \gamma^q_1(t) \]

\[ = \sum_{q=1}^{k+i} \alpha_{1-q}(t+k-i+1) \ast \beta_{k-q+1}(t) \]

(4.7)

Finally, from the definition of \( \xi_{l-1} \), we obtain that

\[ \sigma_{i,k+1} = n^{5k-i+2} \quad \text{or} \quad \eta_1 \quad -(k-l) \leq i \leq k+1 \]

(4.8)

Equation (4.8) describes the timing of the output data on any link \( s_{i,k+1} \), \( -(k-l) \leq i \leq k+1 \). It indicates that on \( s_{i,k+1} \), there will be an initial set up time of \( 5k-i+2 \) units, after which the elements \( \eta_1(t), t=1,2,...,n-(k-i+1) \) will appear separated each from the other by two time units. We still need to show that \( \eta_1(t) = c_t+k-i+1, t \), that is that \( s_{i,k+1} \) carries the \((k-i+1)\)st sub diagonal of the matrix \( C \).
To evaluate $\eta_1(t)$ from (4.7), we use the definitions (4.5) to write $\alpha_{i-q}(t+k-i+1)$ and $\beta_{k-q+1}(t)$ for the values of $t$ between 1 and $n-(k-i+1)$, which are the values of $t$ assumed in (4.7). The resulting formulas are:

$$
\alpha_u(t+d) = \begin{cases} 
0 & \text{if } u<0 \text{ and } 1 \leq s \leq q-(k+1) \\
\alpha(t, i, q) & \text{if } u<0 \text{ and } q-(k+1)<t\leq n-d \\
\alpha(t, i, q) & \text{if } u=0 \text{ and } 1 \leq s \leq n+q-(k+1) \\
0 & \text{if } u=0 \text{ and } n+q-(k+1)<t\leq n-d
\end{cases}
$$

(4.9.a)

$$
\beta_v(t) = \begin{cases} 
0 & \text{if } v<0 \text{ and } 1 \leq s \leq q-(k+1) \\
b(t, q) & \text{if } v<0 \text{ and } q-(k+1)<t\leq n-d \\
b(t, q) & \text{if } v=0 \text{ and } 1 \leq s \leq n+q-(k+1) \\
0 & \text{if } v=0 \text{ and } n+q-(k+1)<t\leq n-d
\end{cases}
$$

(4.9.b)

where, for simplicity, we introduced the notation

$u = i-q, \quad v = k-q+1, \quad d = (k+1)-i,$

$a(t, i, q) = a_{t+d}, t+d+u$ and $b(t, q) = b_{t+v}, t$.

which will be used repeatedly in the remainder of this section.

It is clear from (4.9) that the evaluation of $\eta_1(t)$ by (4.7) is non-trivial and depends on the relative values of $i$ and $q$. For this purpose, we consider two different cases:
Case 1: If \(-(k-l)\leq i\leq 0\).

In this case and for \(1 \leq q \leq k+1\), the inequalities \(u = i - q < 0\) and \(v = k - q + 1 > 0\) always hold. Moreover, we have \(q-(k+1)\leq 0\) and \(n+q-(k+1) > n-d\). Accordingly, we can use the above conditions to determine the appropriate values of \(a_u(t+d)\) and \(\beta_v(t)\) from (4.9), and with these in (4.7) we obtain the formula:

\[
\eta_i(t) = \sum_{q=1}^{k+1} a_{t+d, t+k+1-q} b_{t+k+1-q, t} \quad 1 \leq t \leq n-d
\]

By changing the summation index to \(j = t+k+1-q\) this is indeed

\[
\eta_i(t) = \sum_{j=t+d-k}^{t+k} a_{t+d, j} b_{j, t} \quad 1 \leq t \leq n-d \quad (4.10)
\]

Case 2: If \(1 \leq i \leq k+1\).

In this case we always have \(u = i - q \leq v = k - q + 1\). Accordingly, we divide the sum in (4.7) into the three partial sums

\[
\sum_{q=1}^{k+1} = \sum_{q=1}^{i} + \sum_{q=i+1}^{k} + \sum_{q=k+1}^{k+1}
\]

For simplicity, we refer to these three sums as \(\Sigma_1, \Sigma_2\) and \(\Sigma_3\), respectively, and evaluate them separately.

In the case of \(\Sigma_1 = \sum_{q=1}^{i} \gamma_i(t)\), we note that the condition \(1 \leq q \leq i\) implies that \(v = u > 0\). Hence, by (4.9) we have
\[ \gamma_i^q(t) = \begin{cases} 
    a(t, i, q) b(t, q) & \text{if } 1 \leq t < n+q-(k+1) \\
    0 & \text{if } n+q-(k+1) \leq t < n-d 
\end{cases} \]

By standard rules of operations with summation symbols, \( \Sigma_1 \) can be expressed as

\[ \Sigma_1 = \begin{cases} 
    \sum_{q=1}^{1} a(t, i, q) b(t, q) & \text{if } 1 \leq t < n-k \\
    \sum_{q=n-k}^{n-k+n+k+1} a(t, i, q) b(t, q) & \text{if } n-k \leq t < n-d 
\end{cases} \quad (4.11) \]

We turn next to \( \Sigma_2 = \sum_{q=i+1}^{k} \gamma_i^q(t) \). In this case, we have \( u < 0 \) and \( q-(k+1) < 0 \) and \( n+q-(k+1) > n-d \). Hence, from (4.9) it follows that

\[ \gamma_i^q(t) = a(t, i, q) b(t, q) \quad 1 \leq t < n-d \]

which gives directly

\[ \Sigma_2 = \sum_{q=i+1}^{k} a(t, i, q) b(t, q) \quad 1 \leq t < n-d \quad (4.12) \]

Finally, in the case of \( \Sigma_3 \) the inequality \( u=v<0 \) holds. Therefore, we have
\[
\gamma_{1}^{q}(t) = \begin{cases} 
0 & \text{if } 1 \leq t \leq q-(k+l) \\
a(t,i,q) b(t,q) & \text{if } q-(k+l) < t < n-d 
\end{cases}
\]

which gives

\[
\sum_{q=k+1}^{k+t} a(t,i,q) b(t,q) \quad \text{if } 1 \leq t \leq i
\]

\[
I_3 = \begin{cases} 
\sum_{q=k+1}^{k+i} a(t,i,q) b(t,q) & \text{if } i < t < n-d
\end{cases}
\quad (4.13)
\]

Now \( \eta_{1}(t) \) is obtained by adding the sums (4.11), (4.12) and (4.13) on three different intervals for \( t \). This sum is given by

\[
\eta_{1}(t) = \begin{cases} 
\sum_{q=1}^{k+t} a(t,i,q) b(t,q) & \text{if } 1 \leq t \leq i \\
\sum_{q=1}^{k+i} a(t,i,q) b(t,q) & \text{if } i < t < n-k \\
\sum_{q=t-n+k+1}^{k+i} a(t,i,q) b(t,q) & \text{n-k} < t < n-d
\end{cases}
\]

By changing the summation index to \( j = t+k+l-q \) and substituting the appropriate values for \( a(t,i,q) \) and \( b(t,q) \) we obtain
\[
\eta_1(t) = \begin{cases} 
\sum_{j=1}^{t+k} a_{t+d,j} b_{j,t} & l \leq t < i \\
\sum_{j=t+d-k}^{t+k} a_{t+d,j} b_{j,t} & i \leq t < n-k \\
\sum_{j=t+k-l}^{n} a_{t+d,j} b_{j,t} & n-k \leq t \leq n-d 
\end{cases}
\]

Note that the above formula for \( \eta_1(t) \) is valid for \( 1 \leq i \leq k+1 \) while (4.10) is valid for \( -(k-1) \leq i \leq 0 \). These two formulas are equivalent to those resulting from multiplying the two band matrices \( A \) and \( B \), which proves that for \( t = 1, 2, \ldots, n-(k-1) \) and \( -(k-1) \leq i \leq k+1 \), we have indeed

\[
\eta_1(t) = c_{t+d,t} = c_{t+k-i+1,t}.
\]
5. A back substitution network.

In this section, we apply our verification technique to a systolic network that contains two different types of computational cells, namely the back-substitution network suggested in [8]. This network performs the back substitution operation to solve the linear system of equations

\[ L \mathbf{u} = \mathbf{y} \quad (5.1) \]

where \( L \) is an \( n \times n \) non-singular, banded, lower triangular matrix with the band width \( k+1 \), and \( \mathbf{y} \) is a given \( n \)-dimensional vector. The solution of the system \((5.1)\) is given by the formula:

\[
\begin{align*}
\mathbf{y}_i &= \frac{1}{l_{i,i}} \frac{1}{i=1} \\
\mathbf{u}_i &= \left\{ \begin{array}{ll}
(y_i - \sum_{j=1}^{i-1} l_{i,i-j} \mathbf{u}_i) / l_{i,i} & i < k \\
(y_i - \sum_{j=1}^{k} l_{i,i-j} \mathbf{u}_i) / l_{i,i} & k < i \leq n
\end{array} \right.
\end{align*}
\]

where \( l_{i,j} \) is the \((i,j)\)th element of the matrix \( L \), and \( y_i \) and \( u_i \) are the \( i \)th elements of the vectors \( \mathbf{y} \) and \( \mathbf{u} \), respectively.

Figure 9 shows the graph of the suggested network. It is a 2-partially homogeneous network, composed of \( k \) multiply/add (M/A) type cells, and one subtract/divide (S/D) cell. The computational cells are labeled by integers such that the cells 1 through \( k \) are of the M/A type, and the cell
0 is the S/D cell. As for the I/O cells, we must be careful to assign labels to the sink cells because these labels will be used to identify the network output links. The labels given to source nodes are immaterial as they do not affect the verification procedure, and consequently are not shown in figure 9.

In the regular layout shown in figure 9, the edges directed to the south, north, east and west are given the colors a, b, r and s, respectively. The set $V_I$ of interior nodes in $G$ is divided into two homogeneous subsets $V_I^1=\{0\}$ and $V_I^2=\{i:i=1,2,...,k\}$. The operation of the cell represented by node '0' is described by the causal relation

$$\rho_0 = n \left[ [\beta_0 - \sigma_0] + \alpha_0 \right]$$

and the operation of any M/A cell represented by a node $i$, $1=i=k$, is described by the generic I/O description

$$\rho_{i+1} = n \rho_i \quad i=1,2,...,k$$  \hspace{1cm} (5.3.a)

$$\sigma_{i-1} = n[\sigma_i \oplus a_i \rho_i] \quad i=1,2,...,k$$  \hspace{1cm} (5.3.b)
where the $\oplus$ was defined by (2.1).

To solve the system of difference equations (5.2), (5.3.a/b), we first write the solution of (5.3.a) as

$$\rho_i = \eta^i \rho_1^{l} \quad 1 \leq i \leq k+1$$  \hspace{1cm} (5.4)

from which we find that

$$\rho_{k+1} = \eta^k \rho_1$$  \hspace{1cm} (5.5)

Substitution of (5.4) into (5.3.b) then gives

$$\sigma_{i-1} = \eta \left[ \sigma_i \oplus \Delta_i \right]$$  \hspace{1cm} (5.6)

where $\Delta_i = \alpha_i \ast (\eta^{i-1} \rho_1)$. Using an inductive argument similar to that in the appendix for the proof of lemma 1, we can show that the solution of (5.6) is

$$\sigma_0 = \eta^k \sigma_k \oplus \sum_{j=1}^{k} \eta^j \left[ \alpha_j \ast \eta^{j-1} \rho_1 \right]$$  \hspace{1cm} (5.7)

where $\sum'$ is defined by $\sum' \eta_j = \eta_1 \oplus \eta_2 \oplus \ldots \oplus \eta_k$.

For given $\rho_1$, the network output sequence $\rho_{k+1}$ is easily obtained from (5.5). The next step will be to eliminate $\sigma_0$ from (5.2) and (5.7) and to obtain $\rho_1$ explicitly in terms of the network input sequences $\sigma_k$, $\beta_0$, and $\alpha_j$, $j=0,1,\ldots,k$. Unfortunately, if we try to solve (5.2) and (5.7) simultaneously, we will obtain a recursive equation in $\rho_1$, which is very difficult to manipulate in general. For
this reason, we consider only specific forms of the network input sequences, namely those required for the proper operation of the network. They are given by

\[ \alpha_i = n^{k-i} \cdot \lambda_i \quad i=0,1,\ldots,k \] (5.8.a)

\[ \beta_0 = n^k \cdot \eta \] (5.8.b)

\[ \sigma_k = \eta \] (5.8.c)

with \( T(\lambda_1) = T(\tau) = T(\eta) = n \) and

\[ \lambda_i(t) = \begin{cases} 0 & 1 \leq t \leq i \\ l_t, t-1 & i < t \leq n \end{cases} \]

\[ \eta(t) = y_t \quad 1 \leq t \leq n \]

\[ \iota(t) = 0 \quad 1 \leq t \leq n \]

Substituting (5.8) into (5.2) and (5.7), we find that

\[ \rho_1 = n \left[ (n^k \cdot \eta - \sigma_0) + n^k \cdot \lambda_0 \right] \] (5.9.a)

\[ \sigma_0 = n^k \cdot \iota \bigoplus \sum_{j=1}^{k} [n^k \cdot \lambda_j \cdot n^{2j-1} \cdot \rho_1] \] (5.9.b)

Since \( \delta - x = \delta \) for any \( x \in R_0 \), (5.9.a) implies the existence of a sequence \( \xi \) such that

\[ \rho_1 = n^{k+1} \cdot \iota \] (5.10)

whence, by (5.9.b), we find that

\[ \sigma_0 = n^k \cdot \iota \bigoplus \sum_{j=1}^{k} [n^k \cdot \lambda_j \cdot n^{2j+k} \cdot \iota \cdot \xi] \]
where we used property P2 to interchange $n^{2j}$ and $\theta$. If in addition we let

$$\gamma = \iota \oplus \sum_{j=1}^{k} [\lambda_j * n^j \xi] \tag{5.11}$$

then we can substitute for $\sigma_0$ and $\rho_1$ in (5.9.a) and obtain

$$n^{k+1} \in \varepsilon = n \left[ [n^k \in \eta - n^k \in \gamma] + n^k \in \lambda_0 \right]$$

which reduces to

$$\varepsilon = [\eta - \gamma] + \lambda_0 \tag{5.12}$$

For an explicit description of the sequence $\gamma$, we need to examine (5.11) more closely. We start by applying property P7 to the product term in (5.11), namely

$$\lambda_j * n^j \xi = n^j \mu_j$$

where

$$T(\mu_j) = \min( T(\lambda_j) - j, T(\xi)) \leq n-j \tag{5.13.a}$$

and

$$\mu_j(t) = \lambda_j(t+j) * \xi(t) \tag{5.13.b}$$

This enables us to rewrite (5.11) as

$$\gamma = \iota \oplus \sum_{j=1}^{k} n^j \mu_j \tag{5.14}$$
From (5.14) and the definition of the '+' operator, we conclude that \( T(\gamma) = \max\{T(\iota), T(\mu_j) + j\} = n \), and consequently from (5.12) that

\[
T(\xi) = \min\{T(\eta), T(\gamma), T(\lambda_0)\} = n.
\]

Using this in (5.13.a) we easily see that \( T(\mu_j) = n-j \).

Now, we apply property P6 to (5.14) and explicitly describe \( \gamma \) by

\[
T(\gamma) = T(\iota) = n
\]

and

\[
\gamma(t) = \begin{cases} 
0 & t=1 \\
\sum_{j=1}^{t-1} \mu_j(t-j) & t=2,3,\ldots,k \\
\sum_{j=1}^{k} \mu_j(t-j) & t=k+1,k+2,\ldots,n
\end{cases}
\]

Finally, with these specific descriptions of \( \eta, \lambda_0 \) and \( \gamma \), we directly find the explicit form of the sequence \( \xi \) in (5.12) to be

\[
\xi(t) = (\eta(t) - \gamma(t)) / \lambda_0(t)
\]

that is
\[
\xi(t) = \begin{cases} 
Y_t / l_{t,t} & t = 1 \\
(y_t - \sum_{j=1}^{t-1} \xi(t-j) l_{t,t-j}) / l_{t,t} & 2 \leq t \leq k \\
(y_t - \sum_{j=1}^{k} \xi(t-j) l_{t,t-j}) / l_{t,t} & k+1 \leq t \leq n
\end{cases}
\]

A comparison of this expression with the formula given in the beginning of the section for the solution of \(5.1\) shows readily that

\[p_{k+1} = n^{2k+1} \circ \xi\]

where \(T(\xi) = n\) and \(\xi(t) = u_t\).
6. A sorting network

The sorting network [2,9] described here accepts an indexed set \( X = \{ x_1, \ldots, x_k \} \) of \( k \) different real numbers, \( x_i \in \mathbb{R} \), \( i \in \{ 1, \ldots, k \} \), and produces as output the same numbers sorted in ascending order. Figure 10 shows the general graph of the network and the labels given to each node. In the figure, the edges directed to the right and left are colored \( s \) and \( p \), respectively.

For any \( j \in \mathbb{K} \), let \( y_1, \ldots, y_j \) be the result of sorting the \( j \) elements \( x_1, \ldots, x_j \) of \( X \) in ascending order. Then for all \( (i,j) \) of \( D = \{(i,j) \in \mathbb{K} \times \mathbb{K}; 1 \leq i \leq j \leq k \} \), the ranking function \( f^X : D \times X \) is defined by \( f^X (i,j) = y_i \).

With this, we will prove that if the network input sequence \( \pi_k \) is given by

![Diagram of sorting network](image-url)
\[ \pi_k = \Theta \xi \]  \hspace{1cm} (6.1)  

where \( T(\xi) = k \) and \( \xi(t) = x_k \), then the network output sequence \( \sigma_{k+1} \) has the form

\[ \sigma_{k+1} = \n^2k-1 \Theta \eta \]  \hspace{1cm} (6.2)  

where \( T(\eta) = k \) and \( \eta(t) = f_x(t,k) \).

The network considered in figure 10 is a 2-partially homogeneous network. The cell labeled '1' is a simple latch cell whose operation is described by

\[ \sigma_2 = \Omega \pi_1 \] \hspace{1cm} (6.3.a)  

while the I/O description of the cells \( i=2,\ldots,k \) is given by

\[ \pi_{i-1} = \Omega \max_0(\pi_i,\sigma_i) \] \hspace{1cm} (6.3.b)  

\[ \sigma_{i+1} = \Omega \min_0(\pi_i,\sigma_i) \] \hspace{1cm} (6.3.c)  

where \( \max_0 \) and \( \min_0 \) were defined in section 2.1. In other words, the cells \( i=2,\ldots,k \) are comparison cells which operate as follows: At any time \( t \), if neither one of the two inputs \( \sigma_i(t) \) or \( \pi_i(t) \) is a don't care element \( \delta \), then the cell compares the two inputs, and produces as output at time \( t+1 \), the largest and the smallest numbers on the links \( p_{i-1} \) and \( s_{i+1} \) respectively. However, if any of the inputs is \( \delta \), then the cell acts as a simple latch cell, that is, if \( \sigma_i(t)=\delta \) or \( \pi_i(t)=\delta \) then
\[ \pi_{i-1}(t+1) = \pi_i(t) \quad \text{and} \quad \sigma_{i+1}(t+1) = \sigma_i(t) \]

To obtain the network I/O description, the system of equations (6.3.a/b/c) should be solved for \( \sigma_{k+1} \). However, the recursive nature of (6.3.b) and (6.3.c) makes this very difficult, if not impossible. One possible alternative is to suggest a tentative value for the sequences \( \pi_i \) and \( \sigma_i \), and then to verify that these suggested solutions indeed satisfy (6.3). Of course, any assumed value for \( \pi_i \) should reduce to the input sequence (6.1) for \( i=k \).

Let us assume that \( \pi_i \) and \( \sigma_i \) are given by

\[ \pi_i = \eta^k - i \theta \alpha_i \quad 1 \leq i \leq k \quad (6.4.a) \]
\[ \sigma_i = \eta^{k+i-2} \theta \beta_i \quad 2 \leq i \leq k+1 \quad (6.4.b) \]

where \( T(\alpha_i) = T(\beta_i) = k \),

\[
\alpha_i(t) = \begin{cases} 
  x_t & 1 \leq t \leq i \\
  \max(x_t, f_x(t-i, t-i-1)) & i < t \leq k
\end{cases}
\]

and

\[
\beta_i(t) = \begin{cases} 
  f_x(t, t+i-2) & 1 \leq t \leq k+1-i \\
  f_x(t, k) & k+1-i < t \leq k
\end{cases}
\]
It is very easy to verify that (6.4.a) reduces to (6.1) for \( i = k \). Hence, our next step will be to check that (6.4) does satisfy (6.3). For \( i = 1 \), (6.4.a) reduces to

\[
\pi_1 = \eta^{k-1} \circ a_1
\]

where \( T(a_1) = k \), and

\[
a_1(t) = \begin{cases} 
  x_t & \text{for } t = 1 \\
  \max_0(x_t, f_x(t-1,t-1)) & \text{for } 1 < t \leq k 
\end{cases}
\]

Since \( f_x(j,j) \) is the maximum element in \( \{x_1, x_2, \ldots, x_j\} \), it follows that \( x_1 = f_x(1,1) \) and \( \max_0(x_t, f_x(t-1,t-1)) = f_x(t,t) \). Hence, we may write

\[
a_1(t) = f_x(t,t) \quad \text{for } 1 \leq t \leq k
\]

But from (6.4.b), we obtain for \( i = 2 \)

\[
\sigma_2 = \eta^k \circ \beta_2
\]

where \( T(\beta_2) = k \) and \( \beta_2(t) = f_x(t,t) \), \( 1 \leq t \leq k \), which proves that \( \beta_2 = a_1 \), and hence \( \sigma_2 = \eta \circ \pi_1 \).

The next step is to show that (6.4) does satisfy (6.3.b). For this, we substitute (6.4) into the right hand side of (6.3.b) and denote the resulting sequence by \( \rho \). This gives
\[ \rho = \cap \max_0 (n^{k-i} \oplus \alpha_i, n^{k+i-2} \oplus \beta_i) \quad 2 \leq i \leq k \]

Using property P2 to interchange \( n^2(i-1) \) and \( e \) in the second operand of \( \max_0 \) we obtain

\[ \rho = n^{k-(i-1)} \oplus \gamma_i \quad (6.5) \]

where \( \gamma_i = \max_0 (\alpha_i, n^{i-1} \beta_i) \). By definition of \( \max_0 \), it follows that \( T(\gamma_i) = T(\alpha_i) = k \), and

\[ \gamma_i(t) = \begin{cases} \alpha_i(t) & 1 \leq t \leq i-1 \\ \max[\alpha_i(t), \beta_i(t-1,i+1)] & i-1 \leq t \leq k \end{cases} \]

Hence with the definitions of \( \alpha_i(t) \) and \( \beta_i(t) \) we obtain

\[ \gamma_i(t) = \begin{cases} x_t & 1 \leq t \leq i-1 \\ \max[x_t, f_x(t-i+1,t-1)] & t = i \\ \max[\max(x_t, f_x(t-i,t-1)), f_x(t-i+1,t-1)] & 1 \leq t \leq k \end{cases} \]

Because of \( \max(\max(a,b), c) = \max(a,b,c) \), and \( f_x(t-i,t-1) < f_x(t-i+1,t-1) \), we may rewrite \( \gamma_i \) as

\[ \gamma_i(t) = \begin{cases} x_t & 1 \leq t \leq i-1 \\ \max(x_t, f_x(t-(i-1),t-1)) & i-1 \leq t \leq k \end{cases} \]

from which we find that \( \gamma_i(t) = \alpha_{i-1}(t) \), and hence, by
(6.5) and (6.4.a), that \( \rho = \pi_{i-1} \). This proves that (6.3.b) is satisfied for the values of \( \sigma_i \) and \( \pi_i \) given by (6.4).

Finally, to check that (6.4) does satisfy (6.3.c), we substitute (6.4) into (6.3.c) and denote the resulting sequence by \( \tau \). This gives

\[
\tau = \min_0(\sum_{i}^{k} \sigma_i, \sum_{i}^{k+1} \beta_i) \quad 2 \leq i \leq k
\]

\[
= \min_{i=1}^{k} \sigma_i, \min_{i=1}^{k+1} \beta_i
\]

In view of

\[
\min_0(\sigma_i, \beta_i) = \sigma_i - \beta_i
\]

where \( T(\varphi_i) = T(\beta_i) = k \) and

\[
\varphi_i(t) = \begin{cases} 
\min(\sigma_i(t+i-1), \beta_i(t)) & 1 \leq t \leq k-(i-1) \\
\beta_i(t) & k-(i-1) < t \leq k
\end{cases}
\]

we write

\[
\tau = \sigma_{i+1} \quad (6.6)
\]

From (6.6) and (6.3.c), it follows that \( \tau = \sigma_{i+1} \) only if \( \varphi_i = \beta_{i+1} \). To prove this, we substitute the definitions of \( \alpha_i(t+i-1) \) and \( \beta_i(t) \) into \( \varphi_i(t) \) and obtain
\[ \varphi_1(t) = \begin{cases} 
\min(\max(x_{t+i-1}, f_x(t-1, t+i-2)), f_x(t, t+i-2)) & 1 \leq t \leq k-(i-1) \\
f_x(t, k) & k-(i-1) < t \leq k 
\end{cases} \]

But from lemma 2 in the appendix, and the fact that 
\[ f_x(t, t+i-1) = f_x(t, k) \text{ for } t = k-i+1, \]
we may write \( \varphi_1(t) \) as

\[ \varphi_1(t) = \begin{cases} 
f_x(t, t+i-1) & 1 \leq t \leq k-i \\
f_x(t, k) & k-i < t \leq k 
\end{cases} \]

It follows that \( \varphi_1(t) = \beta_{i+1}(t) \) and therefore that 
\( \tau = \sigma_{i+1} \). This completes the proof that the sequences \( \pi_i \) and \( \sigma_i \) of (6.4) indeed satisfy the system of equations (6.3).

Now that (6.4.b) is known to be a valid formula for the sequence \( \sigma_i \), we can easily obtain the network output sequence \( \sigma_{k+1} \) by setting \( i = k+1 \). This gives

\[ \sigma_{k+1} = \omega^{2k-1} \circ \beta_{k+1} \]

where \( T_{i:}^{i+1} = k \) and \( \beta_{k+1}(t) = f_x(t, k), \ 1 \leq t \leq k \) which is identical with the expected output sequence (6.2).
7. **Concluding Remarks:**

This work was meant to contribute to the area of systolic architectures in three different ways, namely, by providing a mathematical model for systolic networks, an unambiguous description of its input and output data, and a technique for the verification of its operation.

The central concepts in the present model are those of data sequences and sequence operators. Although we only defined the few operators that were used in the examples, it should be clear that other sequence operators may be introduced to model other types of computational cells.

A further step in this area is to develop a more complete sequence algebra to provide a basis for a solvability theory of the resulting system of difference equations on sequences. More specifically, it would be desirable to determine under which conditions an explicit analytical solution for the system of difference equations can be obtained. For a given network, this might determine the properties to be satisfied by the successor function \( \mu \) and the node I/O operators in order to verify analytically the operation of the network. If a sufficiently flexible algebra of this type were available, our model might prove to be very powerful in the design of new systolic networks.

At this point, we note that even if we cannot solve the resulting system of equations analytically, we can still use
a numerical iterative procedure to solve it. This approach is very close to the simulation of systolic networks, but appears to be more general and systematic.

Finally, we note that throughout this paper we assumed the systolic network to operate synchronously. However, the same model and techniques can be used for asynchronous networks. The only difference is in the interpretation of the $i^{th}$ element of a data sequence, which now has to denote the $i^{th}$ data item that appeared on a communication link instead of the data item that appeared on that link at time $t-1$. 
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Appendix

In the first part of this appendix, we list some properties of sequence operators that have been used in the paper. The verification of these properties is straightforward from the definitions of the operators involved. In the second part of the appendix, we prove two lemmas; the first gives an analytical solution to a difference equation that appears frequently in the verification of networks containing multiply/add cells, while the second one proves an equality that was needed in section 6.

Let $\xi$, $\zeta$ and $\eta_j$, $j = 0, 1, 2, \ldots, k$ be sequences in $\bar{R}_0$, and $w \in R$; then

**Property P1:** \[ n^r \eta^k \zeta = n^{r+k} \zeta \]

**Property P2:** \[ n^{(r+1)k} \sigma^k \xi = \sigma^r n^k \xi \]

**Property P3:**
\[
\begin{align*}
    w \cdot [ \sigma^k \xi ] &= \sigma^k [ w \cdot \xi ] \\
    w \cdot [ n^k \xi ] &= n^k [ w \cdot \xi ]
\end{align*}
\]

**Property P4:** For any binary operator 'op' extended from $R_0$ to $\bar{R}_0$, we have
\[
\begin{align*}
    n^k [ \xi \ 'op' \ \zeta ] &= n^k \xi \ 'op' \ n^k \zeta \\
    \sigma^r [ \xi \ 'op' \ \zeta ] &= \sigma^r \xi \ 'op' \ \sigma^r \zeta
\end{align*}
\]
Property P5: If \( \eta_j \), \( j=1,2,\ldots,k \) are such that \( T(\eta_j) = n \), then

\[
\sum_{j=1}^{k} \eta_{j-1} = n^{k-1}
\]

where \( T(\eta) = n-(k-1) \) and \( \eta(t) = \sum_{j=1}^{k} \eta_j(t+k-j) \).

The next result uses the \( \oplus \) of (2.1):

Property P6: Let the sequences \( \eta_j \), \( j=0,1,\ldots,k \) satisfy

\( T(\eta_j) = n-j \), then

\[
\eta_0 \oplus n \eta_1 \oplus n^2 \eta_2 \oplus \ldots \oplus n^k \eta_k = \gamma
\]

where \( T(\gamma) = n \) and

\[
\begin{align*}
\gamma(t) &= \sum_{j=0}^{t-1} \eta_j(t-j) \quad t=1,2,\ldots,k \\
&= \sum_{j=0}^{k} \eta_j(t-j) \quad t=k+1,k+2,\ldots,n
\end{align*}
\]

Property P7: Given \( \xi, \zeta \in \mathbb{R}_0^+ \), then

\[
\zeta \oplus n^x \xi = n^x \gamma
\]

where \( \gamma \) is described by

\( T(\gamma) = \min(T(\xi)-1, T(\zeta)) \) and \( \gamma(t) = \zeta(t+1) \oplus \xi(t) \).

Lemma 1: The difference equation

\[
\sigma_{i+1} = \sigma_i + \Delta_i \quad i=1,2,\ldots,k+1 \quad (a.1)
\]

has the solution

...
\[ \sigma_r = n^{r-1} \sigma_1 + \sum_{j=1}^{r-1} n^{j-1} \Delta_{r-j} \quad r=2,3,\ldots,k+1. \quad (a.2) \]

**Proof:** The proof uses induction on \( i \). Evidently, for \( i=1 \) in (a.1) we obtain

\[ \sigma_2 = n \sigma_1 + \Delta_1 \]

which is identical to (a.2) for \( r=2 \). Hence assume that for any \( r=1,2,\ldots,k, \sigma_r \) is given by (a.2), then from (a.1) it follows that

\[
\sigma_{r+1} = n \sigma_r + \Delta_r \\
= n \left[ n^{r-1} \sigma_1 + \sum_{j=1}^{r-1} n^{j-1} \Delta_{r-j} \right] + \Delta_r \\
= n^r \sigma_1 + \sum_{j=0}^{r-1} n^j \Delta_{r-j} + \Delta_r \\
= n^r \sigma_1 + \sum_{j=1}^{r} n^{j-1} \Delta_{r+1-j}
\]

which proves that \( \sigma_{r+1} \) is also given by (a.2).

**Lemma 2:** let \( f_x \) be the ranking function for the set \( X=\{x_1, x_2, \ldots, x_n\} \), as defined in section 6, then

\[ \min(\max(x_k, f_x(i-1,k-1)), f_x(i,k-1)) = f_x(i,k) \quad (a.3) \]

**Proof:** Let \( y_1, \ldots, y_{k-1} \) be the result of sorting \( x_1, \ldots, x_{k-1} \) in ascending order, and \( z_1, \ldots, z_k \) the corresponding
result for \( x_1, \ldots, x_k \). Hence, \( f_x(i-1,k-1) = y_{i-1} \), \( f_x(i,k-1) = y_i \) and \( f_x(i,k) = z_i \). Now consider the following cases:

1) If \( x_k < y_{i-1} < y_i \) then the left side of (a.3) is

\[
\min(\max(x_k, y_{i-1}), y_i) = \min(y_{i-1}, y_i) = y_{i-1}
\]

Since \( z_1, \ldots, z_k \) are obtained from \( y_1, \ldots, y_{k-1} \) by inserting \( x_k \) in some position before \( y_{i-1} \), we immediately see that

\( y_{i-1} = z_i \).

2) If \( y_{i-1} < x_k < y_i \), then the left side of (a.3) is

\[
\min(\max(x_k, y_{i-1}), y_i) = x_k
\]

and in this case it is clear that \( x_k = z_i \).

3) If \( y_{i-1} < y_i < x_k \), then the left side of (a.3) is equal to \( y_i \), which in turn is equal to \( z_i \) because, in this case, \( x_k \) is inserted in some position after \( y_i \).
This paper presents a mathematical model for systolic architectures for use in the verification of the operation of certain systolic networks. The I/O description of the global effect of the computations performed by the network are obtained by solving a particular system of difference equations. The verification technique is applied to four different systolic networks proposed in the literature.